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#### Abstract

The mean relaxation time formalism introduced by Nadler and Schulten [J. Chem. Phys. 82, 151 (1985)] in their generalized moment expansion method is extended to a general diffusion process in arbitrary dimensions. The utility of the approach is demonstrated by calculating analytically the rate of noise-induced transitions in a bistable system with an isolated transition point. The rate formula obtained summarizes in a uniform manner much of what had been done before in this field. Limitations of its validity are discussed and a perturbation procedure to systematically improve it is proposed. The validity of our theoretical predictions for the rate is confirmed by comparing with exact numerical results. © 1999 American Institute of Physics. [S0021-9606(99)50415-7]


## I. INTRODUCTION

One of the longstanding problems in physical sciences has been the development of methods to calculate rate constants of equilibration process from a microscopic perspective. A small sample of this work can be found in Refs. 1-3. For an historical review of the field, see that of Landauer. ${ }^{4}$ Finally, general reviews of the present state of the art have recently been given by Mel'nikov ${ }^{5}$ and Hänggi, Talkner, and Borkovec ${ }^{6}$ (see also a collection of references in Refs. 7 and 8). The phenomenon of escape from a locally stable state arises in a multitude of scientific contexts, but the main motivation to study it stems from its connection to chemical kinetics and the theory of diffusion in solids. Since the fundamental contribution of Kramers, ${ }^{9}$ much work has been devoted to the analysis of stochastic models governed by the Fokker-Planck equation. It is a mesoscopic kinetic equation for the distribution function $P(\mathbf{q}, t)$ involving a deterministic drift vector $\mathbf{G}$ and a diffusion tensor $\mathbf{D}$. The former describes the deterministic path of the system, while the latter incorporates fluctuations away from this path. Here we deal with the Fokker-Planck equation of a generic type (the summation rule over repeated indices is always implied, if not stated otherwise),

$$
\begin{equation*}
\partial_{t} P(\mathbf{q}, t)=L P(\mathbf{q}, t) \equiv \partial_{i}\left[-G_{i}(\mathbf{q})+\partial_{j} D_{i j}(\mathbf{q})\right] P(\mathbf{q}, t), \tag{1.1}
\end{equation*}
$$

supplemented by the natural boundary conditions

$$
\begin{equation*}
\mathbf{n}^{T} \cdot \mathbf{J}(P)=0 \quad \text { for } \mathbf{q} \in \partial R, \quad \mathbf{n}=\text { normal to } \partial R, \tag{1.2}
\end{equation*}
$$

where $\mathbf{q}^{T}=\left(q_{1}, \ldots, q_{n}\right) \in R, \partial R$ is the boundary of $R$, and where we have introduced the Fokker-Planck operator $L$ given by Eq. (1.1) and the probability current reading

$$
\begin{equation*}
J_{i}(P)=G_{i}(\mathbf{q}) P(\mathbf{q}, t)-\partial_{j} D_{i j}(\mathbf{q}) P(\mathbf{q}, t) \tag{1.3}
\end{equation*}
$$

[^0]In what follows we assume that a positive stationary distribution $P_{0}(\mathbf{q})=P(\mathbf{q}, t \rightarrow \infty)$, the solution of

$$
\begin{equation*}
L P_{0}=0 \tag{1.4}
\end{equation*}
$$

exists. The quantity of interest is the escape rate of a system from one metastable state into another by crossing an intervening barrier.

The flexibility of the above description makes Eq. (1.1) very attractive for both theoreticians and experimentalists. Specific examples of this equation can be drawn from a vast amount of different fields ranging from nuclear physics to communication theory; accordingly, it has received a great deal of attention in recent years (see, e.g., textbooks by Gardiner $^{1}$ and Risken ${ }^{2}$ ). Since there is no unique way to determine the escape rate, various different methods have resulted. Here we mention specifically three rather general approaches to this problem. The calculation of the ratio of a stationary current at the top of the barrier to the population of the well, as originally proposed by Kramers, ${ }^{9}$ is the method most frequently used in the past. ${ }^{1,2,9-16}$ An alternative derivation is based on the mean first passage time formalism. ${ }^{1,2,6,14,16-23}$ Within its scope, the escape rate is determined as the inverse of the mean time after which a stochastic trajectory starting within the well passes the stochastic separatrix for the first time. Finally, a more precise definition of the kinetic rate is adopted in the eigenmode expansion method. ${ }^{2,16,24-29}$ The separation of time scales which is typical in barrier crossing processes shows itself in a large gap in the spectrum of the Fokker-Planck operator separating one small nonzero eigenvalue from the rest of the spectrum. In such a case, one can easily recognize the smallest nonzero eigenvalue as the sum of forward and backward rates. Each of the three approaches has its own advantages and drawbacks. The Kramers method is more direct and simpler to use than the two other approaches, though the latter give some additional insight. Besides, the mean first passage time formalism reduces Eq. (1.1) to the stationary backward FokkerPlanck equation supplemented by absorbing boundary con-
ditions. For a one-dimensional process, the respective Dirichlet problem is easily solved analytically in quadratures, giving an explicit result for the rate. ${ }^{1,2,6,19}$ Otherwise, its solution is far from straightforward because absorbing boundary conditions are known to present a special problem for systems with more than one degree of freedom. The eigenmode expansion method also reduces Eq. (1.1) to a stationary problem but with the natural boundary conditions (1.2). Although the class of bistable processes for which the first nonzero eigenvalue may be calculated exactly is rather limited,,${ }^{2,30}$ the method is in a sense superior over the mean first passage time approach. From a mathematical point of view, diffusion problems of such a type are easier to solve since no external boundary conditions are required to determine the escape rate.

In the present paper we propose an alternative method to obtain the rate which combines the principal advantages of the mentioned approaches. The basic idea is to define this quantity in terms of an integral time characteristic, a socalled mean relaxation time, introduced by Nadler and Schulter ${ }^{31}$ in their generalized moment expansion method (for applications of the method, see also Ref. 32). The remainder of the paper is organized as follows. In Sec. II the method of Nadler and Schulten is briefly reviewed and its connection to the method of eigenmode expansion is established. An approximate rate expression for a general twostate diffusion process is derived in Sec. III. The derivation is based on the assumption that the potential barrier is high enough compared to the noise strength so that any nonlinearity in the original Fokker-Planck operator can safely be neglected. In Sec. IV a perturbation approach to take into account the nonlinear contribution is outlined. In this way an improved rate expression is derived that involves the leading nonvanishing correction in terms of the inverse barrier height. In Sec. V, the accuracy of our theoretical predictions is tested by comparing with exact numerical rates in one- and two-dimensional potentials. The final section contains some concluding remarks.

## II. PRELIMINARIES

## A. Phenomenological description

As a preliminary we briefly outline the problem of interest and a phenomenological approach to its solution. To model a two-state process, the system (1.1) is assumed to have two domains of attraction $R_{A}$ and $R_{B}$ corresponding to metastable states $A$ and $B$, respectively, and one transition attractor, referred to henceforth as a saddle $S$, which is unstable in the direction transverse to the stochastic separatrix $\partial \Omega$. Here we restrict our consideration to the case of a saddle point $\mathbf{q}^{S}$ located at the origin, $\mathbf{q}^{S}=\mathbf{0}$. The generalization to an arbitrary unstable attractor is straightforward. It is clear that a detailed solution of the partial differential equation is a far from simple task not only in many dimensions but even in one dimension. To simplify the problem, one usually assumes that the dynamics of the two-state process obeys the phenomenological linear rate equations, ${ }^{33}$

$$
A \underset{k_{B}}{\stackrel{k_{A}}{\rightleftarrows}} B
$$

and

$$
\begin{align*}
& \partial_{t} N_{A}(t)=-k_{A} N_{A}(t)+k_{B} N_{B}(t), \\
& \partial_{t} N_{B}(t)=k_{A} N_{A}(t)-k_{B} N_{B}(t) . \tag{2.2}
\end{align*}
$$

Here $N_{A}(t)$ and $N_{B}(t)$ are the time-dependent nonequilibrium probabilities to find the system in, respectively, the $A$ and the $B$ metastable state,

$$
\begin{equation*}
N_{i}(t)=\int_{R} d \mathbf{q} \sigma_{i}(\mathbf{q}) P(\mathbf{q}, t) \tag{2.3}
\end{equation*}
$$

defined relative to a surface separating $A$ and $B$,

$$
\sigma_{i}(\mathbf{q})=\left\{\begin{array}{ll}
1, & \mathbf{q} \in R_{i}  \tag{2.4}\\
0, & \text { otherwise },
\end{array} \quad i=A, B\right.
$$

while $k_{A}$ and $k_{B}$ are the rates of escaping from these states related to each other through the equilibrium fractions

$$
\begin{equation*}
k_{A} N_{A}^{e}=k_{B} N_{B}^{e}, \quad N_{i}^{e}=N_{i}(\infty), \quad i=A, B . \tag{2.5}
\end{equation*}
$$

As the system of interest is assumed to be closed, $N_{A}+N_{B}$ $=1$, the equations can be reduced to one equation for a function given by

$$
\begin{equation*}
\delta N(t)=N_{A}(t)-N_{A}^{e} . \tag{2.6}
\end{equation*}
$$

This yields a single-exponential approximation of the dynamics,

$$
\begin{equation*}
\frac{\delta N(t)}{\delta N(0)}=\exp (-k t) \tag{2.7}
\end{equation*}
$$

which depends upon the full equilibration rate, $k=k_{A}+k_{B}$. In this way the complicated nonstationary problem (1.1) is reduced to a more simple problem of determining the equilibration rate.

## B. Generalized moment expansion method

Next we briefly review the generalized moment expansion method of Nadler and Schulten. ${ }^{31}$ To this end, let us consider the equilibrium time correlation function of an observable $M(t)$,

$$
\begin{equation*}
C(t)=\langle\delta M(0) \delta M(t)\rangle=\left\langle\delta M \exp \left(t L^{+}\right) \delta M\right\rangle \tag{2.8}
\end{equation*}
$$

Without loss of generality we assume that $C(t)$ is normalized, $C(0)=1$. In the above $L^{+}$is the backward FokkerPlanck operator

$$
\begin{equation*}
L^{+}=G_{i}(\mathbf{q}) \partial_{i}+D_{i j}(\mathbf{q}) \partial_{i j}^{2}, \tag{2.9}
\end{equation*}
$$

$\delta M=M-\langle M\rangle$, while $\rangle$ denotes the average with respect to the stationary solution of the Fokker-Planck equation. The average has the properties of an inner product on the space of functions $\delta M$, i.e.,

$$
\begin{equation*}
\langle\delta M(0) \delta M(t)\rangle=\int_{R} d \mathbf{q} P_{0}(\mathbf{q}) \delta M(\mathbf{q}) e^{t L^{+}} \delta M(\mathbf{q}) \tag{2.10}
\end{equation*}
$$

The generalized moment expansion method starts with the Laplace-transformed correlation function

$$
\begin{equation*}
\hat{C}(\omega)=\int_{0}^{\infty} d t e^{-\omega t} C(t)=\left\langle\delta M\left(\omega-L^{+}\right)^{-1} \delta M\right\rangle \tag{2.11}
\end{equation*}
$$

and involves a two-point Padé-approximation around $\omega$ $=\infty$,

$$
\begin{align*}
& \hat{C}(\omega)=-\sum_{m=0}^{\infty} \tau_{m}(-1 / \omega)^{m+1}  \tag{2.12}\\
& \tau_{m}=(-1)^{m}\left[\frac{d^{m} C(t)}{d t^{m}}\right]_{t=0} \tag{2.13}
\end{align*}
$$

and $\omega=0$,

$$
\begin{align*}
& \hat{C}(\omega)=\sum_{m=0}^{\infty} \tau_{-m-1}(-\omega)^{m},  \tag{2.14}\\
& \tau_{-m-1}=\frac{1}{m!} \int_{0}^{\infty} d t t^{m} C(t) \tag{2.15}
\end{align*}
$$

The expansion coefficients $\tau_{m}$ for both $m>0$ and $m<0$ are evaluated from

$$
\begin{equation*}
\tau_{m}=(-1)^{m}\left\langle\delta M\left(L^{+}\right)^{m} \delta M\right\rangle \tag{2.16}
\end{equation*}
$$

They contain information on the short- and long-time scales, respectively. Since it is impossible to determine and sum infinitely many terms in the series representations of Eqs. (2.12) and (2.14), these must be truncated at some finite $m$ $=i$ and $m=j$. The resulting approximation to $C(t)$ is a superposition of $\nu$ exponentials that exactly reproduce $i$ derivatives of $C(t)$ at $t=0$ [Eq. (2.13)] and $j$ relaxation moments [Eq. (2.15)],

$$
\begin{equation*}
C(t)=\sum_{l=1}^{\nu} a_{l} \exp \left(-\eta_{l} t\right) \tag{2.17}
\end{equation*}
$$

where $i+j+1=\nu$ and

$$
\begin{equation*}
\sum_{\mu=1}^{\nu} a_{\mu}\left(\eta_{\mu}\right)^{m}=\tau_{m}, \quad-j \leqslant m \leqslant i \tag{2.18}
\end{equation*}
$$

The approximation includes in a balanced way both shortand long-time effects. However, the utility of the generalized moment expansion method appears to be restricted to onedimensional stochastic processes, because just in that case the moments of the backward Fokker-Planck operator $L^{+}$ are available analytically. ${ }^{31,32}$

## III. MEAN RELAXATION TIME FORMALISM

To proceed further we note that by the Onsager regression hypothesis $\delta N(t)$ decays to equilibrium in the same fashion as does the equilibrium time correlation function

$$
\begin{align*}
& C(t)=\frac{\langle\delta N(0) \delta N(t)\rangle}{\langle\delta N(0) \delta N(0)\rangle},  \tag{3.1}\\
& \text { i.e., }{ }^{33} \\
& C(t)=\delta N(t) / \delta N(0) . \tag{3.2}
\end{align*}
$$

Consequently, by Eq. (2.7) $C(t) \sim \exp (-k t)$ at long times when the phenomenology is valid. Criteria for the validity of Eq. (2.2) will be discussed in Sec. V of the present paper (see also Ref. 34). Here we only note that the dynamics of physical and chemical processes is often not known in detail. It is frequently the case that the largest relaxation time is the sole kinetic quantity obtainable from experiments. Therefore effective methods for its evaluation is one of the most fundamental problems in physics and chemistry.

The method we outline below is an extension of the elegant formalism of Nadler and Schulten to a general twostate Fokker-Planck process. As we are interested in the long-time regime where the decay is unconditionally single exponential, we limit ourselves to $\nu=1$, i.e.,

$$
\begin{equation*}
C(t)=\exp \left(-t / \tau_{-1}\right) \tag{3.3}
\end{equation*}
$$

In that event, the long-time rate is given by the inverse of the so-called mean relaxation time ${ }^{31}$ reading (from here on, we shall drop the index -1 to keep the notation simple)

$$
\begin{equation*}
\tau=\int_{0}^{\infty} d t C(t) \tag{3.4}
\end{equation*}
$$

Interpretations of this quantity are the following. Should one think the decay be single exponential, as is the case for (2.7), then $\tau^{-1}=k$, and therefore

$$
\begin{equation*}
k_{A}=N_{B}^{e} \tau^{-1}, \quad k_{B}=N_{A}^{e} \tau^{-1} . \tag{3.5}
\end{equation*}
$$

Furthermore, if one expands the Green function of the Fokker-Planck equation

$$
\begin{equation*}
P\left(\mathbf{q}, t \mid \mathbf{q}^{0}\right) \equiv e^{t L} \delta\left(\mathbf{q}-\mathbf{q}^{0}\right)=P_{m}^{+}\left(\mathbf{q}^{0}\right) P_{m}(\mathbf{q}) e^{-\lambda_{m} t}, \quad m \geqslant 0 \tag{3.6}
\end{equation*}
$$

in terms of the complete set of eigenfunctions (below summation over the index $i$ is not implied),

$$
\begin{align*}
& L P_{i}=-\lambda_{i} P_{i}, \quad L^{+} P_{i}^{+}=-\lambda_{i} P_{i}^{+}, \\
& \int_{R} d \mathbf{q} P_{i}^{+}(\mathbf{q}) P_{j}(\mathbf{q})=\delta_{i j}, \tag{3.7}
\end{align*}
$$

one obtains

$$
\begin{equation*}
C(t)=c_{m} \exp \left(-\lambda_{m} t\right), \quad m \geqslant 1 \tag{3.8}
\end{equation*}
$$

and, accordingly,

$$
\begin{equation*}
\tau=c_{m} \lambda_{m}^{-1} \tag{3.9}
\end{equation*}
$$

with

$$
\begin{equation*}
c_{i}=\left(N_{A}^{e} N_{B}^{e}\right)^{-1} \int_{R_{A}} d \mathbf{q} P_{i}(\mathbf{q}) \int_{R_{A}} d \mathbf{q} P_{i}^{+}(\mathbf{q}) P_{0}(\mathbf{q}) \tag{3.10}
\end{equation*}
$$

Here the expansion coefficients satisfy $0 \leqslant c_{m}<1, \Sigma c_{m}=1$. It is clear that the rate description is meaningful if

$$
\begin{equation*}
1-c_{1} \ll 1, \tag{3.11}
\end{equation*}
$$

in which case

$$
\begin{equation*}
\lambda_{1}=\tau^{-1} \tag{3.12}
\end{equation*}
$$

The validity of the approximate relations (3.3) and (3.12) will be discussed in Sec. V of the present paper.

On the other hand, by Eq. (2.16) the formal expression for the mean relaxation time reads

$$
\begin{equation*}
\tau=\left(N_{A}^{e} N_{B}^{e}\right)^{-1} \int_{R} d \mathbf{q} \delta N(\mathbf{q}) P_{0}(\mathbf{q}) F(\mathbf{q}), \tag{3.13}
\end{equation*}
$$

where $\delta N(\mathbf{q})=\sigma_{A}(\mathbf{q})-N_{A}^{e}$ and $F(\mathbf{q})$ is determined from

$$
\begin{equation*}
L^{+} F(\mathbf{q})=-\delta N(\mathbf{q}), \tag{3.14}
\end{equation*}
$$

on the space of functions orthogonal to $P_{0}$,

$$
\begin{equation*}
\int_{R} d \mathbf{q} P_{0}(\mathbf{q}) F(\mathbf{q})=0 . \tag{3.15}
\end{equation*}
$$

In case the escape dynamics entails a one-dimensional Fokker-Planck process in the interval [ $a, b$ ], Eq. (3.14) can be readily solved exactly to give ${ }^{31}$
$\tau=\left(N_{A}^{e} N_{B}^{e}\right)^{-1} \int_{a}^{b} d x\left[D(x) P_{0}(x)\right]^{-1}\left\{\int_{a}^{x} d y \delta N(y) P_{0}(y)\right\}^{2}$.

Yet another special case that allows the explicit expression for the mean relaxation time includes diffusive problems in a spherically symmetric potential, in a spherically symmetric domain. Other than that there is no closed form solution to Eq. (3.14).

Here we deal with the problem in the limit of small diffusion coefficients (or large barriers)

$$
\begin{equation*}
D_{i j}(\mathbf{q})=\varepsilon \bar{D}_{i j}(\mathbf{q}), \quad \varepsilon \ll 1, \tag{3.17}
\end{equation*}
$$

where the noise strength $\varepsilon$ measured in units of the barrier height is assumed to be small. In such a case, if the system starts within $R_{A}$ it will typically first approach the metastable state $A$ and stay within its neighborhood for a long-time $T$ until an occasional fluctuation drives the system to the product state $B$. Accordingly, we may seek the function $F(\mathbf{q})$ in the form

$$
\begin{equation*}
F(\mathbf{q})=T f(\mathbf{q}), \tag{3.18}
\end{equation*}
$$

where the constant part $T$ is obtained by multiplying (3.14) by $P_{0}$ and integrating over $R_{A}$. This yields

$$
\begin{equation*}
T=-N_{A}^{e} N_{B}^{e}\left[\int_{R_{A}} d \mathbf{q} P_{0}(\mathbf{q}) L^{+} f(\mathbf{q})\right]^{-1}, \tag{3.19}
\end{equation*}
$$

leading us finally to

$$
\begin{equation*}
\tau=-\left[\int_{R_{A}} d \mathbf{q} P_{0}(\mathbf{q}) L^{+} f(\mathbf{q})\right]^{-1} \int_{R_{A}} d \mathbf{q} P_{0}(\mathbf{q}) f(\mathbf{q}) . \tag{3.20}
\end{equation*}
$$

The above formula is formally exact in the sense that no approximation has been made to derive it. Unfortunately, it is still too complicated to use for quantitative calculations. Thus approximation schemes must be invoked.

In order to construct an approximate solution we use the fact that $T$ is exponentially large, $T \sim \exp \left(\varepsilon^{-1}\right)$, and hence the inhomogeneity $-\delta N(\mathbf{q}) / T$ may safely be neglected in Eq. (3.14), i.e.,

$$
\begin{equation*}
L^{+} f=0 \tag{3.21}
\end{equation*}
$$

For vanishing diffusion the resulting first-order partial differential equation has only solutions that are piecewise constant on the domains of attraction of the deterministic equations of motion. We choose these values as being $N_{B}^{e}$ and $-N_{A}^{e}$, such that the resulting function is orthogonal to the stationary solution. The presence of small diffusive terms in $L^{+}$changes the behavior of $f$ only near the deterministic separatrix where the steplike behavior is smoothed out. Since the expression for the mean relaxation time, Eq. (3.13), contains the stationary distribution as a weight, only the region of the saddle point is of importance for sufficiently small $\varepsilon$. Hence we may split the backward operator into a leading contribution $L_{0}^{+}$ and a correction $L_{1}^{+}$reading

$$
\begin{equation*}
L^{+}=L_{0}^{+}+L_{1}^{+}, \tag{3.22}
\end{equation*}
$$

where

$$
\begin{align*}
& L_{0}^{+}=B_{i}^{j} q_{j} \partial_{i}+\widetilde{D}_{i j} \partial_{i j}^{2}, \\
& B_{i}^{j}=\left.\partial_{j} G_{i}(\mathbf{q})\right|_{\mathbf{q}=\mathbf{q}^{S}}, \quad \widetilde{D}_{i j}=D_{i j}\left(\mathbf{q}^{S}\right) \tag{3.23}
\end{align*}
$$

describes the linear dynamics near the saddle and

$$
\begin{align*}
& L_{1}^{+}=\Delta G_{i}(\mathbf{q}) \partial_{i}+\Delta D_{i j}(\mathbf{q}) \partial_{i j}^{2} \\
& \Delta G_{i}(\mathbf{q})=G_{i}(\mathbf{q})-B_{i}^{j} q_{j}, \quad \Delta D_{i j}(\mathbf{q})=D_{i j}(\mathbf{q})-\widetilde{D}_{i j} \tag{3.24}
\end{align*}
$$

the anharmonic correction. When writing Eq. (3.24) we have taken into account the fact that for $\varepsilon \rightarrow 0$ the saddle point coincides with a stationary point of the drift vector, i.e., $\mathbf{G}\left(\mathbf{q}^{S}\right)=\mathbf{0}$. In passing we note that rescaling the coordinates $q_{i}$ by the square root of the noise strength renders the leading contribution $L_{0}^{+}$independent of $\varepsilon$ and the correction $L_{1}^{+}$proportional to the noise strength. Consequently, the nonlinearity $L_{1}^{+}$may be considered as a small perturbation. A perturbation series for the function $f$ reads ${ }^{16,23,28}$

$$
\begin{equation*}
f=f_{0}+f_{1}+f_{2}+\cdots . \tag{3.25}
\end{equation*}
$$

Neglecting $L_{1}^{+}$completely we arrive at

$$
\begin{equation*}
L_{0}^{+} f_{0}=0 . \tag{3.26}
\end{equation*}
$$

Within this approximation the solution of Eq. (3.21) reads

$$
\begin{equation*}
f_{0}=\mathcal{N}_{2}\left[\mathcal{N}_{1}+\sqrt{2 / \pi} \int_{0}^{b r} d s \exp \left(-s^{2} / 2\right)\right], \tag{3.27}
\end{equation*}
$$

where $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ are constants of integration and

$$
\begin{equation*}
b=\sqrt{\mu / D_{r r}}, \quad r=\mathbf{w} \cdot \mathbf{q} . \tag{3.28}
\end{equation*}
$$

In the above, $D_{r r}$ denotes the $r, r$-component of the diffusion

$$
\begin{equation*}
D_{r r}=\mathbf{w}^{T} \widetilde{\mathbf{D}} \mathbf{w}, \tag{3.29}
\end{equation*}
$$

while $\mu$ is the positive eigenvalue of the matrix $\mathbf{B}$ with the associated eigenvector $\mathbf{w}$, i.e.,

$$
\begin{equation*}
B_{i}^{j} w_{i}=\mu w_{j} \tag{3.30}
\end{equation*}
$$

The chain of approximations made to construct (3.27) constitutes the essence of the standard saddle point approximation method. ${ }^{11,15,20,27,28}$ One of the disadvantages of the method is that the resulting rate expression is asymptotic in
the barrier height. A way to improve it by taking into account finite-barrier corrections will be discussed in Sec. IV of the present paper.

In the remainder of this section we restrict our discussion to the lowest order contribution $f_{0}$. It is not hard to see that the constant $\mathcal{N}_{2}$ involved in $f_{0}$ can be set to unity without loss of generality, $\mathcal{N}_{2}=1$. Next, the constant $\mathcal{N}_{1}$ defined by Eq. (3.15) is easily evaluated explicitly using the fact that $P_{0}$ has sharp maxima in the vicinity of the stable attractors $A$ and $B$. There, the approximate solution $f_{0}$ is nearly constant. Consequently, the constant $\mathcal{N}_{1}$ is given by

$$
\begin{equation*}
\mathcal{N}_{1}=\left(N_{B}^{e}-N_{A}^{e}\right) \alpha_{0} \tag{3.31}
\end{equation*}
$$

Hereby the vector $\mathbf{w}$ was assumed to be oriented so that $r$ is positive at $A$ and negative at $B$. The numerator of Eq. (3.20) can also be evaluated in the same manner to yield

$$
\begin{equation*}
\int_{R_{A}} d \mathbf{q} P_{0}(\mathbf{q}) f(\mathbf{q})=2 \eta_{0} N_{A}^{e} N_{B}^{e} \tag{3.32}
\end{equation*}
$$

Usually, one argues that the constants $\alpha_{0}$ and $\eta_{0}$ appearing in the above equations are unity up to exponentially small corrections in the barrier height, and therefore can be neglected. We will see in the following that for low barrier heights these corrections also become important.

Thus, using only the lowest order approximation $f_{0}$, the mean relaxation time formalism leads to the following equilibration rate:

$$
\begin{equation*}
k_{0}=-\left(2 \eta_{0} N_{A}^{e} N_{B}^{e}\right)^{-1} \int_{R_{A}} d \mathbf{q} P_{0}(\mathbf{q}) L_{1}^{+} f_{0}(\mathbf{q}) \tag{3.33}
\end{equation*}
$$

where we have employed Eq. (3.26). The above formula reproduces various different rate expressions available in the literature for multidimensional Fokker-Planck processes. ${ }^{9-11,14,15,17,21}$ In order to illustrate this statement, let us explicitly evaluate the numerator of Eq. (3.33). After a partial integration the integral entering the numerator reads

$$
\begin{equation*}
I=\int_{\partial R_{A}} d S_{i}\left[J_{i}\left(P_{0}\right) f_{0}+P_{0} D_{i j} \partial_{j} f_{0}\right] \tag{3.34}
\end{equation*}
$$

where $d \mathbf{S}$ denotes the oriented surface element on $\partial R_{A}$. It should be noted here that the stationary probability current $\mathbf{J}\left(P_{0}\right)$ does not in general vanish. As $f_{0}$ is practically constant away from the saddle, the surface integral over $f_{0} \mathbf{J}\left(P_{0}\right)$ vanishes. Furthermore, the main contribution to the surface integral over the second term comes from the neighborhood of the saddle where only the derivative with respect to $r$ contributes while the other derivatives are negligible. Therefore, we may approximate the separatrix in the vicinity of that point by its tangential hyperplane $r=0$,

$$
\begin{equation*}
I \approx \int_{r=0} d S_{r} P_{0} D_{r r} \partial_{r} f_{0}=-b D_{r r} \sqrt{2 / \pi} \int_{r=0} d S_{r} P_{0} \tag{3.35}
\end{equation*}
$$

where the minus sign arises from the opposite directions of $d S_{i}$ and $\partial r / \partial q_{i}$. Introducing a $\delta$-function into the integral on the right of (3.35) we eventually arrive at

$$
\begin{equation*}
k_{0}=\frac{b D_{r r}}{\eta_{0} N_{A}^{e} N_{B}^{e} \sqrt{2 \pi}} \int_{R} d \mathbf{q} P_{0}(\mathbf{q}) \delta(\mathbf{w} \cdot \mathbf{q}) \tag{3.36}
\end{equation*}
$$

Before proceeding further three remarks are in order. First, we note that Eqs. (3.33) and (3.36) do not necessarily coincide with each other. The difference may arise due to exponentially small corrections introduced by Eq. (3.35). Second, when applied to the Kramers problem and its generalization to time-dependent friction, Eq. (3.33) agrees with rate formulas derived by Dekker ${ }^{25}$ and Talkner and Braun, ${ }^{21}$ respectively. Third, all the above-mentioned rate formulas presuppose the knowledge of the stationary solution. Since $P_{0}$ is positive, we may write

$$
\begin{equation*}
P_{0}(\mathbf{q})=\left\{\int_{R} d \mathbf{q} \exp [-\Phi(\mathbf{q})]\right\}^{-1} \exp [-\Phi(\mathbf{q})] \tag{3.37}
\end{equation*}
$$

where $\Phi(\mathbf{q})$ is a so-called generalized potential. The potential is easily obtained in closed form [by simple integration of Eq. (1.4)] when the underlying dynamics obeys detailed balance. ${ }^{1,2}$ Otherwise, no general method exists for computing $P_{0},{ }^{35,36}$ and therefore the escape dynamics must be studied in each particular case separately. ${ }^{36,37}$ This makes establishing general properties of $k$ a quite difficult task, which lies outside the scope of the present paper anyway.

Here we assume that the generalized potential is known. In the weak noise limit, Eq. (3.17), $\Phi(\mathbf{q})$ is the Lyapunov function of the deterministic dynamics; consequently, it must be minimal on the stable attractors and maximal on the saddle of the deterministic dynamics. Assuming that all these attractors are point attractors and expanding $\Phi(\mathbf{q})$ in their neighborhood as

$$
\begin{equation*}
\Phi(\mathbf{q})=\Phi_{M}+\varphi_{i j}^{M} q_{i} q_{j}+O\left(|\mathbf{q}|^{3}\right), \quad M=A, B, S \tag{3.38}
\end{equation*}
$$

allows one to perform all the integrals appearing in Eq. (3.36) analytically. This leads in a straightforward way (for more details, see the Appendix) to a rate formula of the standard form, ${ }^{14,15,20,27}$

$$
\begin{align*}
k_{s t}= & \frac{\mu}{2 \pi \sqrt{\left|\operatorname{det} \varphi^{S}\right|}}\left[\sqrt{\operatorname{det} \varphi^{A}} \exp \left(\Phi_{A}-\Phi_{S}\right)\right. \\
& \left.+\sqrt{\operatorname{det} \varphi^{B}} \exp \left(\Phi_{B}-\Phi_{S}\right)\right] \tag{3.39}
\end{align*}
$$

Some other approximate rate expressions available in the literature for particular Fokker-Planck processes ${ }^{9-11}$ follow from Eq. (3.39) in a very natural fashion.

Finally, to conclude this section we mention two drawbacks of the above steepest-descent approximation. First of all we note that using Eq. (3.38) implies the differentiability of the generalized potential. The latter, however, is not a generic case. In many nontrivial examples the generalized potential shows singularities. ${ }^{35}$ Second, when deriving Eq. (3.39) we have neglected in the series (3.38) terms of order higher than $|\mathbf{q}|^{2}$. This neglect is quite severe and introduces a large error that has to be compensated for by a large potential barrier.

## IV. FINITE-BARRIER CORRECTIONS

As we already noted, the method used for approximately solving Eq. (3.21) is asymptotic. It rests on the assumption that the barrier height measured in units of the noise intensity is sufficiently large not only in order that a rate description is meaningful but, additionally, that on the diffusional length scale at the saddle any nonlinearity can be neglected. This condition, though, is not always met in realistic barrier crossing processes. The problem of finite-barrier corrections has been studied actively in recent years and many different methods have been suggested for their evaluation. ${ }^{16,23,24,26-28,38,39}$ However, the utility of the results obtained so far is restricted to particular (one- and twodimensional) Fokker-Planck equations. The aim of this section is to outline a general approach to the problem. An obvious way to improve the present solution is to take into account the nonlinearity $L_{1}^{+}$[Eq. (3.24)] fully neglected in the derivation of Eq. (3.27). Based on the series representation (3.25), a perturbation theory with respect to the nonlinearity $L_{1}^{+}$can be performed, leading to a hierarchy of inhomogeneous equations of the form ${ }^{16,28}$

$$
\begin{equation*}
L_{0}^{+} f_{m}=-L_{1}^{+} f_{m-1}, \quad m \geqslant 1, \tag{4.1}
\end{equation*}
$$

with $f_{0}$ being determined by (3.27). Here we limit ourselves to first order in the perturbation

$$
\begin{equation*}
L_{0}^{+} f_{1}=-L_{1}^{+} f_{0} \tag{4.2}
\end{equation*}
$$

Then, splitting off a Gaussian function from $f_{1}$,

$$
\begin{equation*}
f_{1}(\mathbf{q})=b(2 / \pi)^{1 / 2} \exp \left(-b^{2} r^{2} / 2\right) h(\mathbf{q}) \tag{4.3}
\end{equation*}
$$

and using the explicit expressions (3.27) and (3.24) for $f_{0}$ and $L_{1}^{+}$, respectively, we arrive at the following equation for the function $h$ :

$$
\begin{equation*}
\left(L_{0}^{+}-2 r b^{2} w_{i} \widetilde{D}_{i j} \partial_{j}-\mu\right) h=r b^{2} w_{i} \Delta D_{i j} w_{j}-\Delta G_{i} w_{i} \tag{4.4}
\end{equation*}
$$

The latter can be solved systematically by expanding $h$, $\Delta G_{i}$, and $\Delta D_{i j}$,

$$
\begin{align*}
& h=H+H_{i} q_{i}+H_{i j} q_{i} q_{j}+H_{i j k} q_{i} q_{j} q_{k}+O\left(|\mathbf{q}|^{4}\right) \\
& \Delta G_{i}=B_{i}^{j k} q_{j} q_{k}+B_{i}^{j k m} q_{j} q_{k} q_{m}+O\left(|\mathbf{q}|^{4}\right)  \tag{4.5}\\
& \Delta D_{i j}=D_{i j}^{k} q_{k}+D_{i j}^{k m} q_{k} q_{m}+O\left(|\mathbf{q}|^{3}\right)
\end{align*}
$$

and equating like powers of $q_{i}$. This results in a set of algebraic equations for the coefficients $H, H_{i}, H_{i j}$, and $H_{i j k}$ reading

$$
\begin{aligned}
& \left(2 B_{i}^{j}-4 b^{2} w_{m} \widetilde{D}_{m i} w_{j}-\mu \delta_{i j}\right) H_{i k}=b^{2} D_{i m}^{k} w_{i} w_{m} w_{j}-B_{i}^{j k} w_{i}, \\
& H=(2 / \mu) \widetilde{D}_{i j} H_{i j}, \\
& \left(3 B_{i}^{j}-6 b^{2} w_{m} \widetilde{D}_{m i} w_{j}-\mu \delta_{i j}\right) H_{i k p} \\
& \quad=\frac{b^{2}}{2} D_{i m}^{k p} w_{i} w_{m} w_{j}-\frac{1}{6} w_{i} B_{i}^{j k p}, \\
& \left(\mu \delta_{i j}+2 b^{2} w_{m} \widetilde{D}_{m i} w_{j}-B_{i}^{j}\right) H_{i}=6 \widetilde{D}_{m i} H_{m i j} .
\end{aligned}
$$

Once the first-order perturbation correction is known, the mean relaxation time formalism gives the following improved expression for the equilibration rate:

$$
\begin{equation*}
k_{1}=-\left(2 \eta_{1} N_{A}^{e} N_{B}^{e}\right)^{-1} \int_{R_{A}} d \mathbf{q} P_{0} L_{1}^{+} f_{1} \tag{4.7}
\end{equation*}
$$

where we have used $L_{0}^{+} f_{0}=0$ and the defining Eq. (4.2) for $f_{1}$. After a partial integration this rate can be rewritten in the form

$$
\begin{equation*}
k_{1}=\left(\eta_{0} / \eta_{1}\right) k_{0}-\left(2 \eta_{1} N_{A}^{e} N_{B}^{e}\right)^{-1} \int_{\partial R_{A}} d S_{i} P_{0} D_{i j} \partial_{j} f_{1} . \tag{4.8}
\end{equation*}
$$

Hereby we introduced the parameter $\eta_{1}$,

$$
\begin{align*}
\eta_{1} & =\left(2 N_{A}^{e} N_{B}^{e}\right)^{-1} \int_{R_{A}} d \mathbf{q} P_{0}\left(f_{0}+f_{1}\right) \\
& =\eta_{0}+\left(2 N_{A}^{e} N_{B}^{e}\right)^{-1} \int_{R_{A}} d \mathbf{q} P_{0} f_{1} \tag{4.9}
\end{align*}
$$

which is unity up to exponentially small corrections in the barrier height. As will be shown in the next section, these corrections are important for low barrier heights.

## V. APPLICATIONS

## A. A one-dimensional model

Since exact results for the mean relaxation time are only available in one dimension, we first consider a typical model given by

$$
\begin{equation*}
\partial_{t} P(x, t)=\partial_{x}\left(x^{3}-x+D \partial_{x}\right) P(x, t) . \tag{5.1}
\end{equation*}
$$

The dynamics is that of a Brownian particle moving in the symmetric bistable potential

$$
\begin{equation*}
\Phi(x)=\frac{\left(x^{2}-1\right)^{2}}{4 D} \tag{5.2}
\end{equation*}
$$

in the large damping limit. The height of the potential barrier, $\Delta \Phi=\Phi(0)-\Phi( \pm 1)$, is related to the noise strength $D$ via

$$
\begin{equation*}
\Delta \Phi=(4 D)^{-1} \tag{5.3}
\end{equation*}
$$

Our aim is to test the validity of the rate description [Eqs. (2.7) and (3.12)], as well as the utility of the various approximations discussed above for the escape rate.

The mean relaxation time of the Fokker-Planck process (5.1) was calculated in terms of Eq. (3.16) by numerical quadratures. Numerically exact results for the first nonzero eigenvalue $\lambda_{1}$ and the equilibrium time correlation function $C(t)$ were obtained by a basis set method described earlier. ${ }^{29}$ In Fig. 1 these results are compared to the single exponential approximation $C(t)=\exp (-k t)$ taken with $k=\lambda_{1}$ and $k$ $=1 / \tau$. The sharp minima obtained with $k=1 / \tau$ mean that the corresponding approximation crosses the true correlation function at $\lambda_{1} t=1$. The calculation clearly demonstrates that depending on the barrier height there are two different mechanisms determining the equilibration process. For low barrier heights ( $\Delta \Phi<5$ ) the system belongs to the relaxational regime. In this regime the equilibration rate is not


FIG. 1. Logarithm of the relative error [(approximate)-(exact)]/(exact) in the equilibrium time correlation function [Eq. (3.1)] for $\Delta \Phi=1$ and 6 made by using the single exponential approximation, Eq. (2.7) with $k=\lambda_{1}$ (dashed lines) and $k=1 / \tau$ (solid lines).
very small, while the coefficient $c_{1}$ noticeably deviates from unity. Accordingly, the long-time behavior is determined by a set of low-lying eigenvalues. This indicates that the rate description as a whole loses its meaning for too low barriers. It is remarkable, however, that even for a low barrier ( $\Delta \Phi$ $\sim 1)$ a large share of the system $\left(c_{1} \sim 0.9\right)$ decays with one and the same rate $\lambda_{1}$ and therefore the error made by using the single exponential approximation (2.7) is relatively small (just of order $10 \%$ as seen from Fig. 1). On the contrary, at high barriers the system belongs to the rate regime. In that even the long-time behavior is characterized by a least nonvanishing eigenvalue that is separated from all larger ones by an exponentially large gap. Moreover, almost the whole system decays with the same rate, because $c_{1} \approx 1$ in this regime. The above observations are well illustrated by Fig. 2, which shows $\log _{10}\left(1-c_{1}\right)$ as a function of the barrier height. The logarithmic plot clearly demonstrates that the difference 1 $-c_{1}$ decreases with $\Delta \Phi$ exponentially so that already for $\Delta \Phi \gtrsim 5$ the dynamics is single exponential in the entire time domain. The same is found to be true for $\eta_{0}, \eta_{1}$, and $\lambda_{1} \tau$. All these quantities also very rapidly approach unity with increasing barrier height (the corresponding results for the product $\lambda_{1} \tau$ are not shown in Fig. 2, as they are indistinguishable from those for $c_{1}$ ).

Finally, we compare in Fig. 3 the exact mean relaxation time $[E q$. (3.16)] to its zeroth- [Eq. (3.33)] and first- [Eq.


FIG. 2. Logarithm of the deviation of the different coefficients from unity. Solid line: $y=c_{1}$ with $c_{1}$ defined by Eq. (3.10); dashed line: $y=\eta_{0}$, Eq. (3.32); dot-dashed line: $y=\eta_{1}$, Eq. (4.9).


FIG. 3. Relative errors in the inverse mean relaxation time made by using different approximate expressions. Dot-dashed line: standard rate formula $k_{s t}$, Eq. (3.39); dashed line: zeroth-order approximation $k_{0}$, Eq. (3.33); open circles connected by dashed line: zeroth-order approximation evaluated with $\eta_{0}=1, \eta_{0} k_{0}$; solid line: first-order approximation $k_{1}$, Eq. (4.7); solid circles connected by solid line: first-order approximation evaluated with $\eta_{1}=1, \eta_{1} k_{1}$.
(4.7)] order approximations. As we have seen from Fig. 2, for low barriers the numerator of the mean relaxation time is rather sensitive to the detailed shape of the function $f(x)$; accordingly, the factors $\eta_{0}$ and $\eta_{1}$ in the denominator of Eqs. (3.33) and (4.7) must not be approximated by unity. Though the resulting corrections are "exponentially small" they do not much differ in magnitude from the "leading'" algebraic corrections for low barrier heights. In particular, for $\Delta \Phi=1$ the factors $\eta_{0}$ and $\eta_{1}$ are 0.80 and 0.71 , respectively. Taking this fact into account reduces the error in the corresponding approximations by a factor of 3 . With increasing barrier height the effect disappears. For $\Delta \Phi \geq 5$, the inequalities $0.995 \leqslant \eta_{1}<\eta_{0}<1$ usually hold; consequently, the factors $\eta_{0}$ and $\eta_{1}$ can safely be neglected. One may thus conclude that in the rate regime, deviations between the numerically exact results and approximate rate expressions are essentially due to finite-barrier effects. As evidenced by Fig. 3, first-order corrections lead to a considerable improvement of the rate in this regime, reducing the error by factors, or even by orders of magnitude. The excellent agreement demonstrates the potential of the present approach. It is capable of describing rather accurately the largest relaxation time in a bistable potential over a broad range of barrier heights. Our comparison also includes results obtained with the standard rate expression (3.39). The latter is seen to be least accurate. It systematically overestimates the exact equilibration rate for all $\Delta \Phi \geqslant 2$.

## B. A double well coupled to a harmonic mode

As a second example, we consider a model that has been introduced for studying charge-transfer reactions in polar solvents. ${ }^{40}$ It consists of a reactive coordinate $x$ (describing the nonlinear system of interest) and a relaxational (harmonic) mode $y$ that mimics a slowly relaxing polarization. In the limit of strong damping in both the $x$ - and $y$-direction the modes undergo a diffusional motion with generally different diffusion constants. In dimensionless variables the dynamics is given by the Smoluchowski equation

$$
\begin{equation*}
\partial_{t} P(x, y, t)=D\left(\partial_{x} e^{-\Phi} \partial_{x} e^{\Phi}+\xi \partial_{y} e^{-\Phi} \partial_{y} e^{\Phi}\right) P(x, y, t), \tag{5.4}
\end{equation*}
$$

with the potential of mean force $\Phi(x, y)$, reading

$$
\begin{align*}
& \Phi(x, y)=\frac{1}{D}\left[U(x)+\frac{\gamma}{2}(y-x)^{2}\right] \\
& U(x)=\frac{1}{4} x^{4}-\frac{1}{2} x^{2} . \tag{5.5}
\end{align*}
$$

Here, $\gamma$ is the coupling constant, $D$ is a dimensionless temperature related to the barrier height by Eq. (5.3), and the anisotropy parameter $\xi$ is the ratio of the damping constant in the direction of system and polarization coordinates $x$ and $y$, respectively.

Numerically exact results for the least nonvanishing eigenvalue of Eq. (5.3) have been calculated in a previous paper. ${ }^{28}$ These are compared in Fig. 4 to the standard rate formula (5.3), the asymptotic mean relaxation time expression (3.33), and its value including the first-order corrections (4.7). As anticipated, the standard rate expression is the worst approximation to the least nonvanishing eigenvalue. It agrees relatively well with the exact results for large parameters $\xi$ and $\Delta \Phi$. Large deviations, however, are found if both $\xi$ and $\Delta \Phi$ are small, i.e., in the case of a slow harmonic mode. The deviations are due to finite-barrier heights. It is seen that the zeroth-order mean relaxation time formula (3.33) is in better agreement with numerical calculations than the standard rate expression for all values of $\xi$ and $\Delta \Phi$. Finite-barrier corrections according to Eq. (4.7) lead to a further considerable improvement of the rate. These corrections must include $\eta_{1}$ for $\Delta \Phi<5$, in which case $\eta_{1}$ cannot be approximated by unity. We have found that the factor $\eta_{1}$ strongly depends on the barrier height and is rather insensitive to $\xi$ and $\gamma$. Finally, we note that the errors of the various approximate rate expressions slowly decrease for a stronger coupling $(\gamma>1)$ and increase with decreasing $\gamma$ while the overall situation with varying $\gamma$ remains similar to that for $\gamma=1$.

## VI. DISCUSSION

In the present paper the mean relaxation time formalism of Nadler and Schulten ${ }^{31}$ that had been previously used for solving one-dimensional problems was extended to a general diffusion process in arbitrary dimensions. The utility of the approach has been demonstrated by calculating analytically the equilibration rate in a bistable system without manifest detailed balance. An asymptotic formula that recovers various different results already available in the literature for the


FIG. 4. Same as in Fig. 3 but for the two-dimensional model, Eqs. (5.4) and (5.5) with $\gamma=1$ and $\xi=0.1,1$, and 10 . Solid circles are for $\log _{10}\left(1-\eta_{1}\right)$.
equilibration rate is constructed by using the standard Kramers function. The derivation of this function is based on the assumption that the potential barrier is high enough compared to the noise strength so that any nonlinearity in the Fokker-Planck operator can be neglected. An improved function is constructed from a perturbation theory that gives the standard Kramers function as zeroth-order solution. In this way finite-barrier corrections to the rate are taken into account. The present formalism is as simple to implement as the Kramers method and still gives some additional insight. Its connection to the method of eigenmode expansion has been established. The validity of the theoretical predictions has been tested by comparing with exact numerical rates in one- and two-dimensional potentials. In all the cases considered we obtained excellent agreement between the theory and estimates of the rate from numerical calculations. This demonstrates the potential of the present approach. It is capable of describing rather accurately the largest relaxation time in a bistable system over a broad range of barrier heights.
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## APPENDIX

The aim of the Appendix is to show that using the steepest-descent approximation reduces Eq. (3.36) to Eq. (3.39). Indeed, with (3.38) all the integrals involved in (3.36) become Gaussian and therefore are easily performed analytically. This gives the standard rate expression divided by the square root of the factor

$$
\begin{equation*}
-b^{2} \mathbf{w} \cdot\left(\varphi^{S}\right)^{-1} \mathbf{w} \tag{A1}
\end{equation*}
$$

with $\left(\varphi^{S}\right)^{-1}$ being the inverse of the matrix $\varphi^{S}$. Henceforward, we shall drop the superscript $S$ for notational simplicity. In conformity with the problem under study the constant matrix $\varphi$ is assumed to have one negative and $n-1$ positive eigenvalues. In leading order in $\varepsilon$ it is determined from the equation ${ }^{20,27}$

$$
\begin{equation*}
\varphi \mathbf{B}+\mathbf{B}^{T} \varphi+2 \varphi \mathbf{D} \varphi=0 \tag{A2}
\end{equation*}
$$

which can be rewritten in the form

$$
\begin{equation*}
\varphi^{-1} \mathbf{B}^{T}+\mathbf{B} \varphi^{-1}+2 \mathbf{D}=0 \tag{A3}
\end{equation*}
$$

Multiplying the last equation by $\mathbf{w}$ from the right and by its transpose $\mathbf{w}^{T}$ from the left, one obtains with Eqs. (3.28), (3.29), and (3.30),

$$
\begin{equation*}
-b^{2} \mathbf{w} \cdot \varphi^{-1} \mathbf{w}=1 \tag{A4}
\end{equation*}
$$

from which the desired result immediately follows.
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