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Abstract - An architecture and related building blocks are
presented for the realization of image processing tasks using
current-mode analog-digital circuits. The architecture is
based on the Cellular Neural Network paradigm while imple-
mentation is.made using switched-current circuit techniques.
Since just MOS transistors are required as circuit primitives,
the proposed circuits are well suited for standard digital
CMOS technologies. Also, the sampled-data nature of
switched-current techniques allows for easy incorporation of
programmability and reconfigurability issues. Empirical re-
sults are given for 1.5um N-well double-metal CMOS proto-
types.

L. INTRODUCTION

In the last few years, current-mode circuits have shown a
great potential and applications in analog signal processing
circuits, traditionally implemented on the basis of voltage-
represented variables [1]. Some important potential advantag-
es of current-mode techniques are increased bandwidth and
dynamic range, specially in reduced voltage supply environ-
ments. Additionally, operation speed can generally be im-
proved and, many times, area and power consumption can be
decreased.

Other significant performance improvements in analog
MOS signal processors were achieved by the widespread use
of sampled-data techniques, instead of the traditional contin-
uous-time mode. In fact, the introduction of switched-capaci-
tor (SC) circuits paved the way for the monolithic implemen-
tation of analog systems in VLSI [2]. This technique provided
higher yield, higher dynamic range, ease of controllability and
programmability, and better stability and robustness trough
parasitic-free operation.

The combination of sampled-data and current-mode tech-
niques opened a new design style usually known as the
Switched-Current (SI) approach [1,3]. Together with the po-
tential advantages derived from the fact of being current-
mode, the main advantages of SI techniques as compared to
SC is that for SI the only components required are just MOS
transistors. Hence, SI circuits are readily compatible with
standard digital CMOS processes, where linear capacitors are
not available.

Switched-current techniques have been explored in dif-
ferent application contexts [1]. In this communication we ex-
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plore the use of these techniques for image processing MOS
VLSI chips based on the cellular neural network paradigm
[4,5]. Cellular Neural Networks (CNN), which are closely re-
lated to cellular automata, consist of arrays of basic computa-
tional units, each one connected only to its closest neighbors
in the net. This local connectivity property is very convenient
to simplify the routing in VLSI implementations. CNNs show
potential applications in areas like image processing and pat-
tern recognition [6,7,8] which combined to the local connec-
tivity feature motivates research in the implementation of this
kind of architectures.

The suitability of the SI approach is clear in this context,
taking into account that only CMOS transistors are required
and hence eliminating the need of expensive and/or inaccurate
devices like linear capacitors and resistors reflected in previ-
ous implementation proposals [5, 9].

II. SAMPLED DATA CNNs

A CNN consists of a bidimensional distribution of ele-
mentary processing units (cells) each of them being connected
to a limited number of neighbors. The interconnection scheme
is identical for every cell in the array (with the obvious excep-
tions of the ones in the borders). For any arbitrary inner cell
the connected neighbors define the so-called cell neighbor-
hood, N/{(i,j)={Cy,, li-ki<=r and |j-ll<=r} where r is the neigh-
borhood radius. Three variables are defined for each cell: the
state x;;, the input uy;, and the output y;;. The output of each
cell is related to the corresponding state by the following non-
linear operator, depicted in Fig.1,
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Figure 1: nonlinear operator.

In the original CNN model [4,5], the dynamic behavior of
the CNN is governed by a system of first order nonlinear dif-
ferential equations, one per cell:
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where A(i,j;k,l) and B(i,j;k,1) are (2r+1 )2 matrices respective-
ly called the network feedback and control templates. These
templates, together with the offset terms Dy;, control the
steady-state input/output operation of the network. On the
other hand, parameter T acts as a time scaling factor, control-
ling the speed of the network.

For sampled-data implementations, equation (2) must be
substituted by a system of first order nonlinear finite-differ-
ences equations, via some discrete-time integration algorithm.
Implementation consideration takes us to choose the For-
ward-Euler algorithm, resulting in:.
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where T is the clock period.

This system emulates the dynamic behavior of its contin-
uous-time counterpart, the emulation accuracy increasing as
T/7 decreases.

In practical applications we are not however interested in
the accurate emulation of the transient behavior of the contin-
uous-time model but in ensuring that both models exhibit the
same equilibria. Hence the trade-off in choosing the value of
T/t does not concern accuracy but stability and operation
speed. On the one hand, in order to increase the operation
speed T/T must be chosen as large as possible. On the other T/
T must be smaller than 2 due to stability considerations.

It is important to point out that making 7/T <2 does not
however ensure asymptotic stability; in other words, the sys-
tem could reach an oscillatory steady state or enter in a chaotic
regime. This is less likely to happen if 7/T is well below 2. We
have made a huge number of numerical simulations for differ-
ent templates and initial states using different values of 7/T in
the interval (0,2). Our results show that choosing T=7T leads to
constant steady states in practical situations. This particular
choice has also advantages when it comes to implementation,
as it can be seen from equation (4), where equation (3) has
been rewritten with the assumption T=T.
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Note that the two summands containing the contribution
of X;i(n) to the future state X;{n+1) have been cancelled. This
reduces the complexity of the implementation. Furthermore,
since future state values do not depend on present state values,
itis not necessary to store the state variables, but only the out-
puts.This means that the maximum value for any variable in
the network is the saturation limit, and hence that the dynamic
range is optimum:
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where f{.) is the nonlinear operator in (1).
III. SWITCHED-CURRENT IMPLEMENTATION

From (5), we can see that the analog operations required
to implement a CNN cell are saturation nonlinearities, de-
lays, summation, and weighted replication. In addition, cur-
rent memories are required if inputs uy; are stored internally.
Otherwise, in case the inputs were externally applied, the
number of bonding pads would probably be extremely large.
A block diagram of a cell Cjjis shown in Fig.2. It is assumed
that summation is performed via KCL at the input node. Pro-
grammable weighted replicators at the output of the cell pro-
duce weighted replicas of Yij» one for each cell in the neigh-
borhood. Thus, input-weightings for cell C;; are actually per-
formed at the output of cells Cy; in the neighborhood.The
nonlinear operator is the first stage in the cell, after the KCL
summation at the input node, as in (5)
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Figure 2: block diagram of cell Gy

Figures 3a,b,c,d show schematic diagrams for the nonlin-

ear operator, delay, current memory and weighted replicator
respectively. Programmability of the replicator is achieved by
multiplexing current paths with analog switches.
Some of the blocks in Fig.3 can be simplified using comple-
mentary current mirrors and sources. However, this would
require the duplication of the biassing circuitry, force the use
of switches at both p-mos and n-mos gates, and produce a
larger DC current offset due to appreciable V45 variation
among matched transistors.

Building-blocks in Fig.3 use simple current mirrors.
However, higher performance implementations are readily
available if needed [10,11]. In particular, if the output to input
impedance ratio is critical, cascode implementations may ac-
tually reduce the area required, as they allow the use of mod-
erate-length devices.

Just to illustrate the practical operation of the proposed
building blocks, Fig.4 shows the input-output characteristics
measured from a 1.5um CMOS prototype of the CNN nonlin-




ear block. In a similar way, Fig.5 shows the signal measured
at the output of a 1.5pum CMOS prototype of a lossy integrator
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Figure 3: schematics of basic building blocks.
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Figure 4: 1. 5um CMOS nonlinear operator response.
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Figure 5: 1.5um CMOS lossy integrator response.
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IV.NETWORK LAYOUT

With regard to the layout, when a cell is designed to be
used in a network implementation, it is important to anticipate
the connectivity to the neighbor cells, in order to avoid cum-
bersome and error-prone repetitive routing when building the
network. Fig. 6 depicts details of the layout of an entire net-
work when a neighborhood of radius one is considered The
floor-planning of the network resembles that of a digital RAM
memory, except for the fact of local interconnections. Signals
1/0 and U/X in Fig 6 are used to configure the cell for the dif-
ferent tasks of loading, processing and unloading an image.
PC bus is used to select the particular templates and offset
term to be used, while CS and 10 busses are the equivalent to
the address and data buses of digital memories.

CSj] ®, @, PC[1.2]
Bl |

Current reference for each cell can be generated on the pe-
riphery of the network and distributed to each cell. However
this requires a large number of bias lines, one per cell. Other
options are to generate one reference current for each small
group of cells, replicating this current locally, or making each
cell generate its own internal current reference. A compro-
mise must be assumed between area dedicated to bias routing
and statistical dispersion of references.

Another issue that is worth mentioning is the fact that for
each cell Cj;, the input component given by the product of the
control template B and the inputs u; to the cells in the neigh-
borhood, is constant during the evolution. Hence, instead of
storing the input ;; in the analog memory of each cell, the
whole constant term in the dynamic equation could be stored,
eliminating the need to implement the control template. This
however requires external precalculation of the terms to be
stored. Furthermore, in many application cases, it is common
to make the input matrix u;; equal to the initial image x;(0). In
this cases, if the control template is physically implemented,




both the initial image and the input matrix could be written si-
multaneously, while different storing sequences would be re-
quired otherwise. The decision of wether to use one or the oth-
er approach must be based on the type of tasks required to the
network and the time available for writing each image.

V. EMPIRICAL RESULTS

As mentioned in a previous section, we have performed a
huge number of numerical simulations over networks with
different sizes, different templates and different inputs and
initial states. However, when it comes to electrical simulation,
even small networks require large amounts of memory and
CPU times. Nevertheless, the following figures depict some
electrical-simulation results. Fig. 7 shows results of 2 9 x 9
network for noise removal, simulated with MOS level 2 de-
scription of the whole cell (except the biassing circuitry) for a
1.5um CMOS technology. Numerical simulation results
are attached for comparison. Noise to signal power ratio was
1/3. Fig. 8 shows results of a 16 x 16 network for noise remov-
al, edges extraction and corners extraction. These results were
obtained with a mixed description of the cell, maintaining the
MOS description of the delays and nonlinear operators and
macromodeling the replicators.

6 n
Figure 7: Four different electrical (bottom) and numerical
(top) simulation results for noise removal.
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VI. CONCLUSIONS

We have demonstrated the applicability of switched cur-
rent techniques for the implementation of Cellular Neural
Networks. In particular, several image processing tasks have
been simulated at the device level, yielding high concordance
with numerical simulations. Basic building blocks for the pro-
posed architecture have been fabricated on a 1.5um N-well
double-metal CMOS digital technology. Experimental results
of these building blocks corroborate the validity of SI tech-

niques for the proposed application. We are currently working
on the design and test of whole-network prototypes.
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Figure 8: Electrical simulation results of 16 x 16 networks
Jor noise removal, edges extraction and corners
extraction.
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