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Abstract - SIRENA is a general simukztion environment for arhficial neural networks, with 
emphasis towards CNNs. A especial interast has been placed in allowing the simulation and 
modelling of the non-ideal eflects e x p e c t e d w  VLSI implementations. SIRENA allows the sim- 
ulation of CNNs in greater detail than conventional CNN simulators, and much more eflciently 
that SPICE-type electrical simulators. 

1. Introduction 
CNNs are massively-parallel processing systems, specially suited for real-time image pro- 

cessing applications. Since its algorithmic description in 1988 [ 11. [2] many applications have 
been reported [2], [3], [4], [ 5 ] ,  and several analog integrated circuits have been developed for 
real-time specific applications, [61,[71, [81. 

Efficient simulators are needed to develop new applications (at an algorithmic level) as 
well as for functional verification of complex integrated circuits (lower description level). 
While algorithmic simulators are being widely usad [9], proper CAD tools for the development 
of CNN VLSI integrated circuits are still lacking. The widely available SPICE-type electrical 
simulators give a high level of detail in tha system description but arc limited to working with 
around 10,OOO transistors. For example, it has been estimated that an HSPICE simulator [lo] 
running on a Sparc-10 workstation (loohiPS), can simulate circuits of at most 20.000 transis- 
tors and may take several days of CPU in a simple &nulation. An average size (32x32) pro- 
grammable CNN designed by the authors bas around 250,000 transistors [ll]. 

Consequently, conventional design Wls  an poorly suited for the verification of large- 
scale analog integrated circuits. On the other hand, actual algorithmic level Simulators are 
unable to consider the non-ideal effects of mal electronic circuits. SIRENA has been designed 
to overcome this limitation. This simulation environment allows the description and simulation 
of large neural networks with different levels of description. In addition to a high simulation 
efficiency, SIRENA is equipped with a powerful and friendly graphical interface under the 
X-windows framework. 

2. S ~ k A ~ ~ ~ t f ~ c " d l M l b t i o n 8 n d m o d c l i n g  
Anschemuicblockdi~ofSIR$NAisshowninFig. 1.Shdedanasnpnsentsthe 

major pans of the system: the nucleus or actual simulator (NSS), the model generator (GMS), 
and the graphic interface between the user and the simulator nucleus. 
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F W  I - Conceptml Mock diagram of SIRENA. 

SIRENA allows simulation of general neural networks, and can be considered as func- 
tional simulator in which the description and use of general macromodels is possible and simple. 
However, its development has been focuscd on the simulation of CNNs. 

The simulation enviranment hps been developed using object-oriented programing tech- 
niques, and highly portable languaepes like C and C++. Cumntly, it runs under the UNIX oper- 
ating system and the X-Window system. These characteristics make of SIRENA an efficient, 
actual and friendly simulation environment. 

The following sections describe in greater detail each of the major components of 
SIRENA. 

3. The Simulator Core (NS) 
The principal function of the simulator core is to solve systems of nonlinear differential 

equations, as required to simulate the dynamic evolution of CNNs [I]. The user can select 
among a set of well known integration algorithms (fourth-order Runge-Kutta with either auto- 
matic integration-time-step control or with fixed time-step). Other integration algorithms can be 
easily incorporated, (for instance Forward-Euler, Backward-Euler, Trapezoidal, Gear Methods, 
etc.), and will be included in fum releases of SIRENA. 

The simulator core allows the following types of analysis: 
this basic capability evaluates the time evolution of the network, pro- 

viding the output signals oc images specified by the user with time intervals also defined 
by the user. This is the main type of malysis, upon which the following ones are based. 

this functionality consists in the automatic realization of multiple 
transient analysis, sweeping the value of a single parameter or variable with a specified 
increment and range. The motivation for the inclusion of this capability is to facilitate the 
evaluation of the sensibility of a given network to variations on the different parameters 
of the algorithm (template coefficients, offset parameter, time constant, etc.) or on other 
parametcm describing the behavior of real circuit blocks (for instance the power supplies 
or some process parameter). It is also very convenient to optimize the robustness of a 
given application (design-centering). 

it daws the f&Wation of multiple simulations of a given network, 
with randam variapions of ollc or more parameters Following some specific probability 

. . .  
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distribution (gaussian or uniform). This type of analysis is useful for the evaluation of the 
statistical yield of a given network untier random deviations of its parameters, either local 
variations (different deviation on 4 cell) of global (same deviation 00 all cells).   his 
type of evaluation is a prerequisite for the fabrication of highcomplexity analog VLSI cir- 
cuit employing small devices. It is tdwever extremely expensive in terms of CPU time, 
and hence, its realization with traditional SPICE-like electrical simalators is virtually 
impossible. 
Noise this feature is inten& for the evaluation of noise influence on the evo- 
lution of a given network. Because C N N s  am strongly n o d i  systems. the conven- 
tional approach of traditional electrical simulators, in which noise analysis is associated 
to small signal equivalents, can not be applied. Iu our case, the simulator injects noise on 
user-specified points (signals or parpeters). The probability distribution and spectral 
density of the noise can be arbitrarily shaped. A combined noise and sensibility analysis 
allows the evaluation of the noise *bold that can be tolerated by the network. 

aver &&& the simulator core of SIRENA allows the simultaneous simulation 
of several CNN layers, which can be connected among them. These layers can be 
described by the same cell model (three-dimensional CNNs),  or by different models (mul- 
tilayered CNN). 

work 4nalrsis; in addition tQ the simulation of three-dimensional and multilay- 
ered C N N s ,  NSS allows the evaluation of complex systems compound of several C N N s ,  
which interchange information at specified time instants or following a described protocol 
(information interchange after convwgency of the individual network processes). This 
functionality is controlled by the task-scheduler. 

3. I .  Task scheduler 
NSS permits the independent simulation 

of several CNN layers, controlling fhe sequence 
of processes and allowing information inter- 
change among the different layers at specific 
time instants. This permits the evaluatiap of 
sequential and multipath algorithms [ 121. From 
a general point of view, NSS allows an a r b i i  
flow control with conditional and jump ogera- 
tors, as well as a wide catalog of algebraic oper- 
ations. An example of this type of algorithms is 
shown in Fig.2, which describes the object- 
counting application [ 121. 

4. The Model Generator (GMS) 
A previous step in the simulation of a CM 

Black and-htc image 
w 

Hole filling 

L I 1 

Figure 2 - Flmv diagram ofthe object counting 
apvlic4th d CNNs I I2 1. - _  - -  

is the description of the individual cells. The 
capability of employing userdefined modsls of individual cells is a major feature of SIRENA. 
Cell model can range from the pun algorfthmic level to highly detailed models with a large 
number of non ideal characteristics accounting for predictable effects in electronic implemn- 
tations (impedance coupling among input p d  output nodes of the cells, undesired nonlineari- 
ties, parasitic element effects, non-unifomity caused by element mismatch, etc.) 

GMS allows the user to define, in a simple manner, his own CNN models, which later on 
can be used for CNN simulations. The definition of a CNN requires the specification of its com- 
ponents and their behavior. 
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Components include the set of layer and sublayers of the network, as well as their charac- 
teristics (layer s i z  in term of number of cells, type and parameters of boundary cells, neighbor- 
hood s&, d o r m  or nonuniform type of laJnr, and others). 

The behavior is described by a set of a lpbmc and differential equations relating the dif- 
ferent pre-specified components, which detqmine the dynamic evolution of the network. 

Behavior description is easily made using an specific purpose programming language 
developed for this purpose: DECEL. After the cell models have been entered, GMS compiles 
and links them with NSS in order to use them in the simulation. 

5. The Graphics Front End 
The graphic front end of the simulation environment has been developed under the 

X-Windows framework and performs multige functions like the edition of input signals (usu- 
ally two-dimensional images), the visualization of the simulation output (like individual ele- 
ment values as a function of time, images, Q sequences of images), and interactive control of 
the simulation. The following is a brief description of the main tools included in the f ron tad  
package. 

5.1. Input/Ourput interface (IESS) 
IESS is in fact a library of dedicated functions for information-file management. It pro- 

vides a common base for individual tools in SIRENA, allowing the integration of the different 
packages in a compact environment. 

This interface include the parsers required to analyze the input and output files, detect 
their errors, and provide the proper error messages. In addition, it contains a set of utilities ded- 
icated to translate different graphic fonnats *quid  for the visualization of signals with exter- 
nal tools (for instance “xgraph”). 

5.2. Matrix visualizer (XVMS) 

mand line. The major features are 
This tool allows the visualization of an image or a sequence of images specified in a com- 

- Zooming 
- Image sequence visualization. The sequence can be compound of a set of images corre- 

sponding to different time instants in a particular C” process, or by images obtained 
from different networks (for instance in sequerltial algorithm). Fig. 3 illustrates an exam- 
ple of this last possibility, borders extraction of the black and white image obtained using 
the noise-filtering template on a grey-level image. 

- Visualization of different layers of three-dimensional networks. 

5.3. Matrix editor (XEVMS) 
XEVMS is a graphic editor, which can be considered as enhanced version of the matrix 

visualizer XYMS. Added capabilities are dedicated to allow the creation and modification of 
images, which can be easily used as inputs to the simulator. These capabilities are: 

- File management operations: saving, kading. creating, etc. 
- Irnport/expon of specified sections of a given image frodto graphic files in conventional 

fonnats (PBM format). 
- Image resolution modification, in order to adapt a given image to a particular network 

Size. 
- Graphical and numerical edition of individual pixel values. 
- Image sequence order modification. 
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Figure 3 - Example of image-sequence visualization. a)  Original gmy-levels image. 6)  Image afer noise filter. 
ins. c)  Borders extracted fmm image b. 

- Adding and deleting images from an image sequence. 
- Drawing some common geometric elements (circles, ellipses, rectangles, etc.) 

Fig. 3a illustrates the graphical appearance of this tool. 

5.4. Simulator core interface (XINSS) 
This tool is a graphical interface with the simulator core (NSS) of SIRENA under the 

X-windows system. Its main objective is to provide interactive access to the output generated 
by the simulator. This interactive access permits the visualization of the results of the simulation 
while it is running. In addition, the user is allowed to modify the simulation parameters without 
interrupting the simulator. In this manner, the user can observe and modify the simulation with- 
out reinitializing the process. 

The major capabilities of this tool are: 
- Starting a simulation on NSS. 
- Simulation supervision by interactive observation of the output being generated. 
- On-line parameter modification. 
- Access to output files generated by previous simulations. 
- Images visualization, individually or in sequences, calling XVMS. 

I 

Figure 4 - a )  Matrix ediror (XEVMS). b) Sirnularor core interface window (INSS). 
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- Waveforms visualitation using Irsraph. 
- output storage on information-files. 

6. Results 
The efficiency of SIRENA is illus- by the following example: the tiae nquind to 

sim- the borders extraction C W w l r ’ p  the image shown ia Rg. 3b (143x159 pixels) 
was of 52s, running on a Sparc Statim 10 (1@MIPS) and using the d@thmic kvel &scrip- 
tion. 
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