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Abstract. It is well-known the huge Mario’s contribution to the devel-
opment of Membrane Computing. Many researchers may relate his name
to the theory of complexity classes in P systems, the research of fron-
tiers of the tractability or the application of Membrane Computing to
model real-life situations as the Quorum Sensing System in Vibrio fis-
cheri or the Bearded Vulture ecosystem. Beyond these research areas, in
the last years Mario has presented many new research lines which can
be considered as buds in the robust Membrane Computing tree. Many of
them were the origin of new research branches, but some others are still
waiting to be developed. This paper revisits some of these buds.

1 Introduction

Mario has contributed to the development of Membrane Computing in many 
research lines (see, e.g., [16,24,57]). From his early works on the formalization 
of transition P systems [53] or the links between P systems and diophantine 
sets [61], Mario has published dozens of papers on Membrane Computing. His 
contributions cover many different areas of the P systems research, from theoret-
ical ones to real-life case studies applications, together with the development of 
different simulators or the proposal of many different P systems models. Many 
young researchers may relate his name to the theory of complexity classes in 
P systems [51], the research of frontiers of the tractability [46] or to the  appli-
cation of Membrane Computing to model real-life situations as the Quorum 
Sensing System in Vibrio fischeri [59] or the Bearded Vulture ecosystem [9], but 
Mario’s contributions go deeper in many other areas.

Beyond these strong branches in the robust Membrane Computing tree, there 
are many other research lines in Membrane Computing where Mario also has 
made a pioneer contribution. Some of these ideas were shortly developed in a 
few papers and others only appear in the paper where they were presented. I call 
buds these ideas. In this paper, I revisit some of these buds which are waiting for 
young researchers to be studied in depth.

The paper is organized as follows: In Sect. 2, some papers where Mario 
explored the links between Membrane Computing and Artificial Intelligence are 
revisited. They cover aspects related to sorting and searching algorithms and 
machine learning. Section 3 recalls other contributions bridging P systems with
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other aspects of Computer Science, as metrics defined on configurations of P
systems, properties of Markov chains or the possibility of computing backwards.
Later, Sect. 4 revisits some papers related to the graphical representation of P
systems and Sect. 5 some other papers not included in the previous sections.
Finally, some conclusions are drawn.

2 Artificial Intelligence

Mario is a full professor at the Department of Computer Science and Artificial
Intelligence in the University of Seville, and both disciplines, Computer Science
and Artificial Intelligence, have been present in Mario’s research. We revisit some
of these contributions.

2.1 Sorting

Sorting sequences of items according to specified criteria is on the basis on many
computational processes and this is a recurrent problem in Membrane Comput-
ing (see, e.g. [1,2]). In the case of parallel algorithms, the problem is especially
interesting, since it requires an appropriate combination of computation and
communication.

In [14], two models for sorting sequences of numbers were presented. They
were based on bitonic sorting networks. The key idea is the use of bitonic merge-
sort which is a parallel algorithm for sorting introduced by Batcher [3]. The first
of the models consists on N membranes, each of them storing two numbers; one
number is an element of the sequence, and the other one is an auxiliary register
used to route values. A number is encoded as the multiplicity of a symbol a in
each membrane. Moreover, membranes are disposed on a 2D-mesh, where only
communication between neighboring membranes on the mesh is permitted. This
model uses a variant of P systems called P systems with dynamic communica-
tion graphs [11], which is closely related to the implementation of the bitonic
sort on the 2D-mesh1. The second model presented in [14] consisted of only one
membrane, where all the N numbers were encoded as occurrences of N differ-
ent symbols. Restrictions on communication were no longer imposed, as if the
underlying communication graph was the complete graph. Later, a new model
which takes ideas from both models has been presented in [15].

2.2 Searching

The design of solutions for NP-complete problems in Membrane Computing
usually trades time against space in order to solve these problems in polynomial
(even linear) time with respect to the size of the input data [51]. The cost is the

1 Such model of P systems with dynamic communication graphs is another of the many
buds which is waiting to be explored. It follows the same lines as the one presented
in [12,13].



number of resources, mainly the number of membranes, which grows exponen-
tially. The usual idea of such brute force algorithms is to encode each feasible
solution in one membrane. The number of candidate solutions is exponential
in the input size, but the coding and checking process can be done in polyno-
mial time. In spite of the theoretical success, such approaches are far from being
applicable to real-world problems and other research lines must be explored. In
this context, Mario has also made contributions by applying into the Membrane
Computing framework some ideas from searching methods studied in Artificial
Intelligence.

In [34], the problem of solving the N-queens puzzle with P systems was
studied by considering a depth-first search strategy. Depth-first search is a well-
known algorithm for exploring tree or graph data structures. One starts at the
root (selecting some arbitrary node as the root in the case of a graph) and
explores as far as possible along each branch before backtracking. In the paper,
the authors explore the possibilities of introducing such search strategy in the
framework of Membrane Computing. The case study was the N-queens puzzle.
This is an old well-known problem. It is a generalization of the 8-queens problem
which consists of placing N chess queens on an N × N board. In [30], a first
solution to the N-queens problem in Membrane Computing had been shown,
but the solution was based on an appropriate encoding of the problem in a SAT
formula and the use of a modified solution for the SAT problem with P systems.
The same problem of N-queens also was considered in [35] where some ideas
from local search were studied in the framework of Membrane Computing. In
this paper, from an initial N×N chessboard with N queens, different movements
of the queens are performed in order to improve the position. Such improvements
are evaluated by using the notion of collision [63]: The number of collisions on a
diagonal line is one less than the number of queens on the line, if the line is not
empty, and zero if the line is empty. The sum of collisions on all diagonal lines is
the total number of collisions between queens. The target of the computation is to
move from a board to another, with the corresponding encoding, by decreasing
the number of collisions. Figure 1, borrowed from [35], illustrates the process.

2.3 Machine Learning

Mario has also made contributions by linking Membrane Computing to Machine
Learning. In this section, two of them are revisited. The first one takes ideas
form supervised learning and the second one from unsupervised learning.

Spiking neural P systems (SN P systems) were introduced in 2006 (see [42])
with the aim of incorporating in Membrane Computing ideas specific to spike-
based neural networks. Only two years later, a first model for Hebbian learning
with spiking neural P systems was presented [32]. The target of this paper was
to explore the applicability of ideas from the artificial neural networks into the
SN P systems. Artificial neural networks [40] is one of the most powerful tools in
Machine Learning and the most extended learning algorithm for such networks,
backpropagation [62], can be roughly described as the iterative refinement of
the weights associated to the synapses among neurons in order to minimize a



Fig. 1. Starting from a configuration C0 with 4 collisions (up-left) we can reach C1

with 3 collisions (up-right) and then C2 with 2 collisions (bottom-left) and finally C3

with 0 collisions (bottom-right), which is a solution to the 5-queens problem. Figure
borrowed from [35].

loss function. Such change in the weights is inspired in Donald Hebb’s works
[41] and all the learning processes based on these principles are called Hebbian
Learning. In [32], a first approach to Hebbian learning in the framework of Mem-
brane Computing was presented. In this paper, a new feature coming from alive
neurons was added to the SN P systems: the decay. Such decay of the electric
potential inside an alive neuron along time was codified by endowing the rules
with a finite non-increasing sequence of natural numbers called the decaying
sequence. Besides these sequences, the learning model is structured in Hebbian
SN P system units, which consider weights associated to the synapses between
neurons. According to the learning process inspired by Hebb’s work, the weights
change along time according to the concept of efficacy introduced in the paper.
In this way, the efficacy of the synapses with a high contribution to reach the
spiking threshold is increased and, on the other hand, if the synapses has no
contribution (or it is low) the efficacy is decreased.

The second bud revisited in this section is related to the data clustering prob-
lem. In the paper [32] discussed above, Mario made an exploration by bridging
Membrane Computing with supervised learning. The proposal in [50] links P
systems with unsupervised learning. The clustering algorithm presented in this
paper is based on a tissue-like P system with a loop structure of cells. The objects
of the cells express the candidate cluster centers and are evolved by the evolution
rules. Based on the loop membrane structure, the communication rules realize
a local neighborhood topology, which helps the co-evolution of the objects and



improves the diversity of objects in the system. The tissue-like P system can
effectively search for the optimal clustering partition with the help of its parallel
computing advantage. The proposed clustering algorithm is evaluated on four
artificial data sets and six real-life data sets. Experimental results show that the
proposed clustering algorithm is superior or competitive to classical k-means
algorithm and other evolutionary clustering algorithms.

3 Other Areas of Computer Science

Besides Artificial Intelligence, Mario has also contributed to bridge Membrane
Computing with many other areas in Computer Science.

As a first example, we can consider the study of metrics on configurations
presented in [19]. In this paper, two different (weak) metrics were presented.
The first one was based on the distance between regions. The distance between
two regions was defined as the cardinality of the symmetrical difference of their
associated multisets. This definition was used to measure the distance between
two occurrences of the same membrane in two different configurations and the
difference between configurations is the sum of the differences between their
regions. For the definition of the second weak metric, a new auxiliary concept
called dependency graph was defined. This concept has been widely used for
studying frontiers on complexity classes (see, e.g., [38]), but it was firstly defined
in this paper for studying the proximity between configurations. The distance
between two nodes of the dependency graph is the basis of the study of proximity
between configurations.

Other remarkable Mario’s contribution which is still a bud in the Membrane
Computing tree is related to the link between P systems and Markov chains. In
[10], the authors propose a first approach to the problem of computing the nat-
ural powers of the transition matrix of a finite and homogeneous Markov chain.
Such computation allows to estimate its limit in the case that it is convergent,
and therefore, to know the stationary distribution of the process. This subject
has been treated with other bio-inspired techniques in [7] where two algorithms
based on DNA were described. The proposed cellular computing solution pro-
vides an exact solution in a time which is linear in the order of the power and it
is independent of the number of states of the Markov chain. Such Markov chains
were also considered later in [8]. In this paper, the aperiodicity of irreducible
Markov chains was characterized by using P systems.

A different question was studied in [33], where the problem of computing
backwards with P systems was considered. The starting point for this study was
to look for the previous state of a given one in a computational model where
the time is considered in a discrete way. In this study, the authors consider a
variant of the dependency graphs [18] for introducing a representation of the
computation of a P system based on matrices. This matrix representation opens
a door for the study of algebraic properties of cell-like and tissue-like P systems
and represents one of the most promising buds waiting to be explored. Mario
has also contributed to the study of the matrix representation of spiking neural
P systems [66] which is the basis of the efficient simulation of such devices [5].



4 Graphics

Many P system models allow to change their membrane structure by adding new
membranes (e.g., by the application of creation or division rules [52]) or removing
membranes (by the application of dissolution rules [39]). This evolution in time
of the membrane structure of a P system is the starting point for studying the
evolution of graphical structures.

The first approach for linking the computation of P systems with the evolu-
tion of graphical structures was presented in [25,26]. In these papers, P systems
were used to simulate the growth and development of living plants. This app-
roach mixes L systems [23,45] and P systems. A different approach was presented
in [60]. In this paper, the growth of branching structures was studied by using
exclusively P systems. The key idea is the use of a cell-like P system model with
evolution and creation rules. The membrane structure of a cell-like model is a
tree-like graph which is easily visualized as a branching structure. The geomet-
rical properties of the associated picture can be obtained by the association of a
meaning to the objects in the multisets in the different membranes. For example,
each membrane represents a segment in the corresponding picture and the length
of the drawn segment depends on the multiplicity of a length-unit object. These
ideas were also considered in [58], where a specific software for this graphical
representation was developed. Some examples of polygons, spirals, friezes and
plants can be found in this paper. Figure 2 shows some of them.

Fig. 2. Graphical representation of four configurations of a P system. Images borrowed
from [58].

A different approach was presented in [31]. It is also related to the graph-
ical representation of P systems, but it explores the possibility of Membrane
Computing devices for representing fractals. The starting point here is that a
fractal can be considered, roughly speaking, as a self-similar geometrical struc-
ture which can be generated by the application of (infinitely repeated) fixed
rules. In this way, the generation of fractals can be associated, on the one hand,
to the evolution of P systems by using creation rules for obtaining a new (and



more precise) stage in the generation of the fractal and, on the other hand, to
the interpretation of the symbols inside the membranes for representing the geo-
metrical information of the fractal. The paper presents a pair of classic fractals,
the Koch curve [43,44] and the middle third Cantor set [6], in the framework of
P systems. Besides this mathematical objects, the paper also points out the pos-
sibility of using the non-determinism of P systems for studying random fractals,
which can be considered as the formal representation of many real-life objects
with fractal dimension2.

5 Other Buds

The contributions made by Mario cover many different areas, some of them
by bridging Membrane Computing with other unexpected research fields. One
of these rara avis can be found in [28] where a Membrane Computing model
for ballistic depositions was presented. The starting point in this study is the
evolution of rough interfaces between different media. The propagation of forest
fires [17] or the growth of a colony of bacteria [4] are examples showing such
interfaces, although all surfaces in Nature can be seen as rough surfaces, since
the concept of roughness is associated to the scale and all the natural surfaces
are rough at an appropriate scale. The evolution of a surface can be modelled
by the concepts of erosion, where some elements are removed, or deposition,
where new elements are placed. Ballistic Deposition was proposed by Vold [65]
and Sutherland [64] as a model where the particle follows a straight vertical
trajectory until it reaches the surface, whereupon it sticks (see Fig. 3). In [28] the
problem was modelled by a tissue-like P system model with a linear membrane
structure where each cell represents a column of the aggregate and the pieces
of information needed for encoding the growth process are encoded by means of
the multisets of objects in the cells.
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Fig. 3. Ballistic Deposition. Figure borrowed from [28].

2 These ideas were also considered in [37], but it is still one of the most promising
buds waiting to be developed.



A further exploration looking for links between Membrane Computing and
other research areas was presented in [54]. In this case, the target was to bridge
P systems and reaction systems. Reaction systems, also known as R systems,
is a bio-inspired computation model [21,22] which shares with P systems some
features as the use of populations of reactants (molecules) which evolve by means
of reactions. This paper compares the two computation models, and further
results can be found in [56].

Another theoretical bud can be found in [36]. In this paper, the degree of
parallelism in P systems is investigated. The starting point is to study different
tools for comparing the designs of P systems able to perform the same task. Two
designs can be compared according to many different criteria. In this paper, the
authors focus the attention on the parallelism. In this way, a bad design of a
P system consists of a P system which does not exploit its parallelism, that is,
it works as a sequential machine: in each step only one object evolve in one
membrane whereas the remaining objects do not evolve. On the other hand, a
good design consists of a P system in which a huge amount of objects are evolving
simultaneously in all membranes. If both P systems perform the same task, it is
obvious that the second one is a better design than the first one.

6 Conclusions

Mario’s contribution to the development of Membrane Computing has been enor-
mous and in the last years he has been one of the pillars of the Membrane Com-
puting community3. The research lines opened by him cover all the research
fields in Membrane Computing. Many of his proposals have been studied in
depth, but some of them are still waiting for research efforts. In this paper, we
have revisited some of them but many others have not been cited in the pre-
vious sections. I encourage the young researchers to read Mario’s contributions
cited in this paper, but not only them. Many other papers not cited here con-
tain seminal ideas which are waiting for young and enthusiastic researchers who
can help these buds develop and become new strong branches in the Membrane
Computing tree.
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9. Cardona, M., Colomer, M.A., Pérez-Jiménez, M.J., Sanuy, D., Margalida, A.: Mod-
eling ecosystems using P systems: the bearded vulture, a case study. In: Corne,
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https://idus.us.es/xmlui/handle/11441/34641

20. Dı́az-Pernil, D., Graciani, C., Gutiérrez-Naranjo, M.A., Păun, Gh., Pérez-Hurtado,
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branes. In: Freund, R., Păun, G., Rozenberg, G., Salomaa, A. (eds.) WMC 2005.
LNCS, vol. 3850, pp. 224–240. Springer, Heidelberg (2006). https://doi.org/10.
1007/11603047 16

39. Gutiérrez-Naranjo, M.A., Pérez-Jiménez, M.J., Riscos-Núñez, A., Romero-
Campero, F.J.: Computational efficiency of dissolution rules in membrane sys-
tems. Int. J. Comput. Math. 83(7), 593–611 (2006). https://doi.org/10.1080/
00207160601065413

40. Haykin, S.S.: Neural Networks and Learning Machines, 3rd edn. Pearson Educa-
tion, Upper Saddle River (2009)

41. Hebb, D.O.: The Organization of Behavior: A Neuropsychological Theory. Wiley,
New York (1949)
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