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Abstract. A motion adaptive algorithm for video de-interlacing is pre-
sented in this paper. It is based on a fuzzy inference system, which per-
forms an interpolation between two linear techniques as a function of the
motion level. Fuzzy systems with different number of ’if-then’ rules have
been analyzed and compared in terms of complexity as well as efficiency
in de-interlacing benchmark video sequences.
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1 Introduction

The main video transmission formats of TV signals (NTSC, PAL, SECAM) use
an interlaced signal, where only half of the lines which compose a frame are
transmitted. Therefore, the bandwidth required by the broadcast is effectively
halved since the human visual system is less sensitive to flickering of details than
to large areas flicker [1]. However, the need of progressive scanning is growing
nowadays due to the advent of high-definition television, videophone, projectors,
DVDs, and video on PCs. This increasing need has encouraged the development
of algorithms that perform a spatio-temporal sampling to calculate the non-
transmitted lines.

Among the de-interlacing algorithms two categories can be distinguished:
motion-compensated algorithms that use a motion vector to interpolate the
missing lines, and non-motion-compensated algorithms [2]. The first ones gen-
erally perform better than the second ones especially for sequences with a high
level of motion. Unfortunately, the motion-compensated algorithms involve the
high computational cost related to motion vector calculation. The different de-
interlacing algorithms can be classified by considering if they always interpo-
late the same pixels (linear techniques) [3], [4], or if these pixels are selected
accordingly to the characteristics of the image (non-linear techniques) [5], [6].
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Non-linear techniques can be divided in turn into two groups: those which try
to adapt the interpolation strategy to the presence of motion [5]; and other ones
that perform an edge-dependent interpolation [6].

To implement correctly the motion adaptive algorithm, it is fundamental
to detect motion accurately. Basically motion detectors evaluate the difference
between luminance values of pixels from two consecutive fields. However, this
measurement is not usually very reliable due to the presence of edges, vertical
details, and noise corrupting the TV signal. The robustness of these detectors
can be increased by using more than one detector, and combining them with the
logical operator ’and’ [1]. In this way, only if all of them detect motion the motion
signal is activated. Other authors resort to the use of a multilevel signal, rather
than a binary one, to indicate the probability of motion. Several algorithms based
on fuzzy-logic have also been proposed to perform an adaptive interpolation with
the level of motion. They exploit the capacity of fuzzy techniques to perform
interpolations where the information is uncertain and, hence, the decision is not
trivial [7]. The technique proposed in [7] provides good results but it uses a
complex set of rules, which requires a considerable computational cost.

A novel motion adaptive algorithm for video de-interlacing is proposed in
this paper. It uses a fuzzy logic-based system to determine the interpolation
between the pixels from the transmitted lines accordingly to the level of motion.
The algorithm is described in detail in Section 2. Its performance when de-
interlacing several image sequences is analyzed in Section 3. Finally, concluding
remarks are included in Section 4.

2 Algorithm Description

The fuzzy motion adaptive algorithm is based on the following heuristic knowl-
edge: if the pixel to interpolate belongs to an area where there is no motion,
the best result is achieved by performing an interpolation among pixels from the
previous field (temporal interpolation); however, in the case that the pixel corre-
sponds to an area with a high level of motion then the best solution is to realize
an interpolation among pixels from the current field (spatial interpolation). The
most basic interpolations have been selected among spatial and temporal linear
techniques: pixel insertion from the previous field as temporal interpolation (IT )
and the average value of the pixel from the upper and lower lines as spatial tech-
nique (IS). The level of motion is evaluated by processing the bi-dimensional
convolution signal given by the following expression:

mot(x, y, t) = Σ3
i=1(Σ

3
j=1HijCij) (1)

where Hij and Cij are the elements of the following matrices:

⎛
⎝

1 2 1
C = 1

16 2 4 2
1 2 1

⎞
⎠ (2)
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Fig. 1. Membership functions used by the different fuzzy inference systems

⎛
⎝

H(x − 1, y − 1, t− 1) H(x − 1, y, t) H(x − 1, y + 1, t − 1)
H = H(x, y − 1, t − 1) H(x, y, t) H(x, y + 1, t− 1)

H(x + 1, y − 1, t− 1) H(x + 1, y, t) H(x + 1, y + 1, t − 1)

⎞
⎠(3)

The notation (x,y,t) means that the pixel has the spatial coordinates (x,y)
and corresponds to the instant (t) in the video sequence. Observing the size of
the matrices H and C, a bi-dimensional convolution window of size 3x3 has been
chosen. The idea of using bi-dimensional convolution techniques was introduced
in [8]. Its main advantage is the inclusion of neighbors (with different weighting
factors, as shown in expression (2)) to estimate the motion. In this case, the
selected window allows to consider a spatio-temporal neighborhood. This could
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reduce the eventual errors introduced by the presence of noise, edges or vertical
details.

In the motion adaptive technique originally introduced in [5], the level of
motion was evaluated by comparing the signal value corresponding to the lumi-
nance difference between two consecutive fields with a constant threshold value.
The aim of the work presented in this paper is to improve the original motion
adaptive technique by fuzzifying the levels of motion so as to perform a gradual
instead of abrupt change between spatial and temporal interpolation. Therefore,
in those areas where the level of motion is medium and, hence, the decision is
not trivial, a non-linear interpolation between IS and IT is realized.

2.1 Fuzzy Inference System Description

The heuristic knowledge used by the motion adaptive techniques is modeled by
employing a fuzzy inference system. Firstly, a system with two rules is used,
where the concepts ’SMALL motion’ and ’LARGE motion’ are represented by
the fuzzy sets of the Figure 1(a). Nevertheless, the interpolation capacity of
fuzzy logic could be further exploited by considering the possibility of extending
the number of fuzzy sets. In this sense, it is possible to define a new fuzzy set
represented by the MEDIUM label shown in Figure 1(b). The set of rules is
enlarged with a new rule that, when activated, performs a linear combination
between the techniques IS and IT .

The level of motion in a field could not only be considered as SMALL,
MEDIUM or LARGE, but more situations can be distinguished. For example
four (SMALL, SMALL-MEDIUM, MEDIUM-LARGE, LARGE) or five labels
(SMALL, SMALL-MEDIUM, MEDIUM, MEDIUM-LARGE, LARGE), repre-
sented in the Figure 1(c) and 1(d), could be employed. This translates into
using four or five fuzzy ’if-then’ rules, respectively. The problem when trying
to implement these rules is that heuristic knowlegde does not provide enough
information to fix the constant values gamma and lambda of the rules’ conse-
quents neither to determine the values A, B, C, D, and E that describe the five
possible linguistic labels. In order to fix these values, our approach has been to
use supervised learning algorithms, as detailed in the following sections.

2.2 Supervised Learning Algorithm

The above described fuzzy systems have been implemented with the development
environment Xfuzzy 3 [9]. This environment eases the design of fuzzy logic-based
inference systems by including different CAD tools for the description, identifica-
tion, simplification, verification, tuning and synthesis of the systems. In particu-
lar, the tool named xfl aids in the tuning stage, which is usually one of the most
complex tasks in the design of fuzzy systems. This tool allows to apply different
supervised learning algorithms where the desired behavior of the system is de-
scribed by a set of training patterns. In our problem of video de-interlacing, the
fuzzy systems have been tuned by using a set of progressive frames to generate
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Fig. 2. MSE results obtained by the different fuzzy inference systems de-interlacing
several video sequences

the training patterns. The selected supervised learning algorithm (Marquardt-
Levenberg in our case) tries to minimize a function error which evaluates the
difference between the current behavior and the desired one (determinated by
the input/output patterns). The tool xfl allows the user to select the parame-
ters of the fuzzy system to be involved in the tuning process. The utility of this
stage in the design process of fuzzy systems for de-interlacing video sequences is
explained in detail in Section 3.

3 Simulation Results

In order to analyze the performance of the proposed fuzzy systems several bench-
mark video sequences have been considered. Since they are originally in a pro-
gressive format, a set of progressive images from all of these sequences have been
selected to generate the training data for the supervised learning process. Af-
terwards, they have been de-interlaced artificially by eliminating lines from the
frames.
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Table 1. Average PSNR (values in dBs) when de-interlacing several video sequences

Sequence Missa Salesman Carphone Paris Trevor News

Format CIF CIF QCIF CIF CIF QCIF

LD 36.44 29.75 28.25 23.61 31.05 25.18

IS 40.47 33.53 32.61 36.67 35.04 29.25

IT 38.36 36.17 30.64 29.86 34.36 33.13

2fields-VT 40.25 36.54 34.08 30.73 36.61 35.46

3fields-VT 40.52 36.95 34.54 31.37 37.16 35.67

Technique in [7] 40.01 37.62 32.27 33.12 35.38 34.73

2-rule Proposal 40.18 38.29 34.78 35.28 36.69 37.51

3-rule Proposal 40.51 38.44 34.83 35.78 37.49 38.68

4-rule Proposal 39.65 38.23 34.94 35.5 36.77 38.65

5-rule Proposal 39.67 38.21 34.94 35.93 37.16 39.15

Figure 2 shows the mean squared error (MSE) value obtained when the ar-
tificially interlaced video sequences are de-interlaced. This value corresponds to
the average MSE value of the de-interlaced fields (approximately fifty fields of
each video sequence have been simulated). The graphics in Figure 2 illustrate
the results obtained by an algorithm which uses a crisp definition of the con-
cepts SMALL, SMALL-MEDIUM, MEDIUM, MEDIUM-LARGE and LARGE.
They also show the results obtained when those concepts are defined as fuzzy
sets and are processed by fuzzy systems with different number of rules (before
and after learning). Comparing the three series of results, a first conclusion is
that the use of fuzzy instead of crisp concepts provides lower errors. A second
conclusion is that performance improves when the membership functions as well
as the consequents are modified by the supervised learning algorithm. Finally,
analyzing the number of rules and the MSE value, it can be observed that the
system with three rules always obtains better results than the system with two
ones. In the other side, the systems with four and five rules either do not provide
significant improvement or even introduce a slightly higher number of errors.

The proposed fuzzy logic-based technique has been compared with: (a) basic
linear techniques such as line doubling (LD), line average (IS) as spatial tech-
nique and pixel insertion from the previous field (IT ) as temporal technique;
(b) with linear spatio-temporal techniques [3], [4], which are currently used in
commercial chips; and (c) with the fuzzy logic-based motion adaptive algorithm
reported in [7]. Analyzing the results shown in Table 1, it can be seen how the
highest results of PSNR, and hence the lowest errors, correspond to the proposed
fuzzy systems (the results in Table 1 are obtained with the systems after learn-
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Fig. 3. (a) Progressive frame of ’Carphone’ sequence. De-interlaced image applying:
(b) line doubling, (c) line average, (d) field insertion, (e) 2-field VT filtering, (f) 3-field
VT filtering, (g) fuzzy motion adaptive in [7], (h) proposal with 2 rules and (i) proposal
with 3 rules

ing). The superior performance of our proposal can be also seen by analyzing
the de-interlaced images in Figure 3.

Finally, an analysis of the computational cost involved in the implementation
of each one of the proposed systems has been realized. All the algorithms have
been executed on the same platform (a PC with a Pentium IV processor and the
operating system MSWindow XP) so as to measure the time taken by each one
in processing one sequence. The results are shown in Table 2. It can be seen how
the linear techniques are the fastest ones but their results are widely improved
by our proposal.

4 Conclusions

A fuzzy motion adaptive technique is presented in this paper. It performs a
combination between two linear techniques depending on the level of motion.
The proposal is inspired in the original motion adaptive idea, but it uses fuzzy
definitions instead of crisp ones to describe the level of motion and employ a



8

Table 2. Time invested in de-interlacing fifty fields of a video sequence.

Algorithm DL IS IT VT VT Technique Proposal
2fields 3fields [7] 2-3-4-5 rules

Time(s) 2.03 2.05 3.28 10.62 14.65 143.03 29.23-30.95-31.76-32.65

supervised learning technique to adjust the parameters of the fuzzy systems.
After analyzing several systems with different complexity it can be concluded
that a fuzzy inference system with three ’if-then’ rules provides a good trade-off
between performance and computational cost.
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