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Communication: Improving the density functional theory+U description
of CeO2 by including the contribution of the O 2p electrons
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Density functional theory (DFT) based approaches within the local-density approximation or gener-
alized gradient approximation frameworks fail to predict the correct electron localization in strongly
correlated systems due to the lack of cancellation of the Coulomb self-interaction. This problem
might be circumvented either by using hybrid functionals or by introducing a Hubbard-like term
to account for the on site interactions. This latter DFT+U approach is less expensive and therefore
more practical for extensive calculations in solid-state computational simulations. By and large, the
U term only affects the metal electrons, in our case the Ce 4f ones. In the present work, we report a
systematic analysis of the effect of adding such a U term also to the oxygen 2p electrons. We find that
using a set of Uf = 5 eV and Up = 5eV effective terms leads to improved description of the lattice
parameters, band gaps, and formation and reduction energies of CeO2. © 2012 American Institute of
Physics. [doi:10.1063/1.3678309]

Cerium oxides constitute a class of materials widely used
in catalysis both as support and active phases. Typical exam-
ples of industrial applications are the three-way catalysts in
automotive catalytic converters, fluid-cracking catalysts in re-
fineries, and ethylbenzene dehydrogenation in the production
of styrene.1 Either CeO2 or non-stoichiometric CeO2-x, here-
after referred to generically as ceria, are also an active com-
ponent in a number of processes such as low-temperature CO
and VOC oxidation catalysts, wet-oxidation of organic pol-
lutants in water, hydrocarbon reforming and the water-gas-
shift reaction. Although the promoting effect of ceria was ini-
tially attributed to the enhancement of the metal dispersion
and the stabilization towards thermal sintering,2, 3 subsequent
work has shown that ceria can act as a chemically active com-
ponent as well, working as an oxygen reservoir able to deliver
it in the presence of reductive gases and to incorporate it upon
interaction with oxidizing gases.4–6

The broad use in heterogeneous catalysis of ceria relies
on its facile Ce3+ ↔ Ce4+ redox conversion;7 however, the
adequate description of the electronic configuration of Ce3+

ions constitutes a challenge in density functional based the-
oretical chemistry due to the strongly correlated nature of
the 4f electrons. Indeed, the 4f electrons in Ce2O3 are local-
ized and the material behaves like a typical antiferromagnetic
Mott-Hubbard insulator.8 However, due to the well-known
lack of cancellation of the Coulomb self-interaction, density
functional theory (DFT) approaches within the local-density
approximation (LDA) or generalized gradient approximation
(GGA) frameworks predict metallic behavior.9–16 To circum-
vent this problem within the DFT framework, the use of hy-
brid functionals, has been recently reported using both plane
waves and Gaussian-Type Orbitals (GTO) as basis set.13, 17, 18

Such functionals, in particular HSE, PBE0, and B1-WC, are
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found to correctly reproduce lattice constants and band gaps,
although its general use is limited by the high computational
cost involved in extensive solid state (periodic) calculations.
That is why a more pragmatic but much less computationally
demanding approach that makes use of a Hubbard-like term,
U, to account for the strong on-site Coulomb interactions is
generally used in surface reactivity studies. The choice of U
is a subtle point, as it has to be large enough to properly local-
ize the 4f electron of Ce3+, but without introducing undesired
artifacts, such as overestimated band-gaps. Usually its value is
selected by fitting a given property,11, 12 from linear-response
calculations,19, 20 or even on a self-consistent basis,21, 22 al-
though, as suggested by Castleton et al.,15 the optimal U value
might be different for different properties under study. For in-
stance, let us consider the case of CeO2 fluorite structure for
which the experimental lattice parameter value is a0 ≈ 5.41 Å
(5.406 Å (Ref. 23) or 5.411 Å (Ref. 24)). The LDA+U (Ueff

= 5.30 eV) value is a0 = 5.40 Å, in good agreement with the
experiment, while GGA (PBE+U, Ueff = 4.5 eV) (Ref. 13)
moderately overestimates it: a0 = 5.49 Å. This 1.3% error of
the GGA represents a 4.5% increase in the equilibrium vol-
ume and it has been shown to be critical in the determination
of the charge state of gold atoms deposited on CeO2 (111)
surfaces.25–27

In spite of these limitations, the DFT+U is currently the
method of choice in the analysis of structure and reactivity
of surfaces of reducible metal oxides, in particular in ceria,
where including the U Ce 4f term provides a consistent treat-
ment of reduced Ce ions. The common approach to setup
DFT+U calculations in a metal oxide is to select a U pa-
rameter for the metal (Ueff = 4.5–5.5 eV in the case of Ce
4f orbitals) and to perform the calculations at just a little ex-
tra cost. Yet, the price to pay concerns not only some inac-
curacies in the structure but also in the energetics as will be
shown later. Additional effects might be introduced, in partic-
ular the inter-site correction, or DFT+U+V approach, lately
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implemented by Campo et al.,28 and successfully applied to
NiO among other materials. Recently Park et al.,29 based on
earlier ideas of Nekrasov et al.,30 showed that, in the case of
reduced titania, adding a correction on the oxygen 2p orbitals
dramatically improved the description. By employing the so-
called LDA+Ud+Up approach, systematic shifts for both the
valence and conduction bands were observed. In the present
communication, we extend these ideas to cerium oxide with
the aim to estimate a set of Ueff parameters for both the Ce 4f
and O 2p electrons that could improve the GGA+U descrip-
tion of the dioxide and sesquioxide.

Periodic DFT+U calculations were carried out with the
Vienna ab initio simulation package (VASP).31–33 This code
solves the Kohn–Sham equations for the valence electron den-
sity within a plane wave basis set and makes use of the pro-
jector augmented wave (PAW) method to describe the interac-
tion between the valence electrons and the atomic cores.34, 35

The valence electron density is defined by the twelve (5s25p6

6s25d14f1) electrons of each Ce atom and the six (2s2 2p4)
electrons of each O atom. The plane-wave expansion includes
all plane waves with kinetic energy smaller than a cut-off
value set to 500 eV, which ensures adequate convergence with
respect to the basis set.

The GGA functional proposed by Perdew et al. (PW91)
(Refs. 36 and 37) was selected. The Hubbard-like term was in-
troduced according to the formalism due to Dudarev et al.,38

which makes use of a single Ueff parameter, hereafter denoted
simply as Uf and Up, to design the effective values used for the
Ce 4f and O 2p electrons, respectively. CeO2 and Ce2O3 were
represented by minimal 1 × 1 × 1 cells. For the numerical
integration within the Brillouin zone, Monkhorst-Pack gener-
ated grids of special k-points were used: 12 × 12 × 12 for
CeO2 and 12 × 12 × 6 for Ce2O3.39

We start our analysis by exploring the behavior of the
GGA+Uf+Up approach in the description of the lattice pa-
rameters in the CeO2 fluorite type structure. In a preliminary
step, we examined the variations of the lattice constant a0

when the U parameters are systematically set to Uf = 3, 4.5,
5, 6 y 7 eV, and Up = 0, 3, 4, 5, 6, 7, 8, 9 y 12 eV as de-
picted in Figure 1. In general for a given Uf, increasing Up

leads to smaller values a0, closer to the experimental value
of 5.41 Å. For instance, the set Uf = 5 eV and Up = 12 eV
(hereafter, we will denote this couple of values by just the fig-
ures, i.e., in this case: 5+12) leads to a0 = 5.45 Å, better than
the (5+0) result of 5.48 Å, but still overestimated. In con-
trast, for a given Up, increasing the value of Uf also increases
the lattice parameter in agreement with that observed for the
case in which Up = 0.12 For the sake of comparison, we have
gathered in Table I a series of values from this work and other
taken from the literature. Any way, the conclusion to be drawn
from this systematic analysis is that the inclusion of an addi-
tional Hubbard-like on-site parameter on the O 2p electrons
slightly affects the CeO2 structure, and only relatively large
values of Up are able to reduce the a0 by a few hundredths
of Å.

Let us now analyze the effect of the Up parameter on the
band gaps of CeO2, a well-know issue as GGA approaches
tend to underestimate the band gaps. In Figure 2, the DOS
for CeO2 is depicted together with the gaps labeling, whose

FIG. 1. Dependency of the CeO2 lattice parameter, a0, on the Uf and Up

values.

evolution against the U values is plotted in Figure 3. Starting
with the 2p-4f gap, one can see that for a given Uf

, increasing
Up also increases the gap. For the set (5+5) the gap is 2.3 eV,
still below the experimental value that is in the 2.6–3.9 eV
range.40 The behavior observed for the 2p-5d gap is essen-
tially the same, as it rises when the value of Up increases. For
the couple (5+5) this band gap amounts to 5.4 eV, once again
smaller than the experimental value of 6–8 eV.40, 41

Although the above discussion seems to suggest that the
larger the Up value, the shorter the lattice constant of CeO2,
the larger the band gaps, and consequently the better the
agreement, one can wonder whether such high values are
not penalizing the description of other properties that we can
look at, namely its formation and reduction energies, as well
as the cell parameters of Ce2O3. To this aim, we have first

TABLE I. Calculated and experimental lattice parameters (in Å) for CeO2

and Ce2O3.

CeO2

Ce2O3

GGA+(Uf+Up) a0 a0 c0 References

(3+0) 5.48 3.92 6.08 This work
(5+0) 5.49 3.93 6.08
(3+5) 5.46 3.91 6.08
(5+5) 5.47 3.90 6.05
(5+6) 5.47 3.90 6.06
(5+12) 5.45 3.88 6.01
(7+7) 5.48 3.91 6.04
(4.5+0) 5.48 3.92 6.08 [12]
PBE(4.5+0) 3.87 5.93 [14]
HSE 5.41 3.87 6.06 [13]
PBE0 5.39 3.87 6.07 [13]

5.40 3.86 6.04 [18]
B1-WC 5.38 3.84 5.93 [18]
Experiment 5.41 3.89 6.06 [23 and 24]
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FIG. 2. Total density of states (DOS) for CeO2 with the definition of the
band gaps. Obtained with the (5+5) set.

FIG. 3. Dependency of the CeO2 band gaps on the Uf and Up values.

TABLE II. Energy (eV) of CeO2 formation and its reduction: CeO2 →
Ce2O3 + 1/2 O2.

Method –Eform Ered References

(5+0) 9.79 4.83 This work
(3+5) 10.09 3.03
5+5 9.04 4.01
5+6 8.88 3.94
5+12 7.84 3.46
PBE+U 2.29 [13]
PBE0 11.15 3.14–3.66 [13 and 18]
Experiment 10.44 3.99 [42]

estimated these energies for a series of Uf and Up figures as
reported in Table II. As can be seen, compared to the experi-
mental formation energy of −10.44 eV,42 the theoretical esti-
mates agree reasonably well, although they are quite sensitive
to the U parameters. At first glance, the (3+5) set would be the
choice, however, taking in to account the reduction energies,
the (5+5) and (5+6) pairs seem to be more adequate. It is
worth to note that in contrast with the behavior observed with
gaps and lattice parameters, increasing Up beyond 5–6 eV de-
creases these energies, the description getting worse. We can
now analyze how the variation of U parameters affects the lat-
tice constants of the sesquioxide Ce2O3. The trends observed
are similar to those found in CeO2, thus for a given Up (for in-
stance Up = 0) increasing values of Uf lead to larger a0, with
c0 practically unchanged. In contrast, for a given Uf, increas-
ing Up decreases a0. For instance, going from (3+0) to (3+5)
decrease a0 from 3.92 to 3.91 Å. Also, on going from (5+5) to
(5+12) a0 decreases from 3.90 to 3.88 Å, and c0 from 6.05 to
6.01 Å. Compared to the experimental values 3.89 and
6.06 Å, it appears that the couples (5+5) and (5+6) perform
reasonably well.

A further question that might be examined concerns the
oxygen vacancy formation energy, an issue that has deserved
considerable theoretical work,43 and that, besides the theoret-
ical approach itself, needs to deal with the defect concentra-
tion. To this aim, we used a larger cell consisting of 32 CeO2

units, and in this case the Brillouin zone was integrated over
a 2 × 2 × 2 grid of special k-points. Using the (5+5) cou-
ple, the calculations were done in two steps: in the first one,
the four Ce atoms around the vacancy were kept to be sym-
metrically equivalent obtaining a vacancy formation energy of
3.05 eV. This delocalized structure was then allowed to relax
leading to a more stable configuration in which two Ce atoms
neighboring the hole were bearing one 4f electron each. This
localized structure was found to be more stable, the vacancy
formation energy being 2.64 eV, significantly lower than that
estimated by Nolan et al.,44 3.39 eV, using the same functional
(PW91) and also the same supercell (Ce32O64), with a Uf of
5 eV. It appears then that the use of the Up parameter in this
case decreases this energy by a 20%. Our value is also close
to that recently reported by Kehoe et al.,45 2.23 eV, using a
very similar theoretical setup. It should be noted that them all
are underestimated when compared with experimentally de-
termined formation energies (3.94–4.98 eV)46 as previously
reported.47 On the other hand, the spin electron density for
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FIG. 4. Electron spin density of bulk CeO2 after removing an oxygen atom
showing the formation of two CeIII centers localized around the vacancy.

this localized structure is shown in Figure 4. The structure
around the hole appears to be slightly distorted, with CeIII–O
bond distances of 2.42 Å, i.e., larger that the non-defective
bond distance (2.36 Å).

In summary, the present work shows that, within the
DFT+U formalism, adding a Hubbard-like parameter not
only to the cerium 4f electrons but also to the oxygen 2p elec-
trons leads to a moderately improved description of some crit-
ical aspects that concern structure, electronic properties, and
thermochemistry of both CeO2 and Ce2O3.
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