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Abstract

In this paper we study the evolution of multiple fluids with different constant densities
in porous media. This physical scenario is known as the Muskat and the (multi-phase)
Hele-Shaw problems. In this context we prove that the fluids do not develop squirt
singularities.

1 Introduction

We consider the dynamics of the two interphases between three incompressible and immiscible
fluids in a porous medium without surface tension. The free boundaries are prescribed by the
jump of densities between the fluids. Although the present paper is devoted to the evolution
of two interphases in R

3, the same approach can be performed when additional phases are
considered in R

2 or R
3. The governing equations for the 2D incompressible porous media are

identical with those modeling the dynamics in a Hele-Shaw cell (see [17]).
The precise formulation of this problem is as follows [1]: the scalar density ρ = ρ(x, t)

of the fluid is convected by the incompressible velocity flow u = (u1(x, t), u2(x, t), u3(x, t))
which satisfies Darcy’s law i.e.

ρt + u · ∇ρ = 0 (Conservation of mass)
∇ · u = 0 (Incompressibility)

u = −∇p − (0, 0, ρ) (Darcy’s law)
(1)

where the scalar p = p(x, t) is the pressure and the acceleration due to gravity is taken equal
to one to simplify the notation.

Darcy’s law yields the velocity in terms of the density by means of singular integral
operators as follows:

u(x, t) = PV

∫

R3

K(x − y) ρ(y, t)dy − 2

3
(0, 0, ρ(x)) , x ∈ R

3, (2)

where the kernel K is given by

K(x) =
1

4π

(
3
x1x3

|x|5 , 3
x2x3

|x|5 ,
2x2

3 − x2
1 − x2

2

|x|5
)

.

1

http://arxiv.org/abs/0911.4109v1


The integral operator is defined in the Fourier side by

û(ξ) = (
ξ1ξ3

|ξ|2 ,
ξ2ξ3

|ξ|2 ,−ξ2
1 + ξ2

2

|ξ|2 )ρ̂(ξ)

that shows that the velocity and the density are at the same level in terms of regularity.
The fluid is characterized by three different constant values of density ρ1 < ρ2 < ρ3

ρ(x1, x2, x3, t) =





ρ1 in Ω1 = {x3 > f(x1, x2, t)},
ρ2 in Ω2 = {f(x1, x2, t) > x3 > g(x1, x2, t)},
ρ3 in Ω3 = {g(x1, x2, t) > x3},

where f(x1, x2, t) > g(x1, x2, t). The moving surfaces

Sf (x1, x2, t) = {(x1, x2, x3) ∈ R
3 : x3 = f(x1, x2, t)}

Sg(x1, x2, t) = {(x1, x2, x3) ∈ R
3 : x3 = g(x1, x2, t)}

have the property (see below in section 2) that they can be parameterized as a graph for all
time. Since the flow is incompressible the velocity of each interphase is continuous in the
normal direction to the moving surface. Moreover, from the formulation it implies that the
pressures are equal across the surfaces. The system is highly non-local in the sense that the
equation for the moving surfaces involves singular integral operators and they are coupled
together. Within the formulation we can recover the dynamics of a single interphase by
taking ρ1 = ρ2 or ρ2 = ρ3, which has been shown to be well-possed in the stable scenario
with a maximum principle (see [7] and [8]). This case is known as the Muskat problem [16]
(in 2D is also known as the two-phase Hele-Shaw) which has been broadly studied in [4], [11],
[10], [18], [7], [8] and reference therein.

The aim of this paper is first to show that for multiple interphases, in the stable case
(ρ1 < ρ2 < ρ3 ), the system is well possed in a chain of Sobolev spaces. In the unstable case
(ρ1 > ρ2 or ρ2 > ρ3 ) there is Rayleigh-Taylor instability [7] and the system is ill-possed.
Secondly we rule out a squirt singularity in the three phase system, i.e. that both interphases
can not collapse in such a way that a positive volume of fluid between the interphases it gets
ejected in finite time. Lets assume that both surfaces collapse at time T in a domain D such
that

lim
t→T−

[f(x1, x2, t) − g(x1, x2, t)] = 0 for (x1 − x̃1)
2 + (x2 − x̃2)

2 < a2

where the constant a > 0 and the point x̃ = (x̃1, x̃2, x̃3) ∈ D are fixed. Consider the domain
Ω(t) denoted by

Ω(t) = {(x1, x2, x3) : (x1 − x̃1)
2 + (x2 − x̃2)

2 ≤ (R(t))2, g(x1, x2, t) ≤ x3 ≤ f(x1, x2, t)}

with 0 < R(t) < a and a section of its boundary given by

S(t) = {(x1, x2, x3) : (x1 − x̃1)
2 + (x2 − x̃2)

2 = (R(t))2, g(x1, x2, t) ≤ x3 ≤ f(x1, x2, t)}.

Then by using the divergence free vector field u it follows that

d

dt
Vol Ω(t) =

∫

S(t)
[R′(t) − u · ν] d (Area)
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where ν is the unit normal to S(t). If the integral
∫ T
0 |u|L∞dt is bounded then we can choose

a time t0 ∈ [0, T ) and take

R(t) =
1

2
a −

∫ T

t
|u|L∞ dτ for t0 ≤ t < T

such that 0 < R(t) < a for all t ∈ [t0, T ). Consequently d
dt Vol Ω(t) ≥ 0 for all t ∈ [t0, T )

which prevents a collapse (squirt singularity) forming in between the moving surfaces (for
more details see [5]). For a general n-dimensional definition of a squirt singularity see [6].
Therefore, the third part of the paper is devoted to show a bound of the velocity of the fluid in
terms of C1,γ norms (0 < γ < 1) of the free boundary. The estimate is based on the property
that in the principal value (2) the mean of the kernels K are zero on hemispheres. This extra
cancellation was used by Bertozzi and Constantin [2] for the vortex patch problem of the 2D
Euler equation to prove no formation of singularities. For this system the convected vorticity
takes constant values in disjoint domains and is related with the incompressible velocity by
the Biot-Savart law (see [14] for more details). Let us point out that the system we are
dealing with is a more singular one. Also, we quote the work [15] of Mateu, Orobitg and
Verdera where this cancelation was used in quasiconformal mappings theory.

Finally we would like to emphasize how the character of the kernels becomes crucial here
since for analogous active scalar models we can not obtain this result. For the 2D surface
quasi-geostrophic equation (SQG) [3] the kernels are odd (Riesz transforms) and for the
patch problem [12] the velocity is not in L∞, it is in BMO (see [19] to get the definition and
properties of the BMO space). Furthermore in the case of regular initial data for SQG and
the system (1) the problem is also open [9].

The structure of the article is as follows. In section 2 we derived the equations of both
interphases that are coupled together and in section 3 we show that the system is well-possed
in Sobolev spaces. Finally, in section 4, we give a proof of boundedness of the velocity in
terms of the smoothness of the interphases.

2 The evolution equation of the moving surfaces

The goal is to obtain the dynamics of a fluid that takes three different constant values of
density ρ1, ρ2 and ρ3 as follows

ρ(x1, x2, x3, t) =





ρ1 in {x3 > f(x, t)},
ρ2 in {f(x, t) > x3 > g(x, t)},
ρ3 in {g(x, t) > x3},

(3)

with f(x, t) > g(x, t) for all x = (x1, x2) ∈ R
2. Hence

∇ρ = (ρ2 − ρ1)(∂x1
f, ∂x2

f,−1)δ(x3 − f(x, t)) + (ρ3 − ρ2)(∂x1
g, ∂x2

g,−1)δ(x3 − g(x, t)),

where δ is the Dirac distribution defined by

< hδ, η >=

∫

R2

h(x)η(x, f(x, t))dx,
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for η(x1, x2, x3) a test function.
For a divergence free velocity field, Darcy’s law provides

u = (∂x1
∆−1∂x3

ρ, ∂x2
∆−1∂x3

ρ,−∂x1
∆−1∂x1

ρ − ∂x2
∆−1∂x2

ρ), (4)

and therefore

u(x1, x2, x3, t) = − ρ2 − ρ1

4π
PV

∫

R2

(y1, y2,∇f(x − y, t) · y)

[|y|2 + (x3 − f(x − y, t))2]3/2
dy

− ρ2 − ρ1

4π
PV

∫

R2

(y1, y2,∇g(x − y, t) · y)

[|y|2 + (x3 − g(x − y, t))2]3/2
dy,

(5)

for f(x, t) 6= x3 6= g(x, t). Taking x3 → f(x, t) yields

u(x, f(x, t), t) = − ρ2 − ρ1

4π
PV

∫

R2

(y1, y2,∇f(x − y, t) · y)

[|y|2 + (f(x, t) − f(x − y, t))2]3/2
dy

− ρ3 − ρ2

4π
PV

∫

R2

(y1, y2,∇g(x − y, t) · y)

[|y|2 + (f(x, t) − g(x − y, t))2]3/2
dy,

without considering tangential terms. In any case the evolution of the surfaces are given by
the normal velocity, the tangential terms are related with the parameterization of the free
boundary [13]. Consequently

(x, f(x, t))t · (−∂x1
f,−∂x2

f, 1) = u(x, f(x, t), t) · (−∂x1
f,−∂x2

f, 1),

and therefore

ft(x, t) =
ρ2 − ρ1

4π
PV

∫

R2

(∇f(x, t) −∇f(x − y, t)) · y)

[|y|2 + (f(x, t) − f(x − y, t))2]3/2
dy

+
ρ3 − ρ2

4π
PV

∫

R2

∇f(x, t) · y −∇g(x − y, t) · y
[|y|2 + (f(x, t) − g(x − y, t))2]3/2

dy.

(6)

In a similar way we obtain

gt(x, t) =
ρ3 − ρ2

4π
PV

∫

R2

(∇g(x, t) −∇g(x − y, t)) · y)

[|y|2 + (g(x, t) − g(x − y, t))2]3/2
dy

+
ρ2 − ρ1

4π
PV

∫

R2

∇g(x, t) · y −∇f(x − y, t) · y
[|y|2 + (g(x, t) − f(x − y, t))2]3/2

dy.

(7)

This coupled system describes the evolution of the moving boundaries Sf (x, t) and Sg(x, t).

3 Well-posedness in the stable scenario ρ1 < ρ2 < ρ3

Let us define the function d(f, g)(x, y, t) by the formula

d(f, g)(x, y, t) =
1

[|y|2 + (f(x, t) − g(x − y, t))2]1/2
∀x, y ∈ R

2,

which measure the distance between the contours f and g. Therefore we consider f(x, t)
approaching the value C∞ as |x| → ∞ to avoid that the surfaces collapse at infinity.

The section is devoted to prove the following theorem:
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Theorem 3.1 Let f0(x) − C∞, g0(x) ∈ Hk(R2) for k ≥ 4, d(f0, g0) ∈ L∞ and ρ3 > ρ2 > ρ1.

Then there exists a time T > 0 so that there is a unique solution to (6) and (7) given by

(f(x, t), g(x, t)) where f(x, t)−C∞, g(x, t) ∈ C1([0, T ];Hk(R2)), f(x, 0) = f0(x) and g(x, 0) =
g0(x).

Proof: We shall show that the following estimate holds

d

dt
E(t) ≤ C(E(t) + 1)p (8)

for universal constants (C,p) and the function E(t) defined by

E(t) = ‖f − C∞‖Hk(t) + ‖g‖Hk (t) + ‖d(f, g)‖L∞(t).

Applying standard energy estimates argument permit us to conclude local existence. This
is based on introducing a regularized version of the system (6) and (7) that allows to take
limits satisfying uniformly the a priori bound (8).

To simplify the exposition we shall consider ρ2 − ρ1 = ρ3 − ρ2 = 4π and k = 4, being
the rest of the cases analogous. Some of the terms can be estimated exactly as in [7] and
therefore we shall show below how to deal with the different ones.

We have

1

2

d

dt
‖f − C∞‖2

L2(t) =

∫

R2

(f(x) − C∞)PV

∫

R2

(∇f(x) −∇f(x − y)) · y
[|y|2 + (f(x) − f(x − y))2]3/2

dydx

+

∫

R2

(f(x) − C∞)∇f(x) · PV

∫

R2

y

[|y|2 + (f(x) − g(x − y))2]3/2

−
∫

R2

(f(x) − C∞)PV

∫

R2

∇g(x − y) · y
[|y|2 + (f(x) − g(x − y))2]3/2

= I1 + I2 + I3.

For I1 we decompose further: I1 = J1 + J2 + J3 where

J1 =

∫

|y|<1

∫

R2

(f(x) − C∞)
(∇f(x) −∇f(x − y)) · y

[|y|2 + (f(x) − f(x − y))2]3/2
dydx,

J2 =

∫

|y|>1
(f(x) − C∞)PV

∫

|y|>1

∇f(x) · y
[|y|2 + (f(x) − f(x − y))2]3/2

dydx

and

J3 = −
∫

y|>1
(f(x) − C∞)PV

∫

|y|>1

∇f(x − y) · y
[|y|2 + (f(x) − f(x − y))2]3/2

dydx.

Since

∂xi
f(x) − ∂xi

f(x − y) =

∫ 1

0
∇∂xi

f(x + (s − 1)y) · y ds,
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we get

J1 ≤
∫ 1

0
ds

∫

|y|<1
|y|−1

∫

R2

|f(x) − C∞||∇2f(x + (s − 1)y)|
[1 + ((f(x) − f(x − y))2|y|−2]3/2

dxdy ≤ C‖f − C∞‖L2‖∇f‖H1 .

In the term J2 integration by parts yields

J2 =
3

2

∫

|y|>1

∫

R2

|f(x) − C∞|2 (f(x) − f(x − y))(∇f(x) −∇f(x − y)) · y
[|y|2 + ((f(x) − f(x − y))2]5/2

dxdy

≤ 3

2

∫

|y|>1
|y|−3

∫

R2

|f(x) − C∞|2 |f(x) − f(x − y)||y|−1(|∇f(x)| + |∇f(x − y)|)
[1 + ((f(x) − f(x − y))2|y|−2]5/2

dxdy

≤ C‖f − C∞‖2
L2‖∇f‖2

L∞ ≤ C‖f − C∞‖2
L2‖∇f‖2

H2 .

In a similar way for J3 we have

J3 =

∫

|y|>1

∫

R2

(f(x) − C∞)(f(x − y) − C∞)
2|y|2 − (f(x) − f(x − y))2

[|y|2 + (f(x) − f(x − y))2]5/2
dxdy

+ 3

∫

|y|>1

∫

R2

(f(x) − C∞)(f(x − y) − C∞)
(f(x) − f(x − y))∇f(x − y) · y
[|y|2 + (f(x) − f(x − y))2]5/2

dxdy

−
∫

|y|=1

∫

R2

(f(x) − C∞)(f(x − y) − C∞)
|y|2

[|y|2 + (f(x) − f(x − y))2]3/2
dxdσ(y)

≤ C(‖∇f‖L∞ + 1)‖f − C∞‖2
L2 .

The term I2 is estimated as follows

I2 =
3

2

∫

R2

∫

R2

(f(x) − C∞)2
(f(x) − g(x − y))(∇f(x) −∇g(x − y)) · y

[|y|2 + (f(x) − g(x − y))2]5/2
dxdy

= 3

∫

|y|>1

∫

R2

dxdy + 3

∫

|y|<1

∫

R2

dxdy

I2 ≤ 3

2

∫

|y|>1
|y|−3

∫

R2

|f(x) − C∞|2(|∇f(x)| + |∇g(x − y)|)dxdy

+
3

2

∫

|y|<1

∫

R2

|f(x) − C∞|2(|∇f(x)| + |∇g(x − y)|)(d(f, g)(x, y))3dxdy

≤ C‖f − C∞‖2
L2(‖∇f‖L∞ + ‖∇g‖L∞)(‖d(f, g)‖3

L∞ + 1)

For I3 we write

I3 =

∫

R2

∫

R2

(f(x) − C∞)g(x − y)
2|y|2 − (f(x) − g(x − y))2

[|y|2 + (f(x) − g(x − y))2]5/2
dxdy

+

∫

R2

∫

R2

(f(x) − C∞)g(x − y)
3(f(x) − g(x − y))(∇f(x) −∇g(x − y)) · y

[|y|2 + (f(x) − g(x − y))2]5/2
dxdy

6



and proceeding as before we find

I3 ≤ C‖f − C∞‖L2‖g‖L2(‖∇f‖L∞ + ‖∇g‖L∞ + 1)(‖d(f, g)‖3
L∞ + 1).

Thus Sobolev inequalities yields

d

dt
‖f − C∞‖2

L2(t) ≤ C(E(t) + 1)p+1. (9)

The analogous estimate for g is

d

dt
‖g‖2

L2(t) ≤ C(E(t) + 1)p+1. (10)

To estimate the higher order derivative, we consider the quantity

1

2

d

dt
‖∂4

x1
f‖2

L2(t) = I4 + I5 + I6,

where

I4 =

∫

R2

∂4
x1

f(x)∂4
x1

(
PV

∫

R2

(∇f(x) −∇f(x − y)) · y
[|y|2 + (f(x) − f(x − y))2]3/2

dy
)
dx,

I5 =

∫

R2

∂4
x1

f(x)∂4
x1

(
PV

∫

R2

∇f(x) · y
[|y|2 + (f(x) − g(x − y))2]3/2

dy
)
dx

and

I6 = −
∫

R2

∂4
x1

f(x)∂4
x1

(
PV

∫

R2

∇g(x − y) · y
[|y|2 + (f(x, t) − g(x − y, t))2]3/2

dy
)
dx.

The estimates for I4 are obtained in [7].
We split I5 and consider the most singular terms which are

J4 =

∫

R2

∂4
x1

f(x)∇∂4
x1

f(x) · PV

∫

R2

y

[|y|2 + (f(x) − g(x − y))2]3/2
dydx,

J5 = −3

∫

R2

∂4
x1

f(x)

∫

R2

∇f(x) · y(f(x) − g(x − y))(∂4
x1

f(x) − ∂4
x1

g(x − y))

[|y|2 + (f(x) − g(x − y))2]5/2
dydx,

and

J6 = C

∫

R2

∂4
x1

f(x)

∫

R2

∇f(x) · y(f(x) − g(x − y))4(∂x1
f(x) − ∂x1

g(x − y))4

[|y|2 + (f(x) − g(x − y))2]11/2
dydx.

For integral J4 we find that

J4 =
3

2

∫

R2

∫

R2

|∂4
x1

f(x)|2 (f(x) − g(x − y))(∇f(x) −∇g(x − y)) · y
[|y|2 + (f(x) − g(x − y))2]5/2

dxdy

≤ C‖∂4
x1

f‖2
L2(‖∇f‖L∞ + ‖∇g‖L∞)(‖d(f, g)‖3

L∞ + 1).

7



For J5 it follows

J5 =

∫

|y|>1
|y|−3

∫

R2

|∂4
x1

f(x)||∇f(x)|(|∂4
x1

f(x)| + |∂4
x1

g(x − y)|)dxdy

+

∫

|y|<1

∫

R2

|∂4
x1

f(x)||∇f(x)|(|∂4
x1

f(x)| + |∂4
x1

g(x − y)|)(d(f, g)(x, y))3dxdy

≤ C‖∂4
x1

f‖L2‖∇f‖L∞(‖∂4
x1

f‖L2 + ‖∂4
x1

g‖L2)(‖d(f, g)‖3
L∞ + 1).

Similarly we obtain

J6 = C

∫

|y|>1
|y|−6

∫

R2

|∂4
x1

f(x)||∇f(x)|(|∂x1
f(x)| + |∂x1

g(x − y)|)4dxdy

+ C

∫

|y|<1

∫

R2

|∂4
x1

f(x)||∇f(x)|(|∂x1
f(x)| + |∂x1

g(x − y)|)4(d(f, g)(x, y))6dxdy

≤ C‖∂4
x1

f‖L2‖∇f‖L2(‖∂x1
f‖L∞ + ‖∂x1

g‖L∞)4(‖d(f, g)‖6
L∞ + 1)

and finally

d

dt
‖∂4

x1
f‖2

L2(t) ≤ C(E(t) + 1)p+1.

Analogously we get

d

dt
‖∂4

x2
f‖2

L2(t) ≤ C(E(t) + 1)p+1,

and therefore using (9) it follows

d

dt
‖f − C∞‖2

H4(t) ≤ C(E(t) + 1)p+1. (11)

In order to estimate the H4 norm of g we proceed as for the surface f to obtain

d

dt
‖g‖2

H4(t) ≤ C(E(t) + 1)p+1. (12)

Next, we analyze the evolution of the distance between the surfaces. For the quantity
d(f, g)(x, y) we have

d

dt
d(f, g)(x, y, t) = −(f(x) − g(x − y, t))(ft(x) − gt(x − y))

[|y|2 + (f(x) − g(x − y))2]3/2

≤ (d(f, g)(x, y, t))2(‖ft‖L∞(t) + ‖gt‖L∞(t)).

(13)

We now estimate ‖ft‖L∞(t), being equivalent to control ‖gt‖L∞(t). We consider for ft(x, t)
the following splitting:

I7 = PV

∫

R2

(∇f(x, t) −∇f(x − y, t)) · y
[|y|2 + (f(x, t) − f(x − y, t))2]3/2

dy,

8



I8 = PV

∫

R2

∇f(x, t) · y
[|y|2 + (f(x, t) − g(x − y, t))2]3/2

dy,

I9 = −PV

∫

R2

∇g(x − y, t) · y
[|y|2 + (f(x, t) − g(x − y, t))2]3/2

dy.

Let us decompose further: I7 = J7 + J8 + J9 where

J7 =

∫

|y|<1

(∇f(x, t) −∇f(x − y, t)) · y
[|y|2 + (f(x, t) − f(x − y, t))2]3/2

dy,

J8 = ∇f(x, t) · PV

∫

|y|>1

y

[|y|2 + (f(x, t) − f(x − y, t))2]3/2
dy

and

J9 = −PV

∫

|y|>1

∇f(x − y, t) · y
[|y|2 + (f(x, t) − f(x − y, t))2]3/2

dy.

Hence

|J7| ≤ C

∫

|y|<1
|y|−1dy‖∇2f‖L∞ ≤ C‖∇2f‖L∞ .

We rewrite J8 as

J8 = ∇f(x, t) ·
∫

|y|>1

y

|y|3
1 − [1 + (f(x, t) − f(x − y, t))2|y|−2]3/2

[1 + (f(x, t) − f(x − y, t))2|y|−2]3/2
dy,

and considering the function Q(α) = [1 + α2]3/2, the mean value theorem gives

J8 = ∇f(x, t) ·
∫

|y|>1

y

|y|4
−3[1 + β2]1/2β|f(x) − f(x − y)|

[1 + (f(x, t) − f(x − y, t))2|y|−2]3/2
dy,

where 0 ≤ β ≤ |f(x) − f(x − y)||y|−1. Therefore

|J8| ≤ C‖∇f‖L∞‖f − C∞‖L∞ .

In a similar manner as for J3, integrations by parts in J9 yields

|J9| ≤ C(‖∇f‖L∞ + 1)‖f − C∞‖L∞ .

For I8 we split

I8 = PV

∫

|y|>1
dy +

∫

|y|<1
dy = K1 + K2.

We deal with K1 as we have done with J8 to get

|K1| ≤ ‖∇f‖L∞(‖f − C∞‖L∞ + C∞ + ‖g‖L∞).
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For K2 it is easy to obtain
|K2| ≤ ‖∇f‖L∞‖d(f, g)‖2

L∞ .

We control I9 as the term I3 and therefore

|I9| ≤ C‖g‖L∞(‖∇f‖L∞ + ‖∇g‖L∞ + 1)(‖d(f, g)‖3
L∞ + 1).

The above estimates together with (13) yields

d

dt
d(f, g)(x, y, t) ≤ d(f, g)(x, y, t)C(E(t) + 1)p,

and integrating in time

d(f, g)(x, y, t + h) ≤ d(f, g)(x, y, t) exp
( ∫ t+h

t
C(E(s) + 1)pds

)
,

for h > 0. Hence

‖d(f, g)‖L∞(t + h) ≤ ‖d(f, g)‖L∞ (t) exp
(∫ t+h

t
C(E(s) + 1)pds

)
.

The above estimate applied to the following limit:

d

dt
‖d(f, g)‖L∞(t) = lim

h→0+

‖d(f, g)‖L∞ (t + h) − ‖d(f, g)‖L∞(t)

h

allows us to get finally

d

dt
‖d(f, g)‖L∞(t) ≤ C(E(t) + 1)p. (14)

Combining estimates (11), (12) and (14) we conclude that (8) holds for universal constants
C and p.

For uniqueness we proceed as in [7] which leads to the desired result.

4 Bound for the fluid velocity: even kernels

In this section we prove the following lemma:

Lemma 4.1 Let f, g be solutions of the contour system (6) and (7). Then the velocity of

the fluid satisfies the following bound

‖u‖L∞ ≤ C
(
1 +

1

γ
+

1

γ
ln(1 + ‖∇f‖Cγ + ‖∇g‖Cγ )

+ ln(1 + ‖f − C∞‖L∞ + C∞ + ‖∇f‖L2 + ‖g‖L∞ + ‖∇g‖L2)
)
,

(15)

where 0 < γ < 1 and the constant C = C(ρ1, ρ2, ρ3) depends on ρ1, ρ2 and ρ3.
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Proof: We shall denote x ∈ R
2 and x = (x, x3) ∈ R

3. In order to acquire the above
inequality, we can split ρ as follows:

ρ = ρ1χΩ+(t) + ρ1χΩ1(t) + ρ2χΩ2(t) + (ρ3 − ρ2)χΩ3(t) + ρ3χΩ−(t)

where
Ω+(t) = {x3 > M}, Ω−(t) = {x3 < −M},

Ω1(t) = {M > x3 > f(x, t)}, Ω2(t) = {f(x, t) > x3 > −M}
and

Ω3(t) = {g(x, t) > x3 > −M}
for M = ‖f − C∞‖L∞(t) + C∞ + ‖g‖L∞(t) + 1.

From (4) we check that

(∂x3
∆−1∂x1

, ∂x3
∆−1∂x2

,−(∂x1
∆−1∂x1

+ ∂x2
∆−1∂x2

))(χΩ±(t)) = 0.

Thus the Fourier transform yields

u = T (ρ1χΩ1(t) + ρ2χΩ2(t) + (ρ3 − ρ2)χΩ3(t))

− 2

3
(0, 0, ρ1χΩ1(t) + ρ2χΩ2(t) + (ρ3 − ρ2)χΩ3(t)),

(16)

where

T (h)(x) =
1

4π
PV

∫

R3

K(x − y)h(y)dy, x ∈ R
3

and

K(x) =

(
3
x1x3

|x|5 , 3
x2x3

|x|5 ,
2x2

3 − x2
1 − x2

2

|x|5
)

.

Then we have to deal with

ρ1T (χΩ1(t)), ρ2T (χΩ2(t)) and (ρ3 − ρ2)T (χΩ3(t)).

We will consider T (χΩ1(t)) since the other terms are analogous. We proceed as in [2]. The
key point is that the kernels in T are even. Therefore in the principal value the mean
of the kernels are zero on a hemisphere. We consider the three different coordinates of
T (χΩ1(t)) = (T1, T2, T3). Then for a fixed x ∈ R

3 we have

T1(x) =
3

4π
PV

∫

Ω1(t)

(x1 − y1)(x3 − y3)

|x − y|5 dy.

We take a distance δ given by

δ =
1

3(1 + ‖∇f‖Cγ + ‖∇g‖Cγ )1/γ
.

Then if d(x,Ω1(t)) > δ we consider Ω1(t) = U1(t) ∪ U2(t) for

U1(t) = Ω1 ∩ {(x1 − y1)
2 + (x2 − y2)

2 ≤ L2},
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and
U2(t) = Ω1 ∩ {(x1 − y1)

2 + (x2 − y2)
2 ≥ L2},

where L = 2(1 + ‖f − C∞‖L∞ + C∞ + ‖∇f‖L2 + ‖g‖L∞ + ‖∇g‖L2).
The splitting T1 = I1 + I2 for

I1(x) =
3

4π
PV

∫

U1(t)

(x1 − y1)(x3 − y3)

|x − y|5 dy,

I2(x) =
3

4π
PV

∫

U2(t)

(x1 − y1)(x3 − y3)

|x − y|5 dy

gives

|I1(x)| ≤ C

∫ √
2L

δ
r−1dr ≤ C ln(

√
2L/δ).

We write I2 = limR→+∞ IR
2 such that

IR
2 =

3

4π

∫

U2
R(t)

∂y1
(
(x3 − y3)

|x − y|3 )dy,

where
U2

R(t) = Ω1 ∩ {L2 ≤ (x1 − y1)
2 + (x2 − y2)

2 ≤ R2}.
Then integration by parts gives

IR
2 =

3

4π

∫

∂U2
R(t)

(x3 − y3)

|x − y|3 n1dσ(y),

and therefore

IR
2 =

3

4π

∫

L<|x−y|<R

∂x1
f(y)(x3 − f(y))dy

(|x − y|2 + (x3 − f(y))2)3/2
− 3

4π

∫ 2π

0

∫ M

f(x+Ly′)

(x3 − y3)Ly′1dθdy3

(L2 + (x3 − y3)2)3/2

− 3

4π

∫ 2π

0

∫ M

f(x+Ry′)

(x3 − y3)Ry′1dθdy3

(R2 + (x3 − y3)2)3/2

for y′ = (cos θ, sin θ). By the Cauchy-Schwarz inequality we find easily that

|IR
2 | ≤ 3

4π

‖∂x1
f‖L2

L
+

3M

L
+

3M

R
.

We take now R to infinity to get |I2| ≤ C for C a universal constant.
If d(x,Ω1(t)) < δ we set T1 = J1 + J2 where

J1(x) =
3

4π
PV

∫

Ω1(t)∩Bδ(x)

(x1 − y1)(x3 − y3)

|x − y|5 dy

and

J2(x) =
3

4π
PV

∫

Ω1(t)∩Bc
δ
(x)

(x1 − y1)(x3 − y3)

|x − y|5 dy.
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For J1 one can proceed as in [2]. It is clear that J1(x) = 0 if d(x, ∂Ω1(t)) = d ≥ δ. Therefore
we take d < δ. We show the argument for the boundary of Ω1(t) given by x3 − f(x, t) = 0.
The planar section trivializes. Then we define the following set of directions

Sr(x) = {z ∈ R
3 : |z| = 1, x + rz ∈ Ω1(t), d ≤ r < δ}

Also, we pick the point a ∈ R
3 on the boundary, a3 − f(a, t) = 0, such that |a − x| = d. We

define the following hemisphere:

S+(x) = {z ∈ R
3 : |z| = 1, (−∇f(a, t), 1) · z ≥ 0}.

For the directions z in the symmetric difference

Dr(x) = (Sr(x) \ S+(x)) ∪ (S+(x) \ Sr(x)),

we define the angles ϕ(z) by

sin ϕ(z) =
(−∇f(a, t), 1) · z√
1 + |∇f(a, t)|2 |z|

.

It is easy to check that sin ϕ(z) > 0 gives x3 + rz3 − f(x + rz) < 0 and sin ϕ(z) < 0 gives
x3 + rz3 − f(x + rz) > 0. Therefore

| sin ϕ(z)| =
∣∣∣
(−∇f(a, t), 1) · (a − x)√

1 + |∇f(a, t)|2 r
+

(−∇f(a, t), 1) · (x + rz − a)√
1 + |∇f(a, t)|2 r

∣∣∣

≤ d

r
+

∣∣∣
(−∇f(a, t), 1) · (x + rz − a)√

1 + |∇f(a, t)|2 r
+

(a3 − f(a, t)) − (x3 + rz3 − f(x + rz, t))√
1 + |∇f(a, t)|2 r

∣∣∣

≤ d

r
+

|f(x + rz, t) − f(a, t) −∇f(a) · (x + rz − a)|
r

and finally

| sin ϕ(z)| ≤ d

r
+

‖∇f‖Cγ |x + rz − a|1+γ

r
≤ d

r
+

‖∇f‖Cγ (d + r)1+γ

r

≤ d

r
+ 2γ ‖∇f‖Cγ (d1+γ + r1+γ)

r
≤ d

r
+ 2γ d1+γ + r1+γ

δγr
≤ (1 + 2γ)

d

r
+

(2r

δ

)γ
.

The above estimate and the fact that
∫

S+(x)

(x1 − y1)(x3 − y3)

|x − y|5 dσ(y) = 0

yield for J1 the following bound

|J1(x)| ≤ 3

4π

∫ δ

d

∫ 2π

0

∫ π/2

−π/2
χ{ϕ(z): z∈Dr(x)}| cos ϕ|dϕdθ

dr

r
≤ 3π

2
(1 + 2γ(1 + 1/γ)).
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We write J2 = K1 + K2 where

K1(x) =
3

4π
PV

∫

U1(t)∩Bc
δ
(x)

(x1 − y1)(x3 − y3)

|x − y|5 dy,

and

K2(x) =
3

4π
PV

∫

U2(t)∩Bc
δ
(x)

(x1 − y1)(x3 − y3)

|x − y|5 dy.

Then one can deal as for I1 and I2 respectively to obtain the same estimates.
We write the second coordinate as follows

T2(x) =
3

4π
PV

∫

Ω1(t)
∂y2

(
(x3 − y3)

|x − y|3 )dy,

to get an analogous bounds.
For the third coordinate we have

T3(x) =
1

4π
PV

∫

Ω1(t)

2(x3 − y3)
2 − (x1 − y1)

2 − (x2 − y2)
2

|x − y|5 dy,

and we can proceed as before. But for the term IR
2 we have

IR
2 =

1

4π

∫

U2
R(t)

∂y3
(
(x3 − y3)

|x − y|3 )dy =
1

4π

∫

L<|x−y|<R

∫ M

f(y)
∂y3

(
(x3 − y3)

|x − y|3 )dy3dy

=
1

4π

∫

L<|x−y|<R
(P (

x3 − M

|x − y| ) − P (
x3 − f(y)

|x − y| ))
dy

|x − y|2 ,

where P (α) = α/(1 + α2)3/2. The mean value theorem yields

IR
2 =

1

4π

∫

L<|x−y|<R
P ′(α̃)

(f(y) − M)dy

|x − y|3

and using that |P ′(α)| ≤ 2 we find easily |IR
2 | ≤ 2M/L ≤ 1.
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