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The L(log L)€ endpoint estimate for maximal singular
integral operators

Tuomas Hytonen and Carlos Pérez

Abstract

We prove in this paper the following estimate for the maxiwratorT* associated to the
singular integral operatdr:

. 1
(T fllow) S p Ln [f(X)| ML(IogL)f(W)(X)dX’ w>0, 0<e<1.
This follows from the sharpP estimate

1y
IT* fllowy < P (5)1/p (L 1<p<oo,w>0, 0<6<1

LtogLyp-1s (W)’

As as a consequence we deduce that

T fllLie ) < [Wla, |09(e+[W]AW)f [flwdx
Rn

extending the endpoint results obtainedli®P] and [HP] to maximal singular integrals. Another
consequence is a quantitative two weight bump estimate.

1 Introduction and main results
Very recently, the so called Muckenhoupt-Wheeden conjedias been disproved by Reguera-Thiele

in [RT]. This conjecture claimed that there exists a constasich that for any functiorf and any
weightw (i.e., a nonnegative locally integrable function), theokdls

IH fll 20w scf [f]| MwdXx D)
R
whereH is the Hilbert transform. The failure of the conjecture wasvipusly obtained by M.C.

Reguera in IRg for a special model operatdr instead ofH. This conjecture was motivated by a
similar inequality by C. Féerman and E. SteirFHg for the Hardy-Littlewood maximal function:

||Mf||L1,m(W)SCf |f| Mw dx )
Rn
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The importance of this result stems from the fact that it waseatral piece in the approach by
Fefferman-Stein to derive the following vector-valued extensf the classicalP Hardy-Littlewood
maximal theorem: for every & p,q < oo, there is a finite constamt= c, 4 such that

H(Z:(ij)q)é . < CH(ZJ: |fj|q)%

i
This is a very deep theorem and has been used a lot in modemohiar analysis explaining the
central role of inequality2).

Inequality (L) was conjectured by B. Muckenhoupt and R. Wheeden during®se That this
conjecture was believed to be false was already mentionfdArwhere the best positive result in
this direction so far can be found, and whéfés replaced byMy og1)¢, i.€., @ maximal type operator
that is “e-logarithmically” bigger tharM:

®3)

Lp(RN)

[T f|||_1,oo(w) < Cg fRn || ML(Iog L)s(W)dX w> 0.

whereT is the Calderbn-Zygmund operafbr Until very recently the constant of the estimate did not
play any essential role except, perhaps, for the fact thdbvrs up. If we check the computations in
[P we find thatc, ~ e. It turns out that improving this constant would lead to ustending deep
guestions in the area. One of the main purposes of this papeimprove this result in several ways.
A first main direction is to improve the exponential blow ef?pby a linear blow up%. The second
improvement consists of replaciigby the maximal singular integral operatdér. The method in
[PZ cannot be used directly since the linearityToplayed a crucial role.

We refer to Sectior2.3 for the definition of the maximal functioMa = Ma(). We remark that
the operatoM ogL)- is pointwise smaller tham, = Myr, r > 1, which is anA; weight and for
which the result was known.

Theorem 1.1.Let T be a Calderbn-Zygmund operator with maximal singutéegral operator T.
Thenforany0 < e <1,

C
T ey < T [ 1900 Mooy dx w0 ()

If we formally optimize this inequality irr we derive to the following conjecture:

IT* fll o) < ch [T(X)] MLIogIogL(W)(X)dX w>0, felLI®R". (5)
Rn

To prove Theorerm..1 we need first arLP version of this result, which is fully sharp, at least in
the logarithmic case. The result will hold for gli € (1, ) but for proving Theoreni.1 we only
need it whenp is close to one.

There are two relevant properties properties that will bedusee Lemmd.2). The first one
establishes that for appropriadeand ally € (0, 1), we have Maf)” € A1 with constant [Maf)”]a,
independent oA and f. The second property is tha#l; is a bounded operator ob” (R") where
Ais the complementary Young function & The main example isA(t) = tP(1 + log® t)P~1+9,

p € (1, ), 6 € (0, ) since

1.4,
IMAllgw ey S P (5)MP
by (25).



Theorem 1.2.Letl < p< o and let A be a Young function, then
T Flicegy < or P IMAllge oy Il pqu ey W O ©
In the particular case &) = tP(1 + log™ t)P~1*¢ we have

# / 1 1
IT* fllLow) < CT P (5)1/p 1l w>0, 0<6<1

M\ (ogLyp-1+5 (W))

Another worthwhile example is given B (og1)p-1(0g logL)e-1+s iNstead ofM g ye-1+5 for which:

) R o
IT* fllLewy < CT P (5)1/IO 1F1lo¢ w>0, 0<6<1

M (1ogL)P~L(1og logL)P-1+0 (W))
There are some interesting consequences from Thetrgnthe first one is related to the one

weight theory. We first recall that the definition of tAg, constant considered iHP] and where

is shown it is the most suitable one. This definition was aally introduced by Fujii in F1] and

rediscovered later by Wilson inf1].

Definition 1.3.

[W]a, = sup M(WXQ) dx

(Q)

Observe thaty]a, > 1 by the Lebesgue ﬂerentlatlon theorem.

When specialized to weights € A, or w € A;, Theoreml.1 yields the following corollary.
It was formerly known for the linear singular integrl[HP], and this was used in the proof, which
proceeded via the adjoint @f, the novelty in the corollary below consists of dealing vilie maximal
singular integrall .

Corollary 1.4.
IT* fllL 10wy < lOg(e+ [W]a,) fRn|f| Mw dx @)

and hence
I g < [, ogle-+ la.) [ Ifiwalx ®)

The key result that we need is the following optimal revergédir’s inequality obtained irHP]
(see alsoHiPR for a better proof andi)MRO] for new characterizations of th&,, class of weights).

Theorem 1.5. Let we A, then there exists a dimensional constansuch that

(ngv”v)l/rw < 2)((;W

1
Tn[W] A

Proof of Corollary1.4. To apply @), we use log < t; fort > 1 anda > 0 to deduce that

where

1
ML(log L) (W) < o M 1+ea (W)

Hence, ifw € A,, we can choose such thatae = . Then, applying Theorerh.5

7 [W]
1 1 . 1
ZML(Iog Le(W) < ;(ET[W]AOO) Mpw (W) 5 Z[W] a.M(w)

and optimizing withe ~ 1/ log(e + [w]a.,) We obtain 7). O
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As a consequence of Theordmi we have, by using some variations of the ideas fr@R1]], the
following:

Corollary 1.6. Let u o be a pair of weights and let g (1, o). We also lets, 61, 62 € (0,1]. Then
(@) If

" 1 1/p
K=sgp||u ||Lp(|OgL)pl+5’Q(@Ladx) < oo, ©)

then 1 1
T (o)l < 5 K (5)1/ I (10)

(The boundedness in the cake 0O is false as shown inGP1].)

(b) As consequence, if
Up 1 1/p
K = sup|lu”P|| - (—fa‘dx)
Qp Leog > 1.Q \|Q] Jo

. w (11)
+sup(|Q|fudx) llo /plle,(logL)p,,l+52’Q<oo

then ) )
1/1\" 1/(1)\r
IT*(fo)llLey < K [ (6 ) S (—) ]IIfIILp(a)- (12)
1 2 \02

The first qualitative result as ilQ) was obtained inCPJ], Theorem 1.2 and its extension Theo-
rem4.1.

We remark that this result holds for any operafowhich satisfies estimate). We also remark
that this corollary improves the main results froBHV] (see alsoACM]) by providing very precise
guantitative estimates. We refer to these papers for lisidnformation about this problem.

We don’t know whether the factor;,% i = 1,2 can be removed or improved from the estimate
(12). Perhaps our method is not so precise to prove the congefditmulated in Sectioid. However,
it is clear from our arguments that these factors are duectapipearance of the facténn 4.

Acknowledgments

We would like to thank the anonymous referee for detailedroemts that improved the presentation.

2 Basic definitions and notation

2.1 Singular integrals

In this section we collect some notation and recall somesidabkresults.

By a Calderbon-Zygmund operator we mean a continuous liogarator
T:Cy(R") — O'(R") that extends to a bounded operatorl3(R"), and whose distributional kernel
K coincides away from the diagonak= yin R" x R" with a functionK satisfying the size estimate

KX y)I <

T x=yn



and the regularity condition: for sonze> 0,

Ix—27°
|X_ y|n+8

IK(X,y) = K(zy)| + [K(y. X) = K(y. 2| < C

’

whenever X - 7 < [x— V|, and so that

Ti = [ Koy 1)y

wheneverf € CJ’(R") andx ¢ supp(f).
Also we will denote byl * the associated maximal singular integral:

T*f(X) = sup

>0

[ ket dy{ feCoE)
ly—X>¢
More information can be found in many places as for instang&j or [Dug].

2.2 Orlicz spaces and normalized measures

We will also need some basic facts from the theory of Orliczcgis that we state without proof. We
refer to the book of Rao and ReRIR] for the proofs and more information on Orlicz spaces. Aeroth
interesting recent book is\2].

A Young function is a convex, increasing functién: [0, c0) — [0, o) with A(0) = 0, such that
A(t) —» oo ast — oo. Such a function is automatically continuous. From thesp@nrties it follows
thatA : [tg, o) — [0, o0) is a strictly increasing bijection, whetg = sugt € [0, =) : A(t) = 0}. Thus
A~L(t) is well-defined (single-valued) fdr> 0, but in general it may happen that(0) = [0, to] is
an interval.

The properties oA easily imply that for O< £ < 1 andt > 0

Alet) < e At). (13)

The A-norm of a functionf over a sek with finite measure is defined by
A1) < 1

where as usual we define the averagd of/er a cubeE, fE f= l—él fE fdx

In many situations the convexity does not play any role argich#ly the monotonicity is the
fundamental property. The convexity is used for proving théa g is @ norm which is often not
required.

We will use the fact that

Ifllae = Ifllaw).e = inf{a >0 :JE

Ifllag <1 ifand only if J(A(|f(x)|)dxs 1 (14)
E

Associated with each Young functi@X one can define a complementary function

A(s) = supst— At)} s> 0. (15)
t>0

ThenAis finite-valued if and only if linp, ., A(t)/t = sup.q A(t)/t = oo, which we henceforth assume;
otherwise,A(s) = oo for all s > sup. o A(t)/t. Also, Ais strictly increasing on [Go) if and only if
lim¢0 A(t)/t = infi.g A(t)/t = O; otherwiseA(s) = 0 for all s < infi.g A(t)/t.
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SuchA s also a Young function and has the property that
st< A(t) + A(S),  t,s>0. (16)

and also _
t<AYOA ) <2t,  t>0. (17)

The main property is the following generalized Holder'sguality

1
= f Ifgldx < 2| fllaelldllze- (18)
IEl Je

As we already mentioned, the following Young functions payain role in the theory:

At =tPL+log" )P, 6>0,p> 1.

2.3 General maximal functions andLP boundedness: precise versions of old results

Given a Young functiorA or more generally any positive functigk(t) we define the following max-
imal operator (P1],[P2)

Maw) f(X) = Maf(X) = suplflaq.
Qax

This operator satisfies the following distributional typéimate: there are finite dimensional constants
Cn, dn such that

l{x e R": M,f(x) > t}] < ¢y f

A(dn%) dx f>0,t>0 (19)
Rn

This follows from standard methods and we refer@/P, Remark A.3] for detalils.

A first consequence of this estimate is the followltfyestimate of the operator, which is nothing
more than a more precise version of one the main results fRifln A second application will be
used in the proof of Lemmé.2

Lemma 2.1. Let A be a Young function, then

IMallLr@eny) < Chap(A) (20)
whereap(A) is the following tail condition that plays a central role ihe sequel
< A(t) dt\"P
ap(A) = (f Q—) < 00. (21)
1 tPot

Examples of functions satisfying tH#&, condition areA(t) = t9, 1 < g < p. More interesting
examples are given by

tP

= —_— ~ -1 —(1+6
= Tilogroms AW~ tPlog®loglog) @) p>1,6>0.

At)

Often we need to consider instead of the functoim (21) the complementarﬂ
We also record a basic estimate between a Young functiontaderivative:

A(t) < tA'(t) (22)

which holds for anyt € (0, o) such thatA’(t) does exist.



There is the following useful alternative estimate 2@)(that will be used in the sequel. Although
variants of this lemma are well known in the literature (cCMP], Proposition 5.10), we would
like to stress the fact that we avoid the doubling conditiantiee Young functions8 and B, which
is important in view of the quantitative applications tolél: even if our typical Young functions
are actually doubling, we want to avoid the appearance df {fege) doubling constants in our
estimates.

Lemma 2.2. Let B a Young function. Then

IMBllg(Lr@n) < CnBp(B) (23)

~ t 1/p
ﬂp(B):(fsl)(B(t)) ())

Proof. We first prove that foa > 0

fB-l(a) T C fa 1(a>(B(t)) B0 9)

We discretize the integrals with a sequeage= ¥a, wheren > 1 and eventually we pass to the
limit n — 1. Then

where

~) dB(t) ) fB Y1) dB(t) ) fBl(akﬂ) o 1
= dB(t) = — (A1 — ).
L—l(a) tP kZ:; B-1(a) Z:: B-1(ay)P B-1(ag) B(t) kZ:; B—l(ak)P( +1 )

Similarly,

00 t\p = y B (ak1) L po—
fgl(a)(T) B0 = éfs‘l(ak) (|§(t)) 480

X BN agy) o [B@e) 0 —1(ak+1)
Zé(-B—(B_%TZL))) j%—l(ak) dB(t) = kZ:: (ak+1—ak),

where we used the fact thiai-> I§(t)/t is increasing, so its reciprocal is decreasing. Moreover,

B H(ak1) B~*(ay) B(a) an a1 1
a1 &1 B @)  ae1Bia) 7B Xa

OdBO) _ b 7 (L \Pyg
fs—l(a) T fE‘s—l(a)(B(t)) 9B

Since this is valid for any > 1, we obtain 24).
Now, lett; = max(3, tp), wheretg = maxt : B(t) = 0}. Using B(t)dt/t < dB(t) and applying 24)
witha=B(t1 +¢) >0

ap(B) = Iirrg)(foo ?d{)m’ < nr%(fm @)“p
ti+e e B~1(B(t1+€))

(24) 0 « 1/p
y—*rno( fB (B(ty+e)) ( B(t)) Bt )) ( jl;(l) ( B(t)) dB(t))
where in the last step we useti7f with t = B(t; + €) to conclude that
Bl +¢) _ B(t)

1 +e€ - 12}
sinceB(t)/t is increasing and, > 1. m]

and hence

B Y(B(t1 + €)) > > B(1),




In this paper we will consideB so thatB(t) = A(t) = tP(1 + log* )+, 5 > 0. Then, for

O0<o<1
A(t)

Al <2p=2  t>1

and

A(1) = —tPy = (t —tP —(p-1p "
Al = sup(t-17) = ( B o0 = (-1 7.

Thus, by the lemma

oo £ P e L (1\HP
Mallg o mnyy < G — | A'(t)dt <c =
IMAllgLe ) n (j;p—l)pp’ (A(t)) ® ] n P (5)

Similarly for the smaller functional:

B(t) = At) = tP(L + log* )P1(1 + log* (1 + log* 1))+ §> 0.

Then, using thatd'(t) < 3 p @ t> 1, when O< § < 1 and hence by the lemma

1/p
IMAllgLe gy < Cn P° (5)

2.4 The iteration lemma

We will need the following variation of the Rubio de Franclgaithm.

(25)

Lemma 2.3. Let 1 < s< oo andlet v be aweight. Then there exists a nhonnegative sualoline

operator R satisfying the following properties:
(@ h<R(h)
(B)  IRM)lILsw) < 2lNllLsy)
(c) RMhVYS e A; with
[R(VY9]p, < CS

Proof. We consider the operator
M(f v/S)

S(1) = =172

Since||M||s ~ S, we have
IS(F)llLsqvy < ST llLs)-

Now, define the Rubio de Francia operaipy

S 1 SKn)
RO = Zz— (ISlse)k

It is very simple to check tha satisfies the required properties.



2.5 Two weight maximal function
Our main new result is intimately related to a sharp two weggtimate forM.

Theorem 2.4. Given a pair of weights ,u- and p,1 < p < oo, suppose that

1/p
K = sup(IQI f u(y) dy) Hcrl/p'”)(’Q < co. (26)

where X is a Banach function space such that its correspgndssociate space’>6atisfies My :
LP(R") — LP(R™). Then

(IM(fo)llLey < KIIMxellgeny) Il FllLe(e) (27)
In particular if X = Lg with B(t) = tP (1 + log* t)P 1% § > 0, then by (25)

IMxllg(Lremy) = IMallsLrem) = (P)2(5 )1/ P

where the last is valid for¢§ < 1.

This result together with some improvements can be foun&ij. [

3 Dyadic theory

In this section we define an important class of dyadic moderatprs and recall a general result
by which norm inequalities for maximal singular integraleogtors can be reduced to these dyadic
operators. The result is due to Lernkef], and comes from his approach to prove fhetheorem
proved by the first authoH].

We say that a dyadic grid, denot&y is a collection of cubes iR" with the following properties:
1) eachQ € D satisfiedQ| = 2K for somek € Z;
2)if Q,Pe DthenQNP=2,P,orQ;
3) for eachk € Z, the familyDy = {Q € D : |Q| = 2'K} forms a partition ofR".

We say that a family of dyadic cubeésc D is sparseif for eachQ € S,

1
< §|Q|-
QeS
Q<Q
Given a sparse familyy, if we define
EQ:=Q\ ] Q.

QeS
Q<Q

then

1) the family{E(Q)}qes is pairwise disjoint
2)E(Q) c Q, and

3)1QI < 2IE(Q)I.

If S c Dis asparse family we define the sparse Calderon-Zygmuncimpeassociated 8§ as

TS§ _fodx Yo

As already mentioned the key idea is to “transplant” the iooious case to the discrete version
by means of the following theorem.



Theorem 3.1. Suppose that X is a quasi-Banach function spackband T is a Calderbn-Zygmund
operator. Then there exists a constat ¢

IT*ls < cr supliTSllg).-
ScD

For Banach function spaces (without ‘quasi-’), this theoiis due to LernerlleZ]. The stated
generalization was obtained independently by Lerner anzaida [LN] on the one hand, and by
Conde-Alonso and ReydJAR] on the other hand. As a matter of fact, the last two paperg onl
explicitly deal with the Calderbn—Zygmund operalorather than the maximal truncatidrii, but the
version above follows immediately from the same considamnaf say, by combining{LP, Theorem
2.1] and CAR, Theorem A].

We will not prove this theorem, we will simply mention that ayktool is the decomposition
formula for functions found previously by Lernekdl] using the median. The main idea of this
decomposition goes back to the work of Fuii] where the standard average is used instead.

4 Proof of Theorem1.2

4.1 Two lemmas

Following the notion of dyadic singular integral operatagmtioned in the section above we have the
following key Lemma.

Lemma 4.1. Letwe A.. Then for any sparse famil§y c D
1T fliiw < 8WIALIM fllay (28)
Proof. The left hand side equals fdr> 0
ZJ fdxw(Q < > inf MI@Qw(Q) < ) (J((M f)l/zdw)zw(Q).
QesVQ &5 29 Qes V@

By the Carleson embedding theorem, applied to (M f)¥/?, we have
2
Z (f g dW) w(Q) < 4KII9IIE2(W) = 4K[IM fl 1)
QeS Q

provided that the Carleson condition

D wW(Q < Kw(R) (29)
QeS
QcR
is satisfied. To prove2Q), we observe that
INCE %%m < 2, f MGaw() - 2E(Q) <2 [ M@0z < 20wl wR.
QcR QcR QcR

This proves 29) with K = 2[w]a_, and the lemma follows. m]
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Actually, in the applications we have in mind we just need forw € Aq C A, for some fixed
finite g.
The second lemma is an extension of the well known CoifmachBerg Lemma:

Ch

If ye(01) then M) eA with [M@)], <

Lemma 4.2. Let A be a Young function and u be a nonnegative function suthMau(x) < oo a.e.
For y € (0, 1), there is a dimensional constant such that

[(MpU)"]a, < ChcCy. (30)
A statement of this type is contained iGIIP], Proposition 5.32, but there it is suggested that the

bound may also depend on the Young functignwhile our version shows that it does not. This is
again important for the quantitative consequences.

Proof. We claim now that for each culig and eachu
§ Mo dx < cay i (31)
Q

By homogeneity we may assurfil, o = 1, and so, in particular, thaf, A(u(x)) dx < 1.
Now, the proof of 81) is based on the distributional estimai®), We split the integral at a level
A > by, yet to be chosen:

1 ™ dt
§ Maw@u dx= g [y lixe @ Matura)9 > 11 T

1Q f IR+ g [, 70 [ A

<A+ |_Q| ytyan L TA('U(X)') dXT

<X+ anbnyf 02t = 47 + aobn Y
; =

p oy

With A = ayb,,, we arrive at

by
§ MatweQo axs S

which is @1), in view of our normalization thaullag = 1.
We will use the following fact that can be also found @NIP]: for every Q

M, (Uxrm3Q)(X) = gug”u/\/R”\SQ”Ap XeQ (32)
D

where the constant in the directignis dimensional (actually3. (32) shows thatM,(f yrn\3q) is
essentially constant o@.
Finally sinceA is a Young, the triangle inequality combined witilf and @2) gives for every

yeQ,
J( M,u(x)” dx
Q

< 3”J€ o M, (Uy3Q)(X)” dx+ J{g M, (Uyrm30)(X)” dX
< Coyllull 5, +37( sup Iuxemsollap)”
’ D

< Cny MuU(y)”.
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This completes the proof of the lemma.
4.2 Proof of Theorem1.2
We have to prove
IT* fllLow) <1 P’ IMAllgLe ny) 11l o(Mawtroyp) w> 0.
and if we use the notatiof(t) = A(t'/P) this becomes
IT* fliLe) < 1 P IIMAllg(Le () Nl FllLe(ma, (w)-
By Theorem3.1everything is reduced to proving that
TS flleo < P IMAll gL oy 1 FlILoMA, W) ScD.
Now, by duality we will prove the equivalent estimate
TS WLy eyt S P IMAllge ey 1 FllLy -

because the adjoint @ (with respect to the Lebesgue measure) is itself.
The main claim is the following:

Lemma 4.3.
”TS(Q)”LD’(MAp(W)lfp/) <p ||M(g)|||_p’(|v|Ap(W)lfp/) ScD g=0.
Proof. Now
T5(g)
||TS(9)|||_p’(M WLp) = ‘
Ap MApW Lp/(MApW)

and by duality we have that for some nonnegativeith ||h|||_p(MApW) =1

N
’T © =f TS(g)hdx
L' (Magw) R

M /_\pW

Now, by Lemma2.3with s=p and v = Ma,w there exists an operat&such that

(A) h < R(h)

(B) IR ILemaw) < 2INlLoMa,w)

(C) [R()(Ma,W)/P]p, < cp.
Hence,

TS @l gape) < [ TS@ RN

(33)

(34)

Next we plan to replac&® by M by using Lemmat.1 To do this we to estimate th#g, constant oRh
for a fixedq > 1 (in fact,q = 3) using property (C) combining the following two facts. Timst one
is well known, is the easy part of the factorization theorédmwy, wo € A;, thenw = wl\/\é_p € Ap,

and
(WA, < [Wala, o]}

The second fact is Lemnma2
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Now if we choosey = 1 in Lemma4.2,

[RY(Mag)? (Ma,w) %) %],
[ROD(Ma, ) ?]a,[(Ma W) 13

e P [MAW?)213

[R)]a, < [R(0)],,

IA

IA

/

IA

ChP

by the lemma and sincAp(t) = AtYP).
Therefore, by Lemmad.1and by properties (A) and (B) together with Holder,

[ TS@nax < [ TS@RMdx< RMOIA [ M@RM X
M M
s p M_(g) IRAILo(Ma,w) = O P M_(g) .
AWl (M) AWl (M)
This proves claim34). ]

With (34), the proof of Theorem.2is reduced to showing that
||M(fW)|||_p’(MAp(W)1—p’) < cliMallge @) 1 fllLe wy)

for which we can apply the two weight theorem for the maxinoaldtion (Theoren2.4) to the couple
of weights Q\/IAp(w)l‘p',w) with exponentp’. We need then to comput@g): (We reproduce this
short calculation from@MP], Theorem 6.4, for completeness.)

q

1 S \MP _
(15, M ) ol = S ol = 1t ] = .
sinceAp(t) = A(tYP). Hence

IMUEW)IILe (May-7) < CIMAlgLe ) TFllLw )

concluding the proof of the theorem.

5 Proof of Theorem1.1

To prove the Theorem we follow the basic scheme a®# (see alsolLOP], [HP)).
Thanks to Theorer.1, it is enough to prove the following dyadic version:

Proposition 5.1. Let D be a dyadic grid and leS c D be a sparse family. Then, there is a universal
constant c independent 6§ andS such thatforany0 < e <1

c
TS fll o) < EfRn [T MLgogyc(W)(x)dx  w=0 (35)

Note that in order to deduce Theordmni from the Proposition above, we need the full strength
of Theorem3.1 with quasi-Banach function space, because the spha&eis not normable. It is
also possible to prove Theoreinl directly (without going through the dyadic model); this wasg
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original approach, since the quasi-Banach version of Téma8r1was not yet available at that point.
However, we now present a proof via the dyadic model, whicipfies the argument.
Recall that the sparse Calderon-Zygmund operatdris defined by,

TSf = ffdx-XQ.
2,0;

QeS

By homogeneity orf it would be enough to prove
WixeR": TSf(x) > 2} < Ef [T (X)| ML(log L)< (W)(X) dx
€ JRrn

We consider the the CZ decomposition fofvith respect to the gridD at leveld = 1. There is
family of pairwise disjoint cubefQ;} from O such that

1
1< — [fl < 2"
1Qjl Jo

Let Q=UJ;Qj and Q= U; 3Q; . The “good part” is defined by

9= fourg,() + f(¥ras(x).
j

and it satisfieggllL~ < 2" by construction. The “bad parth is b = > b; where bj(x) = (f(x) -
i
fQJ-)XQ. (X). Then,f = g+ b and we split the level set as
]
WXeRY:TSF(X) >2) < w(Q)+wWxe (QF°:TSh(X) > 1)
+ Wixe (Q°:TSg) > 1 =1 +11 +111.

As in [PZ, the most singular term il . We first deal with the easier termhisand |1, which
actually satisfy the better bound
I +11 < Cr ||f||L1(MW)'

The first is simply the classical Ferman-Stein inequality2].
To estimatd| = w{x € (Q)¢ : [TSb(x)| > 1} we argue as follows:

w{X € (ﬁ)c TSb(X)| > 1} < fRn\ﬁ ITSb(X)| w(X)dx < Z fRn\ﬁ |TS(bj)(x)|w(x)dx
i

S(h.
<3 Lo T @IIWOGx

We fix one of thesg and estimate noWS(b;)(X) for x ¢ 3Q;:

TO)9 =Y f by re®= >+ Y -
QeS Q QeS8,QcQ;  QeS,QoQ; Qe8.Q0Q;j
since x ¢ Q;. Now, this expression is equal to
1
> 5 ) (0= To)dy xol
QeS.QoQ; Qi

and this expresion is zero by the key cancellatiofaj(f(y) — fq,)dy = 0. Hencell =0, and we are
only left with the singular ternhll .

14



5.1 Estimate for part Il

We now consider the last terthl , the singular part. We apply Chebyschev’s inequality aed {B3)
with exponentp and functionalA, that will be chosen soon:

- =wixe (Q)°: TSg(x) > 1}
<|IT8

Olp (0
< (P IMA ey [ 107 M, ()
< (P IMA ey |10 M
using the boundedness @by 2" < 1, and denoting\n(t) = A(tY/P).

Now, we will make use of32) again: for an arbitrary Young functioB, a nonnegative function
w with Mgw(Xx) < oo a.e., and a cub®, we have

MB (¢ an aoW)(Y) ~ MB(xsn 3o W)(2) (36)

for eachy, z € Q with dimensional constants. Hence, combiniB§)(with the definition ofg we have

ngNAp(WX(ﬁ)C)dXSZj:fQj |f(x)|dxi81f Ma, (Wx g)c)

< fg (] Ma, () .

and of course
fgc 19IMa, (W (@)c) dX < fQC|f|Mprdx.
Combining these, we have
/\P p
I < (p) HMA—“.‘B(LP’(R")) fRd | fI Ma, (W)dx
We optimize this estimate by choosing an appropriateTo do this we apply now Lemm2a.2

and more particularly to the example considered2i),(namelyB is so thatB(t) = A(t) = tP(1 +
log" t)P~1*9 5 > 0. Then

SYEREN e 1\VP
||MAj|B(|_p’(Rn)) <Ch (fl (m) A (t) dt) < p(g) 0<d6<1

ThenAp(t) = A(tYP) < t(1 + log* t)P~1*9 and we have

A
11 s(p’)p(g) f|f|ML(IogL)p—1+¢s(W)(X)dX.
Rd

Now if we choosep such that
€
P- 1= E =0<1

then (lo’)"’(%)l"‘1 < % if e<1.
This concludes the proof 0o86), and hence of Theoref 1
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6 Proof of Corollary 1.6

We follow very closely the argument given i€P1J], the essential diierence is that we compute in a
more precise way the constants involved. We consider the set

Q={xeR": T*(fo)(x) > 1}

Then by homogeneity it is enough to prove
1 1 /
u@)YP < <K (S P il (37)

where we recall that

Y 1 1/p’
— p —
K - S(L;p”u HLP(Iog L)pl+5’Q(|Q| _I(;O—dx) < (38)

Now, by duality, there exists a non-negative functioa LP (R"), Il e gny = 1, such that

1
UM = I xalng = [ HPhax=wPH@) < 2 [ 1fIMLoguy (WP odx
Q R"

1 1/p , 1/p
< g (f |f|p0'dX) (f ML(|og|_)e(Ul/ph)p O'dX) s
n Rn

where we have used inequali§) from Theoreml.1and then Holder’s inequality. Therefore every-
thing is reduced to understanding a two weight estimaté/iQfogL):-

We need the following Lemma that can be found Ri][or in [CMP] Appendix A, Proposition
Al

Lemma 6.1. Given a Young function A, suppose f is a non-negative funstich that|f||s g tends
to zero as(Q) tends to infinity. Given & 2™, for each ke Z there exists a disjoint collection of
maximal dyadic cube{sQ‘J?} such that for each j,

k n .k
a <||f||AijsZa, (39)
and
{(xeR": Maf(x) > 4"a) ¢ U 3Q‘j<.
j
Further, let D, = |; Q'j‘ and E‘k = Q'j‘ \ (Q'j‘ N Dys1). Then the E‘E’s are pairwise disjoint for all j and
k and there exists a constamt> 1, depending only on a, such tHQ‘ﬂ < alE'j‘|.
Fix a functionh bounded with compact support. Fax> 2" for k € Z let
Q= {(x e R": 4"aK < Maf(x) < 4"a1).

Then by Lemmdb.1,
Q C U 3Q%,  where |[|fflyq >
- ]
j

We will use a generalization of Holder’s inequality due tiN&il [ O1]. (Also see Rao and Ren
[RR, p. 64].) We include a proof for the reader’s convenience.
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Lemma 6.2. Let A B and C be Young functions such that

B L(t)C1(t) < kA7L(t), t>0. (40)
Then for all functions f and g and all cubes Q,
Ifdllag < 2«Ifllg olldllc.o- (41)

Proof. The assumption4() says that ifA(X) = B(y) = C(2), thenyz < «x. Let us derive a more
applicable consequence:

Lety,z € [0, ), and assume without loss of generality (by symmetry) B(sj < C(2). Since
Young functions are onto, we can find/a> y andx € [0, ) such thatB(y’) = C(2) = A(X). Then
(40) tells us thatyz < y'z < kx. SinceAis increasing, it follows that

A(yfz) < A(x) = C(2) = max®B(y), C(2) < B(y) + C(2). (42)
Let thens > || f|lg andt > [|glic. Then, using42),

FA < Lol f cl®)<aen
fA5&= 2 A=

This proves thalf fgl|a < 2«st, and taking the infimum over admissitdeandt proves the claim. o

and hence

If A(t) = t(1+ log™t)?, the goal is to “break’M, in an optimal way, with function® andC so
that one of them, for instand®, has to beB(t) = t°(1 + log™ t)P~1*% coming from @8).
We can therefore estimatda using Lemmab.1as follows:

[ AP dx= 3 | sy x
<c ) a¥ ()
sczk] a¥ o(3Q4)
<CZ QP
<CZ con TRl Qk||h||"Qk,

by (41). Now sincefluP|lg o« < 3"u*P||5 30, we can apply condition3g), and since thE'j"s are
*] |
disjoint,

<c fadx PP EN
;[BQK J B3I e
SKp/Zf Mc(h)P dx

K VE
ng/f Mc(h)P dx

Rl"l

<KP ||Mc||;(Lp,(Rn))f h? dx
RN
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If we chooseC such thatMc is bounded oi.P (R"), namely it must satisfy the tail conditio@1). We
are left with choosing the appropriateé. Now, 1 < p < 0 andé > 0 are fixed from condition38)
bute > 0 is free and will be chosen appropriately close to 0. To beenpoecise we need to choose
O<e<d/pandlety =6 — pe. Then

Alt)yxr—
O~ Teg7 0
t1/p

~(1+ log* t)s+(P-1m/p
=B~ Ht)C ().

x tYP (1 + log™ t)(P-1+m/P

where
B(t) ~ t°(1 + log* t):*)P=1+7 = tP(1 4+ log* t)P~1+?

and
C(t) ~ tP (1 + log* t)~1- (P~

These manipulations follow essentially O'Ne®?] but we need to be careful with the constants.
It follows at once from Lemma.1that

1\U/p 1 4y
M e S (=) = (——)YP,
” CHB(LP(R ) (77) (5_ )

where we suppress the multiplicative dependencp. dtinally if we chooses = % we get the desired
result:

1 1 /
u(@Q)MP < S K (5)1/ P llLee) (43)

This completes the proof of part (a) of Corollgy
To prove part (b) we combine Lerner’s theor8m,

IT* fllry < cr SupliTS fllLew,
ScD

with the characterization of the two-weight inequalities TS from [LSU] by testing conditions: a
combination of their characterizations for weak and stneogn inequalities shows in particular that

ITS(lLr)-Lrey = ITS (L)oo + IITS(-U)IILp'(u)_,Lp'.oo(a)

Now, as it is mentioned after the statement of Corolla§y sinceT< satisfies estimatet) (see
(35)) we can apply the same argument as the just given to both anasrand since that estimate has
to be independent of the grid and we must take the two weigigteatK over all cubes, not just for
those from the specific grid. This concludes the proof of theltary.

7 Conjectures

A conjecture related to Corollard.6is as follows:

Conjecture 7.1. Let T*, p,u, o as above. Let X is a Banach function space so that its correfipg
associate space”atisfies My : LP (R") — LP'(R"). If

1 1/p
K = sup|lu*/P| (—fo-dx) < o, 44
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then

IT*(f)lleoy S KIIMx: llge @yl FllLe(e)- (45)

As a consequence, if Y is another Banach function space with M(R") — LP(R") and if

then

1/p 1/p
K = sup[lu"P]l,, (ifcrdx) +(ifudx) o™l o < o0, (46)
0 Q\IQl Ja QI Jo Q

IT*(f)liewy < K (IIMx llgw gy + 1My lleny ) 1l fliee) (47)

This is a generalization of the conjecture stateddRY/] which arises from the workGP1, CPJ.
We also refer to the recent papeks] TV] for further results in this direction.
If we could prove this, we would get as corollary:

Corollary 7.2.

T laeoqy < Wl Pl +[o13P) (48)

This last result itself is knowrHL] (see alsoHLP] for a more general case), but not as a corollary
of a general two-weight norm inequality.
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