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#### Abstract

Let $\nu$ be either $\omega \in \mathbb{C} \backslash\{0\}$ or $q \in \mathbb{C} \backslash\{0,1\}$, and let $D_{\nu}$ be the corresponding difference operator defined in the usual way either by $D_{\omega} p(x)=\frac{p(x+\omega)-p(x)}{\omega}$ or $D_{q} p(x)=\frac{p(q x)-p(x)}{(q-1) x}$. Let $\mathcal{U}$ and $\mathcal{V}$ be two moment regular linear functionals and let $\left\{P_{n}(x)\right\}_{n \geq 0}$ and $\left\{Q_{n}(x)\right\}_{n \geq 0}$ be their corresponding orthogonal polynomial sequences (OPS). We discuss an inverse problem in the theory of discrete orthogonal polynomials involving the two OPS $\left\{P_{n}(x)\right\}_{n \geq 0}$ and $\left\{Q_{n}(x)\right\}_{n \geq 0}$ assuming that their difference derivatives $D_{\nu}$ of higher orders $m$ and $k$ (resp.) are connected by a linear algebraic structure relation such as $$
\sum_{i=0}^{M} a_{i, n} D_{\nu}^{m} P_{n+m-i}(x)=\sum_{i=0}^{N} b_{i, n} D_{\nu}^{k} Q_{n+k-i}(x), \quad n \geq 0
$$ where $M, N, m, k \in \mathbb{N} \cup\{0\}, a_{M, n} \neq 0$ for $n \geq M, b_{N, n} \neq 0$ for $n \geq N$, and $a_{i, n}=b_{i, n}=0$ for $i>n$. Under certain conditions, we prove that $\mathcal{U}$ and $\mathcal{V}$ are related by a rational factor (in the $\nu$-distributional sense). Moreover, when $m \neq k$ then both $\mathcal{U}$ and $\mathcal{V}$ are $D_{\nu^{-}}$ semiclassical functionals. This leads us to the concept of $(M, N)-D_{\nu}$-coherent pair of order $(m, k)$ extending to the discrete case several previous works. As an application we consider the OPS with respect to the following Sobolev-type inner product $$
\langle p(x), r(x)\rangle_{\lambda, \nu}=\langle\mathcal{U}, p(x) r(x)\rangle+\lambda\left\langle\mathcal{V},\left(D_{\nu}^{m} p\right)(x)\left(D_{\nu}^{m} r\right)(x)\right\rangle, \quad \lambda>0,
$$ assuming that $\mathcal{U}$ and $\mathcal{V}$ (which, eventually, may be represented by discrete measures sup-


[^0]ported either on a uniform lattice if $\nu=\omega$, or on a $q$-lattice if $\nu=q$ ) constitute a ( $M, N$ )-$D_{\nu}$-coherent pair of order $m$ (that is, an ( $M, N$ )- $D_{\nu}$-coherent pair of order $(m, 0)$ ), $m \in \mathbb{N}$ being fixed.
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## 1. Introduction

An interesting problem in the theory of orthogonal polynomials is the one associated with linearly related sequences of derivatives of two sequences of polynomials (see e.g. [7, 8, 9, 22] and references therein). To be more precise assume that $\mathcal{U}$ and $\mathcal{V}$ are two regular functionals and suppose that their corresponding orthogonal polynomial sequences (OPS) $\left\{P_{n}(x)\right\}_{n \geq 0}$ and $\left\{Q_{n}(x)\right\}_{n \geq 0}$ are connected by the following linear structure relation

$$
\begin{equation*}
\sum_{i=0}^{M} a_{i, n} D^{m} P_{n+m-i}(x)=\sum_{i=0}^{N} b_{i, n} D^{k} Q_{n+k-i}(x), \quad n \geq 0 \tag{1.1}
\end{equation*}
$$

where $M, N, m, k \in \mathbb{N} \cup\{0\}, a_{i, n}$ and $b_{i, n}$ are complex parameters with $a_{M, n} \neq 0$ for $n \geq M$, $b_{N, n} \neq 0$ for $n \geq N$, and $a_{i, n}=b_{i, n}=0$ for $i>n$, and $D^{j}$ is the (continuous) derivative operator of order $j$. The pair $(\mathcal{U}, \mathcal{V})$ such that the above relation (1.1) holds is said to be a $(M, N)$-coherent pair of order $(m, k)$.

Historically, the notion of coherent pair -i.e. ( 1,0 )-coherent pair of order $(1,0)$, according with the terminology above- arose in the framework of the theory of Sobolev orthogonal polynomials and it was introduced by A. Iserles, P. E. Koch, S. P. Nørsett and J. M. SanzSerna in the very influent work [6]. Subsequent extensions of this notion have been widely introduced and studied in recent decades. For a review of the work done on the subject (including an historical perspective) see e.g. the introductory sections in the papers [7, 9, 14]. For instance, it is known that for a pair of positive definite linear functionals $(\mathcal{U}, \mathcal{V})$, coherence of order $m$-i.e., of order $(m, 0)$ - is a necessary and sufficient condition for the existence of an algebraic structure relation between the OPS with respect to $\mathcal{U}$ and the Sobolev OPS with respect to an appropriate inner product defined in terms of the measures $\mu_{0}$ and $\mu_{1}$ associated with $\mathcal{U}$ and $\mathcal{V}$ (resp.), such as

$$
\langle p(x), q(x)\rangle_{\lambda}=\int_{\mathbb{R}} p(x) q(x) d \mu_{0}+\lambda \int_{\mathbb{R}} p^{(m)}(x) q^{(m)}(x) d \mu_{1}, \lambda>0, m \in \mathbb{N}
$$

for every polynomials $p, q \in \mathbb{P}$. Indeed, this fact has been firstly remarked (and proved) in [6] for ordinary coherent pairs (i.e., $(M, N, m, k)=(1,0,1,0))$, and stated in [13, 21] for $N=0$ and $m=1$ (being $M$ arbitrary and $k=0$ ). The ideas presented in [13, 21] have led to the statement of the mentioned structure relation for arbitrary $(M, N, m)$ (see [9] for the case
$m=1$ and $[7]$ for arbitrary $m \geq 1)$. On the other hand, when $(\mathcal{U}, \mathcal{V})$ is a $(M, N)$-coherent pair of order $(m, k)$ of regular linear functionals, it is known that these linear functionals are related by an expression of rational type in the distributional sense and, moreover, they are semiclassical when $m \neq k$ (see [22] for the case $m=k=0$, [8] for the cases $m=k$ and $m=k+1$, and [ 7 ] for arbitrary $m>k+1$ ).

The concept of coherent pair was extended to the OPS of a discrete variable by I. Area, E. Godoy, and F. Marcellán [2, 3, 4], and also by F. Marcellán and N. Pinzón-Cortéz [15, 16]. Here we generalize this concept as follows. Let $\mathcal{U}$ and $\mathcal{V}$ be two regular linear functionals and let $\left\{P_{n}(x)\right\}_{n \geq 0}$ and $\left\{Q_{n}(x)\right\}_{n \geq 0}$ be their respective sequences of monic orthogonal polynomials (SMOP). $(\mathcal{U}, \mathcal{V})$ is a $(\bar{M}, N)$ - $D_{\nu}$-coherent pair of order $(m, k)$, for either $\nu=$ $\omega \in \mathbb{C} \backslash\{0\}$ or $\nu=q \in \mathbb{C} \backslash\{0,1\}$, if the algebraic relation

$$
\sum_{i=0}^{M} a_{i, n} D_{\nu}^{m} P_{n+m-i}(x)=\sum_{i=0}^{N} b_{i, n} D_{\nu}^{k} Q_{n+k-i}(x), \quad n \geq 0
$$

holds, where $M, N, m, k \in \mathbb{N} \cup\{0\},\left\{a_{i, n}\right\}_{n \geq 0},\left\{b_{j, n}\right\}_{n \geq 0} \subset \mathbb{C}$ for $0 \leq i \leq M$ and $0 \leq j \leq N$, $a_{M, n} \neq 0$ for $n \geq M, b_{N, n} \neq 0$ for $n \geq N, a_{i, n}=b_{i, n}=0$ for $i>n$, and

$$
D_{\omega} p(x)=\frac{p(x+\omega)-p(x)}{\omega}, \quad D_{q} p(x)=\frac{p(q x)-p(x)}{(q-1) x}, \quad p \in \mathbb{P} .
$$

Marcellán and N. C. Pinzón-Cortés ([15] for $\nu=\omega$, [16] for $\nu=q$ ) showed that if ( $\mathcal{U}, \mathcal{V}$ ) is a $(1,1)$ - $D_{\nu^{\prime}}$-coherent pair then they are $D_{\nu}$-semiclassical linear functionals (one of class at most 1 and the other of class at most 5) and they are related by $\sigma(x) \mathcal{U}=\rho(x) \mathcal{V}$, with $\operatorname{deg}(\sigma(x)) \leq 3, \operatorname{deg}(\rho(x))=1$. Also, they studied the case when $\mathcal{U}$ is $D_{\nu}$-classical. This is a generalization of the results obtained by I. Area, E. Godoy, and F. Marcellán ([2, 4] for $\nu=\omega,[3]$ for $\nu=q)$ for $(1,0)-D_{\nu}$-coherent pairs. They proved that $(1,0)-D_{\nu}$-coherence is a sufficient condition for at least one of the linear functionals to be $D_{\nu}$-classical and each of them to be a rational modification of the other as above with $\operatorname{deg}(\sigma(x)) \leq 2$. Besides, they determined all $D_{\nu}$-coherent pairs of positive definite linear functionals when $\mathcal{U}$ or $\mathcal{V}$ is some specifical $D_{\nu}$-classical linear functional. Notice that from the study of $D_{\nu}$-coherent pairs it is possible to recover the properties of coherent pairs in the continuous case taking limits when $\omega \rightarrow 0$ and $q \rightarrow 1$.

As before, there is an important connection between $D_{\nu}$-Sobolev orthogonal polynomials and $D_{\nu}$-coherent pairs. In fact, we can consider the Sobolev inner product

$$
\begin{equation*}
\langle p(x), r(x)\rangle_{\lambda, \nu}=\langle\mathcal{U}, p(x) r(x)\rangle+\lambda\left\langle\mathcal{V},\left(D_{\nu}^{m} p\right)(x)\left(D_{\nu}^{m} r\right)(x)\right\rangle, \quad \lambda>0, \tag{1.2}
\end{equation*}
$$

for fixed $m \in \mathbb{N}$, when $\mathcal{U}$ and $\mathcal{V}$ (which will be supported on, either a uniform lattice if $\nu=\omega$, or a $q$-lattice if $\nu=q$ ) constitute a $(M, N)$ - $D_{\nu}$-coherent pair of order $m$ (i.e., order $(m, 0)$ ). In this way, K. H. Kwon, J. H. Lee and F. Marcellán ([12]) showed that the ( $M, 0$ )-$D_{\omega}$-coherence of order 1 condition (for them, ( $M+1$-term) generalized $D_{\omega}$-coherence) yields
the relation

$$
\begin{equation*}
P_{n+1}(x)+\sum_{j=1}^{M} \frac{(n+1) a_{j, n}}{n-j+1} P_{n-j+1}(x)=S_{n+1}(x ; \lambda, \omega)+\sum_{j=1}^{M} c_{j, n, \lambda, \omega} S_{n-j+1}(x ; \lambda, \omega), \tag{1.3}
\end{equation*}
$$

for $n \geq M$, where $\left\{c_{n, \lambda, \omega}\right\}_{n \geq M}$ are rational functions in $\lambda>0, c_{M, n, \lambda, \omega} \neq 0, a_{M, n} \neq 0$, and $\left\{S_{n}(x ; \lambda, \omega)\right\}_{n \geq 0}$ is the SMOP associated with the inner product (1.2) for $m=1$. Conversely, if (1.3) holds, then $(\mathcal{U}, \mathcal{V})$ is a $(M, M)$ - $D_{\omega}$-coherent pair. Additionally, they studied $(2,0)-D_{1}$-coherent pairs of order 1 and they concluded that the linear functionals must be $D_{1}$-semiclassical (of class $\leq 6$ for $\mathcal{U}$ and of class $\leq 2$ for $\mathcal{V}$ ), and they are related by a rational factor. Also, they analized the cases when either $\mathcal{U}$ or $\mathcal{V}$ is a $D_{1}$-classical linear functional.

The aim of this work is twofold. On one hand we will extend some recent results concerning the $(M, N)$-coherent pairs of order $(m, k)$ for the derivative operator and, on the other, we will show that the concept of $(M, N)-D_{\nu}$ coherent pair of order $(m, k)$ for the discrete analogues of the derivative $D_{\nu}$ will play an important role in the study of the Sobolev orthogonal polynomials on linear and $q$-linear lattices similar to the one that the ( $M, N$ )-coherent pair of order $(m, k)$ plays in the theory of Sobolev orthogonal polynomials [7]. More precisely, we prove that the regular linear functionals associated to an $(M, N)-D_{\nu^{-}}$ coherent pair $(\mathcal{U}, \mathcal{V})$ are related by a rational modification (in the sense of the distribution theory) and, moreover, $\mathcal{U}$ and $\mathcal{V}$ are both $D_{\nu}$-semiclassical when $m \neq k$ (see Theorem 3.2 from below). As an application, we study the sequence of Sobolev OPS with respect to the Sobolev-type inner product (1.2), under the assumption that $(\mathcal{U}, \mathcal{V})$ is a $(M, N)$ - $D_{\nu}$-coherent pair of positive definite discrete linear functionals (see theorems 4.3 and 4.4).

The structure of this paper is as follows. In Section 2, we state the definitions, results and notation which will be useful in the forthcoming sections. In Section 3, we prove that if a pair of regular linear functionals form a $(M, N)$ - $D_{\nu}$-coherent pair of order $(m, k)$, then they are related by an expression of rational type, and in the case when $m \neq k$, they are $D_{\nu}$-semiclassical. In Section 4, we show the relationship between $(M, N)-D_{\nu}$-coherent pairs of order $m$ and $D_{\nu}$-Sobolev orthogonal polynomials (orthogonal with respect to $\langle\cdot, \cdot\rangle_{\lambda, \nu}$ given in (1.2)).

## 2. Preliminaries and Notations

Let $\mathbb{P}$ be the linear space of polynomials with complex coefficients and let $\mathbb{P}^{\prime}$ be its topological dual space which coincides with its algebraic dual $\mathbb{P}^{*}[18]$. For $\mathcal{U} \in \mathbb{P}^{\prime}$ and $n \geq 0$, $u_{n}=\left\langle\mathcal{U}, x^{n}\right\rangle \in \mathbb{C}$ is called the moment of order $n$ of $\mathcal{U}$, where $\langle\mathcal{U}, p(x)\rangle \in \mathbb{C}$ denotes the image of $p \in \mathbb{P}$ by $\mathcal{U} \in \mathbb{P}^{\prime}$. For $\pi \in \mathbb{P}, \pi(x) \mathcal{U} \in \mathbb{P}^{\prime}$ is defined by

$$
\langle\pi(x) \mathcal{U}, p(x)\rangle=\langle\mathcal{U}, \pi(x) p(x)\rangle, \quad p \in \mathbb{P} .
$$

Also, for a sequence of polynomials $\left\{p_{n}(x)\right\}_{n \geq 0}$ with $\operatorname{deg}\left(p_{n}(x)\right)=n, n \geq 0$, we can consider its dual basis $\left\{\mathfrak{p}_{n}\right\}_{n \geq 0} \subset \mathbb{P}^{\prime}$ (i.e., $\left\langle\mathfrak{p}_{n}, p_{m}(x)\right\rangle=\delta_{n, m}, m, n \geq 0$ ). In this way, any $\mathcal{U} \in \mathbb{P}^{\prime}$ can
be expanded as $\mathcal{U}=\sum_{n>0}\left\langle\mathcal{U}, p_{n}(x)\right\rangle \mathfrak{p}_{n}$.
In this paper we will work with the following two linear difference operators on $\mathbb{P}$

$$
\begin{aligned}
& D_{\omega}: \mathbb{P} \mapsto \mathbb{P}, \quad D_{\omega} p(x)=\frac{p(x+\omega)-p(x)}{\omega}, \quad \omega \in \mathbb{C} \backslash\{0\}, \\
& D_{q}: \mathbb{P} \mapsto \mathbb{P}, \quad D_{q} p(x)=\frac{p(q x)-p(x)}{(q-1) x}, \quad q \in \mathbb{C} \backslash\{0, \pm 1\} .
\end{aligned}
$$

Notice that $D_{1}=\Delta$ and $D_{-1}=\nabla$ are the well-known forward and backward difference operators, respectively, and $D_{q}$ is the classical $q$-derivative operator.

From now on, $\nu$ and $\nu^{*}$ denote either $\omega$ and $-\omega$, or, $q$ and $q^{-1}$, respectively. Then, for $\mathcal{U} \in \mathbb{P}^{\prime}$, the linear functional $D_{\nu} \mathcal{U}$ is defined by

$$
\left\langle D_{\nu} \mathcal{U}, p(x)\right\rangle=-\left\langle\mathcal{U}, D_{\nu^{*}} p(x)\right\rangle, \quad p \in \mathbb{P} .
$$

Notice that when $q \rightarrow 1$ and $\omega \rightarrow 0$ we recover the standard derivative operator. Furthermore, when $\omega \rightarrow 0$ and $q \rightarrow 1,\left(D_{\nu} p\right)(x) \rightarrow \frac{d}{d x} p(x)$ in $\mathbb{P}$ and $D_{\nu} \mathcal{U} \rightarrow D \mathcal{U}$ in $\mathbb{P}^{\prime}$, where $D \mathcal{U}$ is defined by $\langle D \mathcal{U}, p(x)\rangle=-\left\langle\mathcal{U}, p^{\prime}(x)\right\rangle, \forall p \in \mathbb{P}$.

For the difference operators $D_{\nu}$ the following straightforward properties hold.

$$
\begin{align*}
D_{\omega}^{m}[p(x) \mathcal{U}] & =\sum_{j=0}^{m}\binom{m}{j}\left(D_{\omega}^{j} p\right)(x+(m-j) \omega) D_{\omega}^{m-j} \mathcal{U}, \quad m \geq 0,  \tag{2.1}\\
D_{q}^{m}[p(x) \mathcal{U}] & =\sum_{j=0}^{m}\left[\begin{array}{c}
m \\
j
\end{array}\right]_{q} q^{j}\left(D_{q}^{j} p\right)\left(q^{m-j} x\right) D_{q}^{m-j} \mathcal{U}, \quad m \geq 0, \tag{2.2}
\end{align*}
$$

where the $q$-binomial coefficient is defined by

$$
\left[\begin{array}{l}
n \\
j
\end{array}\right]_{q}:=\frac{(q, q)_{n}}{(q, q)_{j}(q, q)_{n-j}}, \quad n \geq j \geq 0
$$

and $(\alpha ; q)_{n}$ denotes the $q$-Pochhammer symbol, which is the $q$-analogue of the Pochhammer symbol $(\alpha)_{n}$, defined by

$$
\begin{gathered}
(\alpha)_{0}:=1, \quad(\alpha)_{n}:=\alpha(\alpha+1) \cdots(\alpha+n-1), n \geq 1 \\
(\alpha ; q)_{0}:=1, \quad(\alpha ; q)_{n}:=(1-\alpha)(1-\alpha q) \cdots\left(1-\alpha q^{n-1}\right), n \geq 1 .
\end{gathered}
$$

Let $\mathcal{U} \in \mathbb{P}^{\prime}$ and $\left\{P_{n}(x)\right\}_{n \geq 0} \subset \mathbb{P} .\left\{P_{n}(x)\right\}_{n \geq 0}$ is called the sequence of monic orthogonal polynomials (SMOP) with respect to $\mathcal{U}$ if $\operatorname{deg}\left(P_{n}(x)\right)=n$ and $\left\langle\mathcal{U}, P_{n}(x) P_{m}(x)\right\rangle=$ $\xi_{n} \delta_{n, m}, \xi_{n} \neq 0, n, m \geq 0$. In this case, $\mathcal{U}$ is said to be regular or quasi-definite, and $\Upsilon_{n}=\operatorname{det}\left(\left[u_{i+j}\right]_{i, j=0}^{n}\right) \neq 0, \forall n \geq 0$. When $\Upsilon_{n}>0, n \geq 0, \mathcal{U}$ is called positive definite. An important characterization of OPs is given by the Favard Theorem: $\left\{P_{n}(x)\right\}_{n \geq 0}$ is the SMOP with respect to $\mathcal{U}$ if and only if there exist $\left\{\alpha_{n}\right\}_{n \geq 0},\left\{\beta_{n}\right\}_{n \geq 0} \subset \mathbb{C}, \beta_{n} \neq 0, n \geq 1$,
such that the three-term recurrence relation (TTRR) $P_{n+1}(x)=\left(x-\alpha_{n}\right) P_{n}(x)-\beta_{n} P_{n-1}(x)$, $n \geq 0$, holds, with $P_{0}(x)=1, P_{-1}(x)=0$. Moreover, $\mathcal{U}$ is positive definite if and only if $\alpha_{n} \in \mathbb{R}$ and $\beta_{n+1}>0$, for $n \geq 0$. (see e.g. [5]).

Consider $\left\{\mathfrak{p}_{n}\right\}_{n \geq 0}$, the dual basis of the SMOP $\left\{P_{n}(x)\right\}_{n \geq 0}$, then for fixed $m \geq 0$,

$$
\begin{equation*}
\mathfrak{p}_{n}=\frac{P_{n}(x)}{\left\langle\mathcal{U}, P_{n}^{2}(x)\right\rangle} \mathcal{U}, \quad D_{\nu^{*}}^{m} \mathfrak{e}_{n, \nu}=(-1)^{m} \eta_{n, m, \nu} \mathfrak{p}_{n+m}, \quad n \geq 0 \tag{2.3}
\end{equation*}
$$

where $\left\{\mathfrak{e}_{n, \nu}\right\}_{n \geq 0}$ is the dual basis of monic polynomials $\left\{P_{n}^{[m, \nu]}(x)\right\}_{n \geq 0}$ given by

$$
P_{n}^{[m, \nu]}(x):=\frac{D_{\nu}^{m} P_{n+m}(x)}{\eta_{n, m, \nu}}, \quad \text { with } \quad \eta_{n, m, \omega}:=(n+1)_{m}, \quad \eta_{n, m, q}:=\frac{\left(q^{n+1} ; q\right)_{m}}{(1-q)^{m}} .
$$

A regular linear functional $\mathcal{U} \in \mathbb{P}^{\prime}$ is called $D_{\nu}$-semiclassical linear functional (see e.g. [17] for $\nu=\omega$, [11] for $\nu=q$ ) if it is regular and there exist $\sigma, \tau \in \mathbb{P}$, with $\operatorname{deg}(\tau(x)) \geq 1$, such that

$$
\begin{equation*}
D_{\nu}(\sigma(x) \mathcal{U})=\tau(x) \mathcal{U} . \tag{2.4}
\end{equation*}
$$

In this way, the class of $\mathcal{U}$ is $s:=\min \max \{\operatorname{deg} \sigma-2, \operatorname{deg} \tau-1\} \in \mathbb{N} \cup\{0\}$, where the minimum is taken among all pairs of polynomials $(\sigma, \tau)$, with $\operatorname{deg}(\tau(x)) \geq 1$, satisfying (2.4). When $s=0, \mathcal{U}$ is called a $D_{\nu}$-classical functional. Besides, the corresponding SMOP is said to be $D_{\nu}$-semiclassical of class $s$, or $D_{\nu}$-classical, respectively.

Proposition 2.1. The following equivalence hold

$$
D_{\nu}[\sigma(x) \mathcal{U}]=\tau(x) \mathcal{U} \quad \Longleftrightarrow \quad D_{\nu^{*}}[\widetilde{\sigma}(x) \mathcal{U}]=\tau(x) \mathcal{U}
$$

where

$$
\widetilde{\sigma}(x):=\left\{\begin{array}{cl}
\sigma(x)+\omega \tau(x) & \text { if } \quad \nu=\omega, \\
q \sigma(x)+(q-1) x \tau(x) & \text { if } \quad \nu=q .
\end{array}\right.
$$

Thus, $\mathcal{U}$ is $D_{\nu}$-semiclassical if and only if it is $D_{\nu^{*}}$-semiclassical.
The proof of this proposition is straightforward and will be omitted.
Proposition 2.2. If the regular linear functionals $\mathcal{U}, \mathcal{V}$ are related by

$$
\begin{equation*}
p(x) \mathcal{U}=r(x) \mathcal{V}, \quad p, r \in \mathbb{P} \backslash\{0\}, \tag{2.5}
\end{equation*}
$$

then, $\mathcal{U}$ is $D_{\nu^{\prime}}$-semiclassical (respectively $D_{\nu^{*}}$-semiclassical) if and only if $\mathcal{V}$ also is $D_{\nu^{-}}$semiclassical (respectively $D_{\nu^{*}}$-semiclassical). Moreover, if the class of $\mathcal{U}$ is $s$, then the class of $\mathcal{V}$ is at most $s+\operatorname{deg}(p(x))+\operatorname{deg}(r(x))$.

Proof. Let us suppose that $\mathcal{U}$ is a $D_{\omega}$-semiclassical linear functional given by (2.4), then $\mathcal{V}$ satisfies

$$
\begin{aligned}
& D_{\omega}[p(x-\omega)\sigma(x) r(x) \mathcal{V}] \\
& \stackrel{(2.5)}{=} D_{\omega}[p(x-\omega) p(x) \sigma(x) \mathcal{U}] \\
& \stackrel{(2.1)}{=} p(x) p(x+\omega) D_{\omega}[\sigma(x) \mathcal{U}]+\left\{p(x) D_{\omega}[p(x)]+p(x) D_{\omega}[p(x-\omega)]\right\} \sigma(x) \mathcal{U} \\
& \underset{(2.4)}{=}\left(p(x+\omega) \tau(x)+D_{\omega}[p(x)+p(x-\omega)] \sigma(x)\right) r(x) \mathcal{V}
\end{aligned}
$$

Therefore, $\mathcal{V}$ is also $D_{\omega}$-semiclassical and the class of $\mathcal{V}$ is at most $s+\operatorname{deg}(p(x))+$ $\operatorname{deg}(r(x))$. The $D_{\nu^{*}-\text {-semiclassical character of } \mathcal{V} \text { follows from Proposition 2.1. }}$

The proof of the $q$-case is similar but using (2.2) instead of (2.1), and in this case $\mathcal{V}$ satisfies

$$
D_{q}\left[p\left(q^{-1} x\right) \sigma(x) r(x) \mathcal{V}\right]=\left(p(q x) \tau(x)+q D_{q}\left[p(x)+p\left(q^{-1} x\right)\right] \sigma(x)\right) r(x) \mathcal{V}
$$

A characterization of $D_{\nu}$-semiclassical linear functionals is the following
Proposition $2.3([1,19,20])$. Let $\left\{P_{n}(x)\right\}_{n \geq 0}$ be a SMOP with respect to a linear functional $\mathcal{U}$ and let $\sigma(x)$ be a monic polynomial. $\mathcal{U}$ satisfies (2.4) if and only if there exists an integer $s \geq 0$ such that

$$
\sigma(x) P_{n}^{\left[1, \nu^{*}\right]}(x)=\sum_{j=n-s}^{n+\operatorname{deg}(\sigma(x))} \lambda_{j, n} P_{j}(x), n \geq s, \quad \text { and } \quad \lambda_{n-s, n} \neq 0, n \geq s+1
$$

Equivalently,

$$
\begin{equation*}
\widetilde{\sigma}(x) P_{n}^{[1, \nu]}(x)=\sum_{j=n-s}^{n+\operatorname{deg}(\widetilde{\sigma}(x))} \widetilde{\lambda}_{j, n} P_{j}(x), n \geq s, \quad \text { and } \quad \widetilde{\lambda}_{n-s, n} \neq 0, n \geq s+1 \tag{2.6}
\end{equation*}
$$

In these equations, $\sigma(x)$ and $\widetilde{\sigma}(x)$ are the polynomials appearing in Proposition 2.1, and $\lambda_{j, n}$ and $\widetilde{\lambda}_{j, n}$ are complex parameters for all $n$ and $j$.

## 3. Main results

Definition 3.1. A pair of regular linear functionals $(\mathcal{U}, \mathcal{V})$ is said to be a $(M, N)-D_{\nu^{-}}$coherent pair of order $(m, k)$, with fixed $M, N, m, k \in \mathbb{N} \cup\{0\}$, if their corresponding SMOP $\left\{P_{n}(x)\right\}_{n \geq 0}$ and $\left\{Q_{n}(x)\right\}_{n \geq 0}$ satisfy

$$
\begin{equation*}
P_{n}^{[m, \nu]}(x)+\sum_{i=1}^{M} a_{i, n} P_{n-i}^{[m, \nu]}(x)=Q_{n}^{[k, \nu]}(x)+\sum_{i=1}^{N} b_{i, n} Q_{n-i}^{[k, \nu]}(x), \quad n \geq 0 \tag{3.1}
\end{equation*}
$$

where $a_{i, n}, b_{i, n} \in \mathbb{C}, a_{M, n} \neq 0$ for $n \geq M, b_{N, n} \neq 0$ for $n \geq N$, and $a_{i, n}=b_{i, n}=0$ if $i>n$. In addition, $(\mathcal{U}, \mathcal{V})$ is said to be a $(M, N)-D_{\nu}$-coherent pair of order $m$ if it is a $(M, N)$ - $D_{\nu}$-coherent pair of order $(m, 0)$.

In the next theorems, we state the $D_{\nu}$-analogue results obtained in $[7,8,14]$, and we generalize the results stated in $[2,4,12,15]$ for $\nu=\omega$, and in $[3,16]$ for $\nu=q$, respectively. Moreover, we give a complete description of the $D_{\nu}$-semiclassical discrete orthogonal polynomials in the framework of $(M, N)$ - $D_{\nu}$-coherence of order $(m, k)$.

Theorem 3.2. Let $(\mathcal{U}, \mathcal{V})$ be a $(M, N)$ - $D_{\nu}$-coherent pair of order $(m, k)$ given by (3.1) with $m \geq k$. Let $\mathcal{L}_{M+N}=\left[l_{i, j}\right]_{i, j=0}^{M+N-1}$ be the following squared matrix of order $M+N$

$$
l_{i, j}= \begin{cases}a_{j-i, j} & \text { if } 0 \leq i \leq N-1 \text { and } i \leq j \leq M+i,  \tag{3.2}\\ b_{j-i+N, j} & \text { if } N \leq i \leq M+N-1 \text { and } i-N \leq j \leq i, \\ 0 & \text { otherwise },\end{cases}
$$

with $a_{0, j_{1}}=b_{0, j_{2}}=1,0 \leq j_{1} \leq N-1,0 \leq j_{2} \leq M-1$. If $\operatorname{det}\left(\mathcal{L}_{M+N}\right) \neq 0$, then there exist polynomials $\phi_{M+k+n}(x ; \nu)$ and $\psi_{N+m+n}(x ; \nu)$, of degrees $M+k+n$ and $N+m+n$, respectively, such that

$$
\begin{equation*}
D_{\nu^{*}}^{m-k}\left[\phi_{M+k+n}(x ; \nu) \mathcal{V}\right]=\psi_{N+m+n}(x ; \nu) \mathcal{U}, \quad n \geq 0, \tag{3.3}
\end{equation*}
$$

and there exist polynomials $\varphi(x ; \nu)$ and $\rho(x ; \nu)$ such that

$$
\begin{equation*}
\varphi(x ; \nu) \mathcal{U}=\rho(x ; \nu) \mathcal{V} \tag{3.4}
\end{equation*}
$$

## Furthermore

1. If $k=m$ then $\mathcal{U}$ is a $D_{\nu}$-semiclassical linear functional if and only if so is $\mathcal{V}$.
2. If $m>k$, then $\mathcal{U}$ and $\mathcal{V}$ are both $D_{\nu}$-semiclassical linear functionals.

Proof. From (3.1), let $a_{0, n}=b_{0, n}=1$ and

$$
\begin{equation*}
R_{n}(x ; \nu)=\sum_{i=0}^{M} a_{i, n} P_{n-i}^{[m, \nu]}(x)=\sum_{i=0}^{N} b_{i, n} Q_{n-i}^{[k, \nu]}(x), \quad n \geq 0 . \tag{3.5}
\end{equation*}
$$

Let us consider $\left\{\mathfrak{p}_{n}\right\}_{n \geq 0},\left\{\mathfrak{q}_{n}\right\}_{n \geq 0},\left\{\mathfrak{p}_{n, \nu}\right\}_{n \geq 0},\left\{\mathfrak{e}_{n, \nu}\right\}_{n \geq 0}$ and $\left\{\mathfrak{h}_{n, \nu}\right\}_{n \geq 0}$ be the dual bases of the SMOP $\left\{P_{n}(x)\right\}_{n \geq 0},\left\{Q_{n}(x)\right\}_{n \geq 0}$ and the sequences $\left\{R_{n}(x ; \nu)\right\}_{n \geq 0},\left\{P_{n}^{[m, \nu]}(x)\right\}_{n \geq 0}$ and $\left\{Q_{n}^{[k, \nu]}(x)\right\}_{n \geq 0}$, respectively. From

$$
\left\langle\mathfrak{e}_{n, \nu}, R_{j}(x ; \nu)\right\rangle \stackrel{(3.5)}{=} \sum_{i=0}^{M}\left\langle\mathfrak{e}_{n, \nu}, a_{i, j} P_{j-i}^{[m, \nu]}(x)\right\rangle= \begin{cases}a_{j-n, j} & \text { if } n \leq j \leq n+M, \\ 0 & \text { otherwise },\end{cases}
$$

$$
\left\langle\mathfrak{h}_{n, \nu}, R_{j}(x ; \nu)\right\rangle \stackrel{(3.5)}{=} \sum_{i=0}^{N}\left\langle\mathfrak{h}_{n, \nu}, b_{i, j} Q_{j-i}^{[k, \nu]}(x)\right\rangle= \begin{cases}b_{j-n, j} & \text { if } n \leq j \leq n+N \\ 0 & \text { otherwise }\end{cases}
$$

it follows that

$$
\begin{align*}
& \mathfrak{e}_{n, \nu}=\sum_{j \geq 0}\left\langle\mathfrak{e}_{n, \nu}, R_{j}(x ; \nu)\right\rangle \mathfrak{r}_{j, \nu}=\sum_{j=n}^{n+M} a_{j-n, j} \mathfrak{r}_{j, \nu}, \quad n \geq 0,  \tag{3.6}\\
& \mathfrak{h}_{n, \nu}=\sum_{j \geq 0}\left\langle\mathfrak{h}_{n, \nu}, R_{j}(x ; \nu)\right\rangle \mathfrak{r}_{j, \nu}=\sum_{j=n}^{n+N} b_{j-n, j} \mathfrak{r}_{j, \nu}, \quad n \geq 0 . \tag{3.7}
\end{align*}
$$

Using (3.6) and (3.7) for $0 \leq n \leq N-1$ and $0 \leq n \leq M-1$, respectively, we set

$$
\mathcal{L}_{M+N}\left[\begin{array}{c}
\mathfrak{r}_{0, \nu} \\
\vdots \\
\mathfrak{r}_{N-1, \nu} \\
\mathfrak{r}_{N, \nu} \\
\vdots \\
\mathfrak{r}_{N+M-1, \nu}
\end{array}\right]=\left[\begin{array}{c}
\mathfrak{e}_{0, \nu} \\
\vdots \\
\mathfrak{e}_{N-1, \nu} \\
\mathfrak{h}_{0, \nu} \\
\vdots \\
\mathfrak{h}_{M-1, \nu}
\end{array}\right],
$$

where the matrix $\mathcal{L}_{M+N}$ is given by (3.2). By assumption $\operatorname{det}\left(\mathcal{L}_{M+N}\right) \neq 0$, then we can solve this linear system and obtain, for $0 \leq i \leq M+N-1$,

$$
\begin{equation*}
\mathfrak{r}_{i, \nu}=\alpha_{i, 0} \mathfrak{e}_{0, \nu}+\cdots+\alpha_{i, N-1} \mathfrak{e}_{N-1, \nu}+\alpha_{i, N} \mathfrak{h}_{0, \nu}+\cdots+\alpha_{i, N+M-1} \mathfrak{h}_{M-1, \nu}, \tag{3.8}
\end{equation*}
$$

where $\alpha_{i, j}, 0 \leq j \leq N+M-1$, are some constants. If, for every $i \geq 0$, we multiply (3.6) for $n=N+i$ by $b_{N, M+N+i}$, and (3.7) for $n=M+i$ by $a_{M, M+N+i}$, and subtracting the resulting equations, we get

$$
\begin{align*}
& b_{N, M+N+i} \mathfrak{e}_{N+i, \nu}-a_{M, M+N+i} \mathfrak{h}_{M+i, \nu} \\
& \quad=\beta_{1, i} \mathfrak{r}_{\min \{M, N\}+i, \nu}+\cdots+\beta_{\max \{M, N\}, i} \mathfrak{r}_{M+N+i-1, \nu}, \quad i \geq 0, \tag{3.9}
\end{align*}
$$

where $\beta_{j, i}, 1 \leq j \leq \max \{M, N\}, i \geq 0$, are constants. Additionally, for $t \geq 0$ fixed, using (3.6) we can recursively obtain an expression for $\mathfrak{r}_{M+N+t, \nu}$ as a linear combination of $\mathfrak{r}_{i, \nu}$, $0 \leq i \leq M+N-1$, and $\mathfrak{e}_{j, \nu}, N \leq j \leq N+t$, (since $\left.a_{M, M+j} \neq 0, N \leq j \leq N+t\right)$. Hence, using (3.8), (3.9) becomes

$$
\begin{aligned}
& \tilde{\alpha}_{i, 0} \mathfrak{e}_{0, \nu}+\cdots+\tilde{\alpha}_{i, N+i-1} \mathfrak{e}_{N+i-1, \nu}+b_{N, M+N+i} \mathfrak{e}_{N+i, \nu} \\
&=\tilde{\beta}_{i, 0} \mathfrak{h}_{0, \nu}+\cdots+\tilde{\beta}_{i, M-1} \mathfrak{h}_{M-1, \nu}+a_{M, M+N+i} \mathfrak{h}_{M+i, \nu}, \quad i \geq 0,
\end{aligned}
$$

where $\tilde{\alpha}_{i, j_{1}}, \tilde{\beta}_{i, j_{2}}$, for $0 \leq j_{1} \leq N+i-1,0 \leq j_{2} \leq M-1$, are constants. Applying the $m$ th
$D_{\nu^{\prime}}$-derivative $D_{\nu^{*}}^{m}$ and using (2.3), since $m \geq k$, we get

$$
\begin{aligned}
\widehat{\alpha}_{i, 0} \mathfrak{p}_{m}+\cdots+ & \widehat{\alpha}_{i, N+i-1} \mathfrak{p}_{N+i-1+m}+b_{N, M+N+i}(-1)^{m} \eta_{N+i, m, \nu} \mathfrak{p}_{N+i+m}= \\
& D_{\nu^{*}}^{m-k}\left[\widehat{\beta}_{i, 0} \mathfrak{q}_{k}+\cdots+\widehat{\beta}_{i, M-1} \mathfrak{q}_{M-1+k}+a_{M, M+N+i}(-1)^{k} \eta_{M+i, k, \nu} \mathfrak{q}_{M+i+k}\right],
\end{aligned}
$$

for $i \geq 0$. Therefore, from (2.3) it follows (3.3) for all $n \geq 0$ with

$$
\begin{aligned}
& \phi_{M+k+n}(x ; \nu)=(-1)^{k} \frac{\eta_{M+n, k, \nu} a_{M, M+N+n}}{\left\langle\mathcal{V}, Q_{M+k+n}^{2}(x)\right\rangle} x^{M+k+n}+\text { lower degree terms } \\
& \psi_{N+m+n}(x ; \nu)=(-1)^{m} \frac{\eta_{N+n, m, \nu} b_{N, M+N+n}}{\left\langle\mathcal{U}, P_{N+m+n}^{2}(x)\right\rangle} x^{N+m+n}+\text { lower degree terms }
\end{aligned}
$$

Setting $k=m$ in equation (3.3) it follows that $\mathcal{U}$ and $\mathcal{V}$ are connected by the rational modification (3.4) where $\rho(x ; \nu)=\phi_{M+m+n}(x ; \nu)$ and $\varphi(x ; \nu)=\psi_{N+m+n}(x ; \nu)$. Therefore, by Proposition 2.2, $\mathcal{U}$ is a $D_{\nu}$-semiclassical linear functional if and only if so is $\mathcal{V}$.

Finally, let us consider $m>k$. From (2.1) and (2.2), (3.3) becomes, respectively, for each $n \geq 0$,

$$
\begin{aligned}
& \sum_{j=0}^{m-k}\binom{m-k}{j}\left(D_{-\omega}^{j} \phi_{M+k+n}\right)(x-(m-k-j) \omega ; \omega) D_{-\omega}^{m-k-j} \mathcal{V}=\psi_{N+m+n}(x ; \omega) \mathcal{U} \\
& \sum_{j=0}^{m-k}\left[\begin{array}{c}
m-k \\
j
\end{array}\right]_{q^{-1}} q^{-j}\left(D_{q^{-1}}^{j} \phi_{M+k+n}\right)\left(q^{-(m-k-j)} x ; q\right) D_{q^{-1}}^{m-k-j} \mathcal{V}=\psi_{N+m+n}(x ; q) \mathcal{U}
\end{aligned}
$$

These equations, for $n=0,1, \ldots, m-k$, leads to the following systems (one for $\nu=\omega$ and the other one for $\nu=q$ ) of functional linear equations

$$
\mathcal{T}_{m-k+1}(x ; \nu)\left[\begin{array}{c}
D_{\nu^{*}}^{m-k} \mathcal{V} \\
\vdots \\
D_{\nu^{*}} \mathcal{V} \\
\mathcal{V}
\end{array}\right]=\left[\begin{array}{c}
\psi_{N+m}(x ; \nu) \mathcal{U} \\
\psi_{N+m+1}(x ; \nu) \mathcal{U} \\
\vdots \\
\psi_{N+m+(m-k)}(x ; \nu) \mathcal{U}
\end{array}\right]
$$

where $\operatorname{det}\left(\mathcal{T}_{m-k+1}(x ; \nu)\right) \neq 0$. Therefore, for $m>k$ we can solve the above systems with respect to $\mathcal{V}$ and $D_{\nu^{*}} \mathcal{V}$ (e.g., by using the Cramer's rule). Solving it for $\mathcal{V}$ we obtain the relation (3.4) where

$$
\rho(x ; \nu):=\operatorname{det}\left(\mathcal{T}_{m-k+1}(x ; \nu)\right),
$$

so that

$$
\rho(x ; \omega)=\operatorname{det}\left(\left[\left(D_{-\omega}^{i} \phi_{M+k+n}\right)(x-(m-k-i) \omega ; \omega)\right]_{i, n=0}^{m-k}\right) \prod_{j=0}^{m-k}\binom{m-k}{j} \neq 0
$$

$$
\rho(x ; q)=\operatorname{det}\left(\left[\left(D_{q^{-1}}^{i} \phi_{M+k+n}\right)\left(q^{-(m-k-i)} x ; q\right)\right]_{i, n=0}^{m-k}\right) \prod_{j=0}^{m-k}\left[\begin{array}{c}
m-k \\
j
\end{array}\right]_{q^{-1}} q^{-j} \neq 0,
$$

and $\varphi(x ; \nu)$ is a polynomial. In the same way, solving the system for $D_{\nu^{*}} \mathcal{V}$ we obtain $\rho(x ; \nu) D_{\nu^{*}} \mathcal{V}=\varsigma(x ; \nu) \mathcal{U}$, being $\varsigma(x ; \nu)$ a polynomial. Thus,

$$
\begin{aligned}
D_{-\omega} & {[\varphi(x+\omega ; \omega) \rho(x+\omega ; \omega) \mathcal{V}]=\varphi(x ; \omega) \varsigma(x ; \omega) \mathcal{U}+D_{-\omega}[\varphi(x+\omega ; \omega) \rho(x+\omega ; \omega)] \mathcal{V} } \\
& =\left\{\varsigma(x ; \omega) \rho(x ; \omega)+D_{-\omega}[\varphi(x+\omega ; \omega) \rho(x+\omega ; \omega)]\right\} \mathcal{V}, \\
D_{q^{-1}} & {[\varphi(q x ; q) \rho(q x ; q) \mathcal{V}]=\varphi(x ; q) \varsigma(x ; q) \mathcal{U}+q^{-1} D_{q^{-1}}[\varphi(q x ; q) \rho(q x ; q)] \mathcal{V} } \\
& =\left\{\varsigma(x ; q) \rho(x ; q)+q^{-1} D_{q^{-1}}[\varphi(q x ; q) \rho(q x ; q)]\right\} \mathcal{V},
\end{aligned}
$$

i.e., $\mathcal{V}$ is $D_{\nu^{*}}$-semiclassical linear functional. Then, using (3.4) and Propositions 2.1 and 2.2 the result follows.

### 3.1. The special case $m=k+1$

Let us consider now the special case when $m=k+1$. In this case Theorem 3.2 gives that both $\mathcal{U}$ and $\mathcal{V}$ are $D_{\nu}$-semiclassical functionals and are connected by the linear relation (3.4). Let us now discuss the inverse statement.

Theorem 3.3. Let $\mathcal{U}$ and $\mathcal{V}$ be two $D_{\nu}$-semiclassical linear functionals related by a rational factor, i.e., there exist monic polynomials $\sigma(x)$ and $\varphi(x)$, and nonzero polynomials $\tau(x)$ and $\rho(x)$, such that

$$
\begin{gathered}
D_{\nu^{*}}[\sigma(x) \mathcal{V}]=\tau(x) \mathcal{V}, \quad \text { and } \quad \varphi(x) \mathcal{U}=\rho(x) \mathcal{V}, \\
\operatorname{deg}(\sigma(x))=\ell, \quad \operatorname{deg}(\tau(x))=t \geq 1, \quad \operatorname{deg}(\varphi(x))=\jmath, \quad \operatorname{deg}(\rho(x))=r,
\end{gathered}
$$

hold, and let $\left\{P_{n}(x)\right\}_{n \geq 0}$ and $\left\{Q_{n}(x)\right\}_{n \geq 0}$ be the $S M O P$ associated with $\mathcal{U}$ and $\mathcal{V}$, respectively. Then,

$$
\begin{equation*}
\sum_{i=n-r-\ell}^{n+\jmath+\ell} a_{i, n} P_{i}^{[1, \nu]}(x)=\sum_{i=n-\jmath-s}^{n+\jmath+\ell} b_{i, n} Q_{i}(x), \tag{3.10}
\end{equation*}
$$

where $a_{n+\jmath+\ell, n} b_{n+\jmath+\ell, n} \neq 0$, for $n \geq 0$, and $s=\max \{\ell-2, t-1\}$. Therefore, $(\mathcal{U}, \mathcal{V})$ is a $(\jmath+2 \ell+r, 2 \jmath+\ell+s)-D_{\nu}$-coherent pair of order 1 .

Proof. Let us prove the $q$-case. The proof for the case of $D_{\omega}$ is similar.
From Eq. (2.6) of Proposition 2.3, it follows that

$$
\begin{equation*}
\sigma(x) Q_{n}^{[1, q]}(x)=\sum_{i=n-s}^{n+\ell} \xi_{i, n, 1} Q_{i}(x), \quad n \geq s, \quad \xi_{n-s, n, 1} \neq 0, n \geq s+1 \tag{3.11}
\end{equation*}
$$

Using $\varphi(x) \mathcal{U}=\rho(x) \mathcal{V}$, for $n \geq 0, \varphi(x) Q_{n}(x)=\sum_{i=0}^{n+\jmath} \xi_{i, n, 2} P_{i}(x)$, where

$$
\left\langle\mathcal{U}, P_{i}^{2}(x)\right\rangle \xi_{i, n, 2}=\left\langle\mathcal{U}, \varphi(x) Q_{n}(x) P_{i}(x)\right\rangle=\left\langle\rho(x) \mathcal{V}, Q_{n}(x) P_{i}(x)\right\rangle=0
$$

for $i+r \leq n-1$, one finds

$$
\begin{equation*}
\varphi(x) Q_{n}(x)=\sum_{i=n-r}^{n+\jmath} \xi_{i, n, 2} P_{i}(x), \quad n \geq r . \tag{3.12}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
\sigma\left(q^{-1} x\right) P_{n}(x) & =\sum_{i=n-\ell}^{n+\ell} \xi_{i, n, 3} P_{i}(x), \quad n \geq \ell,  \tag{3.13}\\
D_{q}\left[\varphi(x) \sigma\left(q^{-1} x\right)\right] Q_{n+1}(x) & =\sum_{i=n-\jmath-\ell+2}^{n+\jmath+\ell} \xi_{i, n, 4} Q_{i}(x), \quad n \geq \jmath+\ell-2,  \tag{3.14}\\
\varphi(q x) Q_{n}(x) & =\sum_{i=n-\jmath}^{n+\jmath} \xi_{i, n, 5} Q_{i}(x), \quad n \geq \jmath, \tag{3.15}
\end{align*}
$$

where $\left\langle\mathcal{U}, P_{i}^{2}(x)\right\rangle \xi_{i, n, 3}=\left\langle\mathcal{U}, \sigma\left(q^{-1} x\right) P_{n}(x) P_{i}(x)\right\rangle, \quad\left\langle\mathcal{V}, Q_{i}^{2}(x)\right\rangle \xi_{i, n, 4}=\langle\mathcal{V}$, $\left.D_{q}\left[\varphi(x) \sigma\left(q^{-1} x\right)\right] Q_{n+1}(x) Q_{i}(x)\right\rangle$ and $\left\langle\mathcal{V}, Q_{i}^{2}(x)\right\rangle \xi_{i, n, 5}=\left\langle\mathcal{V}, \varphi(q x) Q_{n}(x) Q_{i}(x)\right\rangle$. On the other hand,

$$
\begin{equation*}
D_{q}\left[\varphi(x) \sigma\left(q^{-1} x\right) Q_{n+1}(x)\right]=D_{q}\left[\varphi(x) \sigma\left(q^{-1} x\right)\right] Q_{n+1}(x)+\varphi(q x) \sigma(x) D_{q}\left[Q_{n+1}(x)\right] . \tag{3.16}
\end{equation*}
$$

Let us compute each term in the previous $q$-derivative

$$
\begin{aligned}
& D_{q}\left[\varphi(x) \sigma\left(q^{-1} x\right) Q_{n+1}(x)\right] \begin{array}{c}
(3.12) \\
=(3) \\
i=n+1-r
\end{array} \\
&=\sum_{i=n-r-\ell+1}^{n+1+\jmath} \xi_{i, n+1,2} \sum_{j=i-\ell}^{i+\ell} \xi_{j, i, 3} D_{q}\left[P_{j}(x)\right] \\
& \varphi+\jmath+\ell+1 \\
& \xi_{i, n}, \frac{D_{q}\left[P_{i}(x)\right]}{\eta_{i-1,1, q}}=\sum_{i=n-r-\ell}^{n+\jmath+\ell} \xi_{i+1, n, 6} P_{i}^{[1, q]}(x), \\
& \varphi(q x) \sigma(x) D_{q}\left[Q_{n+1}(x)\right] \stackrel{(3.11)}{=} \eta_{n, 1, q} \sum_{i=n-s}^{n+\ell} \xi_{i, n, 1} \sum_{j=i-\jmath}^{i+\jmath} \xi_{j, i, 5} Q_{j}(x)=\sum_{i=n-s-\jmath}^{n+\ell+\jmath} \xi_{i, n, 7} Q_{i}(x) .
\end{aligned}
$$

Consequently, from (3.14) and taking into account that $s \geq \ell-2$, (3.16) becomes (3.10).
Before concluding this section we would like to remark that an interesting question
concerning the study presented in this work is finding non-trivial examples illustrating the developed theory. This appears to be an hard task from a technical point of view, and some examples are now under construction (which we hope to be the subject of further work) following ideas presented in previous works on coherent pairs of OPs, not only motivated by the continuous case, but also by the $q$-case. For instance, an important source of motivation is Section 6 contained in the paper [3] by I. Area, E. Godoy, and F. Marcellán, where these authors present very interesting examples, giving the classification of all $q$-coherent pairs of positive-definite linear functionals when one of them is either the little $q$-Jacobi linear functional or the little $q$-Laguerre linear functional. With this respect see also the more recent work [16].

## 4. Application to $\boldsymbol{D}_{\boldsymbol{\nu}}$-Sobolev Orthogonal Polynomials

In the following $\mathbb{P}$ will denote the linear space of polynomials with real coefficients and $\mathcal{U}$ and $\mathcal{V}$ will be two positive definite linear functionals. We will consider the Sobolev-type inner product, for fixed $m \geq 1$,

$$
\begin{equation*}
\langle p(x), r(x)\rangle_{\lambda, \nu}=\langle\mathcal{U}, p(x) r(x)\rangle+\lambda\left\langle\mathcal{V},\left(D_{\nu}^{m} p\right)(x)\left(D_{\nu}^{m} r\right)(x)\right\rangle, \quad \lambda>0 \tag{4.1}
\end{equation*}
$$

where $\mathcal{U}$ and $\mathcal{V}$ are regular linear functionals (which includes the special cases of discrete measures supported on either a uniform lattice, when $\nu=\omega$, or a $q$-lattice, when $\nu=q$ ). Let $\left\{P_{n}(x)\right\}_{n \geq 0},\left\{Q_{n}(x)\right\}_{n \geq 0}$ and $\left\{S_{n}(x ; \lambda, \nu)\right\}_{n \geq 0}$ be the SMOP with respect to $\mathcal{U}, \mathcal{V}$ and $\langle\cdot, \cdot\rangle_{\lambda, \nu}$, respectively.

Remark 4.1. Notice that we have assumed that both $\mathcal{U}$ and $\mathcal{V}$ are positive definite regular linear functionals. Otherwise, we could not guarantee a priori that the bilinear form $\langle\cdot, \cdot\rangle_{\lambda, \nu}$ defined by (4.1) is an inner-product. This is an interesting open problem for a further investigation but it is beyond the study presented here. Since we are interested in showing that the notion of coherence is crucial in finding the polynomials $\left\{S_{n}(x ; \lambda, \nu)\right\}_{n \geq 0}$ the assumption that both $\mathcal{U}$ and $\mathcal{V}$ are positive definite functionals is a sufficient condition for the Sobolev-type inner product (4.1) to be well defined.

Proposition 4.2. The following algebraic relations hold

$$
\begin{gather*}
Q_{n}(x)=P_{n}^{[m, \nu]}(x)+\sum_{j=0}^{n-1} \frac{\eta_{j, m, \nu}}{\eta_{n, m, \nu}} \frac{\left\langle\mathcal{U}, T_{n+m}(x ; \nu) P_{j+m}(x)\right\rangle}{\left\langle\mathcal{U}, P_{j+m}^{2}(x)\right\rangle} P_{j}^{[m, \nu]}(x), \quad n \geq 0,  \tag{4.2}\\
S_{n}(x ; \lambda, \nu)+\sum_{i=m}^{n-1} \frac{\left\langle\mathcal{U}, T_{n}(x ; \nu) S_{i}(x ; \lambda, \nu)\right\rangle S_{i}(x ; \lambda, \nu)}{\left\langle S_{i}(x ; \lambda, \nu), S_{i}(x ; \lambda, \nu)\right\rangle_{\lambda, \nu}} \\
=P_{n}(x)+\sum_{i=m}^{n-1} \frac{\left\langle\mathcal{U}, T_{n}(x ; \nu) P_{i}(x)\right\rangle P_{i}(x)}{\left\langle\mathcal{U}, P_{i}^{2}(x)\right\rangle}, \quad n \geq m, \tag{4.3}
\end{gather*}
$$

and $S_{n}(x ; \lambda, \nu)=P_{n}(x)$ for $n \leq m$, where

$$
\begin{equation*}
T_{n}(x ; \nu)=\lim _{\lambda \longrightarrow \infty} S_{n}(x ; \lambda, \nu), \quad n \geq 0 . \tag{4.4}
\end{equation*}
$$

Proof. From (4.1), $\left\langle P_{n}(x), x^{i}\right\rangle_{\lambda, \nu}=0$, for $i<n<m$, and thus $S_{n}(x ; \lambda, \nu)=P_{n}(x)$ for $n<m$. Also, from the uniqueness of the SMOP with respect to the bilinear functional $\mathcal{W}$ associated with $\langle\cdot, \cdot\rangle_{\lambda, \nu}$, each $S_{n}(x ; \lambda, \nu)$ can be written as

$$
S_{n}(x ; \lambda, \nu)=\frac{\left|\begin{array}{cccc}
w_{0,0, \nu} & \cdots & w_{0, n-1, \nu} & w_{0, n, \nu} \\
\vdots & \ddots & \vdots & \vdots \\
w_{n-1,0, \nu} & \cdots & w_{n-1, n-1, \nu} & w_{n-1, n, \nu} \\
1 & \cdots & x^{n-1} & x^{n}
\end{array}\right|}{\operatorname{det}\left(\left[w_{i, j, \nu}\right]_{i, j=0}^{n-1}\right)}, n \geq 1, S_{0}(x ; \lambda, \nu)=1,
$$

where $w_{i, j, \nu}=\left\langle x^{i}, x^{j}\right\rangle_{\lambda, \nu}=u_{i+j}+\lambda \eta_{i-m, m, \nu} \eta_{j-m, m, \nu} v_{(i-m)+(j-m)}$, for $i, j \geq 0$. Hence, every coefficient of $S_{n}(x ; \lambda, \nu)$ is a rational function of $\lambda$ such that their numerator and denominator have the same degree, and as a consequence, there exist the monic polynomials $T_{n}$ given by (4.4). On the other hand, from (4.4) and (4.1) we obtain, for $n \geq 0$,

$$
\begin{equation*}
\left\langle\mathcal{U}, T_{n}(x ; \nu) x^{i}\right\rangle=0, i<\min \{n, m\}, \quad\left\langle\mathcal{V}, D_{\nu}^{m}\left[T_{n}(x ; \nu)\right] x^{j}\right\rangle=0, j<n-m . \tag{4.5}
\end{equation*}
$$

Indeed, for $i<\min \{n, m\},\left\langle S_{n}(x ; \lambda, \nu), x^{i}\right\rangle_{\lambda, \nu}=0$ and $D_{\nu}^{m}\left(x^{i}\right)$, hence

$$
\left\langle\mathcal{U}, T_{n}(x ; \nu) x^{i}\right\rangle=\lim _{\lambda \rightarrow \infty}\left[\left\langle S_{n}(x ; \lambda, \nu), x^{i}\right\rangle_{\lambda, \nu}-\lambda\left\langle\mathcal{V}, D_{\nu}^{m}\left(S_{n}(x ; \lambda, \nu)\right) D_{\nu}^{m}\left(x^{i}\right)\right\rangle\right]=0 .
$$

For $j<n-m$, we write $x^{j}=D_{\nu} \pi_{j+m}(x ; \nu)$ for a certain polynomial $\pi_{j+m}$ of degree $m+j$. Therefore, using (4.4) and taking $p(x)=T_{n}(x ; \nu)$ and $r(x)=\pi_{j+m}(x ; \nu)$ in (4.1) we get

$$
\begin{aligned}
& \left\langle\mathcal{V},\left(D_{\nu}^{m} T_{n}\right)(x ; \nu) x^{j}\right\rangle=\lim _{\lambda \rightarrow \infty}\left\langle\mathcal{V},\left(D_{\nu}^{m} S_{n}\right)(x ; \lambda, \nu)\left(D_{\nu}^{m} \pi_{j+m}\right)(x ; \nu)\right\rangle \\
= & \lim _{\lambda \rightarrow \infty} \frac{1}{\lambda}\left[\left\langle S_{n}(x ; \lambda, \nu), \pi_{j+m}(x ; \nu)\right\rangle_{\lambda, \nu}-\left\langle\mathcal{U}, S_{n}(x ; \lambda, \nu) \pi_{j+m}(x ; \nu)\right\rangle\right] .
\end{aligned}
$$

The first term is zero when $j<n-m$ and for the second one we have

$$
\lim _{\lambda \rightarrow \infty} \frac{1}{\lambda}\left\langle\mathcal{U}, S_{n}(x ; \lambda, \nu) \pi_{j+m}(x ; \nu)\right\rangle=0
$$

since, by (4.4), the $\operatorname{limit}_{\lim }^{\lambda \rightarrow \infty} \boldsymbol{}\left\langle\mathcal{U}, S_{n}(x ; \lambda, \nu) \pi_{j+m}(x ; \nu)\right\rangle$ exists. This proves (4.5).
From (4.5), it follows that, for $n \geq m$ and $n \geq 0$, respectively,

$$
T_{n}(x ; \nu)=\sum_{i=0}^{n} \frac{\left\langle\mathcal{U}, T_{n}(x ; \nu) P_{i}(x)\right\rangle}{\left\langle\mathcal{U}, P_{i}^{2}(x)\right\rangle} P_{i}(x)=\sum_{j=0}^{n-m} \frac{\left\langle\mathcal{U}, T_{n}(x ; \nu) P_{j+m}(x)\right\rangle}{\left\langle\mathcal{U}, P_{j+m}^{2}(x)\right\rangle} P_{j+m}(x),
$$

$$
\begin{equation*}
\frac{D_{\nu}^{m}\left[T_{n+m}(x ; \nu)\right]}{\eta_{n, m, \nu}}=\sum_{i=0}^{n} \frac{\left\langle\mathcal{V}, Q_{i}(x) D_{\nu}^{m}\left[T_{n+m}(x ; \nu)\right] / \eta_{n, m, \nu}\right\rangle}{\left\langle\mathcal{V}, Q_{i}^{2}(x)\right\rangle} Q_{i}(x)=Q_{n}(x), \tag{4.6}
\end{equation*}
$$

which proves (4.2). Finally, for the proof of (4.3), using (4.1) and (4.5) we get

$$
\begin{aligned}
T_{n}(x ; \nu) & =\sum_{i=0}^{n} \frac{\left\langle T_{n}(x ; \nu), S_{i}(x ; \lambda, \nu)\right\rangle_{\lambda, \nu}}{\left\langle S_{i}(x ; \lambda, \nu), S_{i}(x ; \lambda, \nu)\right\rangle_{\lambda, \nu}} S_{i}(x ; \lambda, \nu) \\
& =S_{n}(x ; \lambda, \nu)+\sum_{i=m}^{n-1} \frac{\left\langle\mathcal{U}, T_{n}(x ; \nu) S_{i}(x ; \lambda, \nu)\right\rangle}{\left\langle S_{i}(x ; \lambda, \nu), S_{i}(x ; \lambda, \nu)\right\rangle_{\lambda, \nu}} S_{i}(x ; \lambda, \nu), \quad n \geq 0 .
\end{aligned}
$$

Now, we will study the case when $\mathcal{U}$ and $\mathcal{V}$ form a $(M, N)$ - $D_{\nu}$-coherent pair of order $m$, i.e, when their corresponding $\operatorname{SMOP}\left\{P_{n}(x)\right\}_{n \geq 0}$ and $\left\{Q_{n}(x)\right\}_{n \geq 0}$ satisfy

$$
\begin{equation*}
P_{n}^{[m, \nu]}(x)+\sum_{i=1}^{M} a_{i, n} P_{n-i}^{[m, \nu]}(x)=Q_{n}(x)+\sum_{i=1}^{N} b_{i, n} Q_{n-i}(x), \quad n \geq 0, \tag{4.7}
\end{equation*}
$$

where $a_{M, n} \neq 0$ if $n \geq M, b_{N, n} \neq 0$ if $n \geq N$, and $a_{i, n}=b_{i, n}=0$ when $i>n$.
One of the most important problems in the theory of Sobolev OPS is to find the explicit expressions for the polynomials themselves. When the Sobolev OPS is orthogonal with respect to the inner product (4.1) and $\mathcal{U}$ and $\mathcal{V}$ constitute a $(M, N)$ - $D_{\nu}$-coherent pair of order $m$, it is possible to obtain the Sobolev orthogonal polynomials by using the following two theorems that generalize an algebraic property proved for $(M, 0)$ - $D_{\omega}$-coherent and (1, 1)-$D_{\nu}$-coherent pairs of order 1 , in $[12,15,16]$, to $(M, N)-D_{\nu}$-coherent pairs of order $m$, and they are the $D_{\nu}$-analogue results obtained in [7, 9].

Theorem 4.3. Let $(\mathcal{U}, \mathcal{V})$ be a $(M, N)$ - $D_{\nu}$-coherent pair of order $m$ given by (4.7), and $K=\max \{M, N\}$. Then, $S_{n}(x ; \lambda, \nu)=P_{n}(x)$ for $n<m$ and

$$
\begin{equation*}
P_{n+m}(x)+\sum_{i=1}^{M} \frac{\eta_{n, m, \nu} a_{i, n}}{\eta_{n-i, m, \nu}} P_{n-i+m}(x)=S_{n+m}(x ; \lambda, \nu)+\sum_{j=1}^{K} c_{j, n, \lambda, \nu} S_{n-j+m}(x ; \lambda, \nu), \tag{4.8}
\end{equation*}
$$

for $n \geq 0$, where $c_{j, n, \lambda, \nu}=0$ for $n<j \leq K$, and, for $1 \leq j \leq K$,

$$
\begin{align*}
& c_{j, n, \lambda, \nu}=\frac{\eta_{n, m, \nu}}{\left\langle S_{n-j+m}(x ; \lambda, \nu), S_{n-j+m}(x ; \lambda, \nu)\right\rangle_{\lambda, \nu}}\left[\sum_{i=j}^{M} \frac{a_{i, n}}{\eta_{n-i, m, \nu}}\right. \\
& \left.\quad\left\langle\mathcal{U}, P_{n-i+m}(x) S_{n-j+m}(x ; \lambda, \nu)\right\rangle+\lambda \sum_{i=j}^{N} b_{i, n}\left\langle\mathcal{V}, Q_{n-i}(x) D_{\nu}^{m}\left[S_{n-j+m}(x ; \lambda, \nu)\right]\right\rangle\right] . \tag{4.9}
\end{align*}
$$

Besides, for each $n \geq K$,
(i) if $M>N$ and $a_{M, n} \neq 0$, then $c_{K, n, \lambda, \nu} \neq 0$,
(ii) if $M<N$ and $b_{N, n} \neq 0$, then $c_{K, n, \lambda, \nu} \neq 0$,
(iii) if $M=N(=K)$ and $a_{M, n} b_{N, n} \neq 0$ then,

$$
c_{K, n, \lambda, \nu} \neq 0 \text { iff } a_{K, n}\left\langle\mathcal{U}, P_{n-K+m}^{2}(x)\right\rangle+\lambda \eta_{n-K, m, \nu}^{2} b_{K, n}\left\langle\mathcal{V}, Q_{n-K}^{2}(x)\right\rangle \neq 0 .
$$

Conversely, if there exist constants $\left\{c_{j, n, \lambda, \nu}\right\}_{n \geq 0}, 1 \leq j \leq K$, and $\left\{a_{i, n}\right\}_{n \geq 0}, 1 \leq i \leq M$, with $c_{j, n, \lambda, \nu}=0, n-j+m<0$, and $a_{i, n}=0, n-i+m<0$, such that (4.8) holds, then $(\mathcal{U}, \mathcal{V})$ is a $(M, K)-D_{\nu}$-coherent pair of order $m$ given by

$$
\begin{equation*}
P_{n}^{[m, \nu]}(x)+\sum_{i=1}^{M} a_{i, n} P_{n-i}^{[m, \nu]}(x)=Q_{n}(x)+\sum_{j=1}^{K} b_{j, n} Q_{n-j}(x), \quad n \geq 0, \tag{4.10}
\end{equation*}
$$

(whenever $b_{K, n} \neq 0$ for $n \geq K$ ), where $b_{j, n}=0$ for $n<j \leq K$, and for $n \geq 0$,

$$
\begin{equation*}
b_{j, n}=\frac{\left\langle\mathcal{V},\left(P_{n}^{[m, \nu]}(x)+\sum_{i=1}^{M} a_{i, n} P_{n-i}^{[m, \nu]}(x)\right) Q_{n-j}(x)\right\rangle}{\left\langle\mathcal{V}, Q_{n-j}^{2}(x)\right\rangle}, \quad 1 \leq j \leq \min \{K, n\} . \tag{4.11}
\end{equation*}
$$

Proof. $S_{n}(x ; \lambda, \nu)=P_{n}(x), n<m$, follows from $\left\langle P_{n}(x), x^{i}\right\rangle_{\lambda, \nu}=0, i<n<m$. On the other hand, substituting (4.6) in (4.7), and then, computing $D_{\nu}$-antiderivatives $m$ times (this is, a function $F(x)$ is a $D_{\nu}$-antiderivative of a function $f(x)$ if $D_{\nu} F(x)=f(x),[10]$ ), we obtain for $n \geq 0$,

$$
\frac{P_{n+m}(x)}{\eta_{n, m, \nu}}+\sum_{i=1}^{M} \frac{a_{i, n} P_{n-i+m}(x)}{\eta_{n-i, m, \nu}}=\frac{T_{n+m}(x ; \nu)}{\eta_{n, m, \nu}}+\sum_{i=1}^{N} \frac{b_{i, n} T_{n-i+m}(x ; \nu)}{\eta_{n-i, m, \nu}}+\sum_{j=0}^{m-1} \kappa_{n, j} x^{j} .
$$

Taking $\left\langle x^{i} \mathcal{U}, \cdot\right\rangle, i<m$, from (4.5), we get the linear system $\sum_{j=0}^{m-1} \kappa_{n, j} u_{j+i}=0, i=$ $0, \ldots, m-1$. Since $\operatorname{det}\left(\left[u_{i+j}\right]_{i, j=0}^{m-1}\right) \neq 0$, then $\kappa_{n, j}=0, j=0, \ldots, m-1, n \geq 0$. Hence, for $n \geq 0$,

$$
\begin{equation*}
\frac{P_{n+m}(x)}{\eta_{n, m, \nu}}+\sum_{i=1}^{M} a_{i, n} \frac{P_{n-i+m}(x)}{\eta_{n-i, m, \nu}}=\frac{T_{n+m}(x ; \nu)}{\eta_{n, m, \nu}}+\sum_{i=1}^{N} b_{i, n} \frac{T_{n-i+m}(x ; \nu)}{\eta_{n-i, m, \nu}} . \tag{4.12}
\end{equation*}
$$

Furthermore, for $n \geq 0$,

$$
\frac{T_{n+m}(x ; \nu)}{\eta_{n, m, \nu}}+\sum_{i=1}^{N} b_{i, n} \frac{T_{n-i+m}(x ; \nu)}{\eta_{n-i, m, \nu}}=\frac{S_{n+m}(x ; \lambda, \nu)}{\eta_{n, m, \nu}}+\sum_{j=1}^{n+m} \frac{c_{j, n, \lambda, \nu}}{\eta_{n, m, \nu}} S_{n-j+m}(x ; \lambda, \nu)
$$

where from (4.1), (4.12) and (4.6), for $1 \leq j \leq n+m$,

$$
\begin{aligned}
& \left\langle S_{n-j+m}(x ; \lambda, \nu), S_{n-j+m}(x ; \lambda, \nu)\right\rangle_{\lambda, \nu} \frac{c_{j, n, \lambda, \nu}}{\eta_{n, m, \nu}}=\sum_{i=1}^{M} \frac{a_{i, n}}{\eta_{n-i, m, \nu}} \\
& \left\langle\mathcal{U}, P_{n-i+m}(x) S_{n-j+m}(x ; \lambda, \nu)\right\rangle+\lambda \sum_{i=1}^{N} b_{i, n}\left\langle\mathcal{V}, Q_{n-i}(x) D_{\nu}^{m}\left[S_{n-j+m}(x ; \lambda, \nu)\right]\right\rangle,
\end{aligned}
$$

then $c_{j, n, \lambda, \nu}=0$ for $j>i$ or $j>K$. Thus, (4.8) and (4.9) hold. Also, for $n \geq K$,

$$
\frac{c_{K, n, \lambda, \nu}}{\eta_{n, m, \nu}}=\frac{\frac{a_{M, n}}{\eta_{n-M, m, \nu}}\left\langle\mathcal{U}, P_{n-M+m}^{2}(x)\right\rangle \delta_{M, K}+\lambda \eta_{n-N, m, \nu} b_{N, n}\left\langle\mathcal{V}, Q_{n-N}^{2}(x)\right\rangle \delta_{N, K}}{\left\langle S_{n-K+m}(x ; \lambda, \nu), S_{n-K+m}(x ; \lambda, \nu)\right\rangle_{\lambda, \nu}},
$$

holds, and as a consequence, (i), (ii) and (iii) follow. Finally,

$$
P_{n}^{[m, \nu]}(x)+\sum_{i=1}^{M} a_{i, n} P_{n-i}^{[m, \nu]}(x)=Q_{n}(x)+\sum_{j=1}^{n} b_{j, n} Q_{n-j}(x), \quad n \geq 0,
$$

with $b_{j, n}$, for $1 \leq j \leq n$, given by (4.11). Applying $\langle\cdot, p(x)\rangle_{\lambda, \nu}$ to both sides of (4.8), for $p \in \mathbb{P}_{n-K+m-1}$, it follows that

$$
0=\lambda\left\langle\mathcal{V},\left(D_{\nu}^{m}\left[P_{n+m}(x)\right]+\sum_{i=1}^{M} \frac{\eta_{n, m, \nu} a_{i, n}}{\eta_{n-i, m, \nu}} D_{\nu}^{m}\left[P_{n-i+m}(x)\right]\right) D_{\nu}^{m}[p(x)]\right\rangle
$$

i.e.,

$$
0=\left\langle\mathcal{V},\left(P_{n}^{[m, \nu]}(x)+\sum_{i=1}^{M} a_{i, n} P_{n-i}^{[m, \nu]}(x)\right) r(x)\right\rangle, \quad \forall r \in \mathbb{P}_{n-K-1},
$$

thus $b_{j, n}=0$, for $n-j \leq n-(K+1)$, which proves (4.10).
Theorem 4.4. Let $(\mathcal{U}, \mathcal{V})$ be a $(M, N)$ - $D_{\nu}$-coherent pair of order $m$ given by (4.7), $K=$ $\max \{M, N\}$, and for $n \geq 0$,

$$
s_{n, \nu}=\left\langle S_{n}(x ; \lambda, \nu), S_{n}(x ; \lambda, \nu)\right\rangle_{\lambda, \nu}, \quad \widetilde{a}_{i, n}=\frac{\eta_{n, m, \nu}}{\eta_{n-i, m, \nu}} a_{i, n}, \quad \widetilde{b}_{i, n}=\eta_{n, m, \nu} b_{i, n}
$$

with $a_{i, n}=b_{i, n}=0$ if $i>n$, and, $a_{0, n}=b_{0, n}=1$ for $n \geq 0$. Then

$$
\begin{equation*}
s_{n+m, \nu} c_{j, n+j, \lambda, \nu}=\zeta_{j, n, \lambda, \nu}-\sum_{\ell=1}^{K-j} c_{\ell, n, \lambda, \nu} c_{j+\ell, n+j, \lambda, \nu} s_{n-\ell+m, \nu}, \quad 0 \leq j \leq K, n \geq 0 \tag{4.13}
\end{equation*}
$$

with $s_{n, \nu}=\left\langle\mathcal{U}, P_{n}^{2}(x)\right\rangle$ for $n<m, c_{0, n, \lambda, \nu}=1$ for $n \geq 0, c_{j, n, \lambda, \nu}=0$ for $n<j \leq K$, and
for $0 \leq j \leq K$,

$$
\zeta_{j, n, \lambda, \nu}=\sum_{i=j}^{M} \widetilde{a}_{i, n+j} \widetilde{a}_{i-j, n}\left\langle\mathcal{U}, P_{n+j-i+m}^{2}(x)\right\rangle+\lambda \sum_{i=j}^{N} \widetilde{b}_{i, n+j} \widetilde{b}_{i-j, n}\left\langle\mathcal{V}, Q_{n+j-i}^{2}(x)\right\rangle .
$$

Proof. Notice that (4.8) and (4.9) hold setting $c_{0, n, \lambda, \nu}=1$ for $n \geq 0$. Then, from (4.7) and (4.8), (4.9) becomes, for $n \geq j$ and $0 \leq j \leq K$,

$$
\begin{aligned}
s_{n-j+m, \nu} c_{j, n, \lambda, \nu} & =\sum_{i=j}^{M} \sum_{\ell=0}^{M} \widetilde{a}_{i, n} \widetilde{a}_{\ell, n-j}\left\langle\mathcal{U}, P_{n-i+m}(x) P_{n-j-\ell+m}(x)\right\rangle \\
& -\sum_{i=j}^{M} \sum_{\ell=1}^{K} \widetilde{a}_{i, n} c_{\ell, n-j, \lambda, \nu}\left\langle\mathcal{U}, P_{n-i+m}(x) S_{n-j-\ell+m}(x ; \lambda, \nu)\right\rangle \\
& +\lambda \sum_{i=j}^{N} \sum_{\ell=0}^{N} \widetilde{b}_{i, n} \widetilde{b}_{\ell, n-j}\left\langle\mathcal{V}, Q_{n-i}(x) Q_{n-j-\ell}(x)\right\rangle \\
& -\lambda \sum_{i=j}^{N} \sum_{\ell=1}^{K} \widetilde{b}_{i, n} c_{\ell, n-j, \lambda, \nu}\left\langle\mathcal{V}, Q_{n-i}(x) D_{\nu}^{m}\left[S_{n-j-\ell+m}(x ; \lambda, \nu)\right]\right\rangle .
\end{aligned}
$$

Since $\left\langle\mathcal{U}, P_{n-i+m}(x) S_{n-j-\ell+m}(x ; \lambda, \nu)\right\rangle=0$ and $\left\langle\mathcal{V}, Q_{n-i}(x) D_{\nu}^{m}\left[S_{n-j-\ell+m}(x ; \lambda, \nu)\right]\right\rangle=0$, for $i<j+\ell$ or $j+\ell>K(\geq M, N)$, thus, for $n \geq j$ and $0 \leq j \leq K$,

$$
\begin{aligned}
& s_{n-j+m, \nu} c_{j, n, \lambda, \nu}=\sum_{i=j}^{M} \widetilde{a}_{i, n} \widetilde{a}_{i-j, n-j}\left\langle\mathcal{U}, P_{n-i+m}^{2}(x)\right\rangle+\lambda \sum_{i=j}^{N} \widetilde{b}_{i, n} \widetilde{b}_{i-j, n-j}\left\langle\mathcal{V}, Q_{n-i}^{2}(x)\right\rangle \\
& -\sum_{\ell=1}^{K-j} c_{\ell, n-j, \lambda, \nu} \sum_{i=j+\ell}^{M} \widetilde{a}_{i, n}\left\langle\mathcal{U}, P_{n-i+m}(x) S_{n-j-\ell+m}(x ; \lambda, \nu)\right\rangle \\
& \quad-\lambda \sum_{\ell=1}^{K-j} c_{\ell, n-j, \lambda, \nu} \sum_{i=j+\ell}^{N} \widetilde{b}_{i, n}\left\langle\mathcal{V}, Q_{n-i}(x) D_{\nu}^{m}\left[S_{n-j-\ell+m}(x ; \lambda, \nu)\right]\right\rangle,
\end{aligned}
$$

and from (4.9), the sum of the last two terms is $-\sum_{\ell=1}^{K-j} c_{\ell, n-j, \lambda, \nu} s_{n-j-\ell+m, \nu} c_{j+\ell, n, \lambda, \nu}$. Finally, substituting $n$ by $n+j$, we get (4.13).

Remark 4.5. Notice that Theorem 4.3 allows recursively compute the $D_{\nu}$-Sobolev SMOP $\left\{S_{n}(x ; \lambda, \nu)\right\}_{n \geq 0}$ and the coefficients $\left\{c_{j, n, \lambda, \nu}\right\}_{n \geq 0}, 1 \leq j \leq K$. Moreover, Theorem 4.4 gives a recursive equation for computing the sequences $\left\{c_{j, n, \lambda, \nu}\right\}_{n \geq 0}, 1 \leq j \leq K$, and $\left\{\left\langle S_{n}(x ; \lambda, \nu), S_{n}(x ; \lambda, \nu)\right\rangle_{\lambda, \nu}\right\}_{n \geq 0}$, and thus, using (4.8) and $S_{n}(x ; \lambda, \nu)=P_{n}(x)$ for $n<m$, we can get the $D_{\nu}$-Sobolev SMOP $\left\{S_{n}(x ; \lambda, \nu)\right\}_{n \geq 0}$.
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