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Abstract

On the one hand, the primitive three-dimensional viscous equations for large-scale ocean and
atmosphere dynamics are commonly used in weather and climate predictions. On the other
hand, ever since the middle of the last century, it has been widely recognized that the climate
variability exhibits long-time memory. In this paper, we first prove the global existence of weak
solutions to the primitive equations of large-scale ocean and atmosphere dynamics with Caputo
fractional time derivatives. Then we establish the existence of an absorbing set, which is positively
invariant. Finally, an attractor (strictly speaking, the minimal attracting set containing all the
limiting dynamics) is constructed for the time fractional primitive equations, which means that
the present state of a system may have long-time influences on the states in far future. However,
there was no work on the long-time behavior of the time fractional primitive equations and we fill
this gap in this paper.

Keywords: Primitive equations, weak Caputo derivatives, weak solutions, absorbing sets,
attractors

1. Introduction

As far as we know, the origin of primitive equations can be traced to the 90’s of the last century
[19]. The system, which consists of the hydrodynamic equations with the Coriolis force and
thermodynamic equations, was used to study the extremely complicated atmospheric phenomena,
and to predict the weather and possible climate changes. In recent decades the well-posedness
and the long-time behavior of solutions for primitive equations have been extensively aroused
scholastic interesting with the developments of the studies of atmosphere science, see, e.g., [2, 3,
10, 15, 16, 22, 23, 25] and the references therein.
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Ever since the middle of the last century, it has been widely recognized that the climate vari-
ability exhibits long-time memory, which means that the present state of a system may have
long-time influences on the states in far future. Therefore, it is natural to study fractional Lorenz
systems and complex chaotic attractors in the fractional systems [9, 18, 24]. From a macroscopic
point of view, time fractional partial differential equations play a central role in the modeling of
anomalous subdiffusive phenomena, which arise in a wide range of natural systems such as trans-
port process in porous media, systems with memory, avascular tumor growth, foraging behavior
of animals, fluid mechanics and viscoelasticity. In this context, it is natural that there exists
an interest in the well-posedness of fractional Navier-Stokes equations, e.g., the weak solutions
[20, 21, 26], and the mild solutions [4, 5]. To date, we do not know of any published work on 3D
viscous primitive equations with time fractional differential operator.

The purpose of this paper is to fill this gap and to investigate the long-time behavior of the
weak solutions to the following primitive equations of large-scale ocean and atmosphere dynamics
with Caputo fractional time derivatives:

Dγ
c v + (v · ∇H)v + w∂zv +∇Hp+ f0k × v + L1v = 0, (1.1)

∂zp+ T = 0, (1.2)

∇H ·v + ∂zw = 0, (1.3)

Dγ
cT + (v · ∇H)T + w∂zT + L2T = Q. (1.4)

Here Dγ
c v and Dγ

cT are, respectively, the Caputo fractional derivatives of v and T with γ ∈ (0, 1).
The horizontal velocity v = (v1, v2), the vertical velocity w, the temperature T , the pressure p are
unknowns. f0 is the Coriolis parameter, Q is a given heat source, the notation k× v is the vector
product of k = (0, 0, 1) and v = (v1, v2, 0). Set ∇H = (∂x, ∂y), ∇H · = ∂x + ∂y and 4H = ∂2

x + ∂2
y .

Define L1 = − 1
R1
4H − 1

R2
∂2
z , L2 = − 1

R3
4H − 1

R4
∂2
z , where Ri (i = 1, 2, 3, 4) are positive Reynolds

numbers. We aim to consider problem (1.1)-(1.4) in a cylindrical domain Ω=M×(−h, 0) with M
being a sufficiently smooth and bounded domain in R2. We divide the boundary of Ω into three
parts:

Γu = {(x, y, z) ∈ Ω : z = 0}, (1.5)

Γb = {(x, y, z) ∈ Ω : z = −h}, (1.6)

Γs = {(x, y, z) ∈ Ω : (x, y) ∈ ∂M,−h 6 z 6 0}, (1.7)

where Γu, Γb and Γs describe the top, bottom and lateral of ocean, respectively. The boundary
and initial conditions are given by

∂zv = η, w = 0, ∂zT = −α(T − %) on Γu, (1.8)

∂zv = 0, w = 0, ∂zT = 0 on Γb, (1.9)

v · −→n = 0, ∂−→n v ×−→n = 0, ∂−→n T = 0 on Γs, (1.10)

(v(0), T (0)) = (v0, T0), (1.11)
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where α > 0, −→n means the unit outward normal vector to ∂M , η(x, y) and %(x, y) stand for the
wind stress and the typical temperature distribution on the top surface of the ocean, respectively.

Suppose that ps is an unknown function on Γb. By (1.2)-(1.3) we have

w(t;x, y, z) = W (v)(t;x, y, z) = −
∫ z

−h
∇H ·v(t;x, y, ξ)dξ, (1.12)

p(t;x, y, z) = ps(t;x, y)−
∫ z

−h
T (t;x, y, ξ)dξ, (1.13)

then one can recast equations (1.1)-(1.4) in a simple form

Dγ
c v + (v · ∇H)v +W (v)∂zv +∇H

(
ps −

∫ z

−h
T (t;x, y, ξ)dξ

)
+ f0k × v + L1v = 0, (1.14)

Dγ
cT + (v · ∇H)T +W (v)∂zT + L2T = Q, (1.15)∫ 0

−h
∇H ·v(t;x, y, ξ)dξ = 0. (1.16)

Notice that the boundary conditions (1.8)-(1.10) can be converted into the homogeneous case (see
[3, 10, 11]). For simplicity and without loss of generality we will assume that η = 0, % = 0.
Therefore, system (1.14)-(1.16) can be supplemented with the following boundary and initial
conditions

∂zv = 0, w = 0, ∂zT = −αT on Γu, (1.17)

∂zv = 0, w = 0, ∂zT = 0 on Γb, (1.18)

v · −→n = 0, ∂−→n v ×−→n = 0, ∂−→n T = 0 on Γs, (1.19)

(v(0), T (0)) = (v0, T0). (1.20)

This work consists of two major parts. The first one is devoted to the existence of local
and global weak solutions to problem (1.14)-(1.20). To this end, we follow the Faedo-Galerkin
approximation but properly apply the compactness criteria for time fractional PDEs introduced
in [13] and the uniform estimates of solutions established by integration by parts, Nirenberg-
Gagliardo’s inequalities and Sobolev’s embeddings. The second part focuses on the asymptotic
behavior of weak solutions to problem (1.14)-(1.20). Based on the elementary inequality for
Caputo fractional differential equations [12], we first establish the existence of an absorbing set,
which is positively invariant. Since the solution mapping of a general Caputo fractional differential
equation does not, in general, generate a semi-group [6] (see [7] also for the generation of semi-
dynamical systems in some sense), the omega limit set of the absorbing set cannot be called the
attractor of (1.14)-(1.20). Then, the minimal attracting set containing all limiting dynamics is
introduced to investigate the long-time behavior of the weak solutions to (1.14)-(1.20).

The present paper is structured as follows. In Section 2, we briefly recall an elementary
inequality, fundamental notation and results about Caputo fractional derivatives. Section 3 is
devoted to establishing a priori estimates for weak solutions. Meanwhile, the proof of global weak
solutions to problem (1.14)-(1.20) is summarized in Section 4. In Section 5, we investigate the
asymptotic behavior of the weak solutions to problem (1.14)-(1.20).
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2. Preliminaries

2.1. Phase spaces and fractional Gronwall inequalities

We begin with some basic notation used in this paper.
Let B be a Banach space with B′ being the dual of B, and let T ∗ > 0 be given arbitrar-

ily. The notation C∞c ((0, T ∗);B) represents all infinitely differentiable functions from (0, T ∗) to
B but with compact supports. Lp((0, T ∗);B) denotes the Banach space of all Lebesgue mea-

surable functions satisfying
( ∫ T ∗

0
‖f‖pBdt

) 1
p
< ∞. Lp((0, T ∗);B) is endowed with the norm

‖f‖Lp((0,T ∗);B) =
( ∫ T ∗

0
‖f‖pBdt

) 1
p

if p ∈ [1,∞) while the essential supremum if p = ∞. We

denote Lp(Ω) and Lp(M) the usual Lebesgue spaces with the norm

‖f‖Lp =


(∫

Ω

|f |pdxdydz
) 1

p
, f∈Lp(Ω),(∫

M

|f |pdxdy
) 1

p
, f∈Lp(M),

where p ∈ [1,∞). Denote by Hm(Ω) and Hm(M) the usual Sobolev spaces of functions, together
with all their covariant derivatives, which are in L2(Ω) and L2(M), respectively. For f ∈ Hm(Ω)
or f ∈ Hm(M), the norm is given by

‖f‖Hm =



[∫
Ω

( ∑
16k6m

∑
ij=x,y,z;j=1,...,k

|∇i1 · · · ∇ikf |2 + |f |2
)] 1

2
, f∈Hm(Ω),[ ∫

M

( ∑
16k6m

∑
ij=x,y;j=1,...,k

|∇i1 · · · ∇ikf |2 + |f |2
)] 1

2
, f∈Hm(M).

Let
V1 :=

{
v ∈ (C∞(Ω))2 : ∂zv|z=0 = 0, ∂zv|z=−h = 0, v · −→n |Γs = 0, ∂−→n v ×−→n |Γs = 0,∫ 0

−h
∇H ·v(t;x, y, ξ)dξ = 0

}
,

and
V2 :=

{
T ∈ C∞(Ω) : (∂zT + αT )|z=0 = 0, ∂zT |z=−h = 0, ∂−→n T |Γs = 0

}
.

Then we introduce some spaces

V1 = the closure of V1 under the H
1 topology,

V2 = the closure of V2 under the H
1 topology,

H1 = the closure of V1 under the L
2 topology,

H2 = L2(Ω),

4



and the inner products and norms are given as follows:

〈v, ṽ〉V1 =
1

R1

∫
Ω

∇Hv·∇H ṽdxdydz +
1

R2

∫
Ω

∂zv·∂zṽdxdydz,

〈T, T̃ 〉V2 =
1

R3

∫
Ω

∇HT ·∇H T̃ dxdydz +
1

R4

∫
Ω

∂zT ·∂zT̃ dxdydz +
α

R4

∫
Γu

T T̃dΓu,

〈v, ṽ〉H1 =

∫
Ω

v·ṽdxdydz,

〈T, T̃ 〉H2 =

∫
Ω

T ·T̃ dxdydz,

‖v‖V1 = 〈v, v〉
1
2
V1
, ‖T‖V2 = 〈T, T 〉

1
2
V2
,

‖v‖H1 = 〈v, v〉
1
2
H1
, ‖T‖H2 = 〈T, T 〉

1
2
H2
.

We shall frequently use the Mittag-Leffler function Eα,β(z) defined as follows:

Eα,β(z) =
∞∑
j=0

zj

Γ(αj + β)
, z ∈ C.

In particular for the case β = 1, we denote by Eα(z) the one-parameter function Eα,1(z). For later
use, we collect the following uniform estimates on Mittag-Leffler functions; see [1].

Lemma 2.1. For every α ∈ [0, 1) and x > 0, we have

1

1 + Γ(1− α)x
6 Eα(−x) 6

1

1 + 1
Γ(1+α)

x
.

Now we recall an elementary inequality of Gronwall type; see [12] for more details.

Lemma 2.2. Let u(t) > 0 be continuous and satisfy

Dγ
cu(t) 6 2a− 2bu(t).

Then
u(t)6u(0)Eγ(−2btγ) +

a

b
(1− Eγ(−2btγ)).

2.2. Fractional setting

In this subsection, let us recapitulate some definitions and preliminary facts on fractional
derivatives, and the compactness criteria for time fractional PDEs; see [13, 14] for more details.

Definition 2.3. Let B be a Banach space. For a locally integrable function u∈L1
loc((0, T

∗);B), if
there exists u0∈B such that

lim
t→0+

1

t

∫ t

0

‖u(s)− u0‖Bds = 0,
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we call u0 the right limit of u at t = 0, denoted as u(0+) = u0. Similarly, we define u(T ∗−) to be
the constant uT ∗∈B such that

lim
t→T ∗−

1

T ∗ − t

∫ T ∗

t

‖u(s)− uT ∗‖Bds = 0.

First, we recall the left Caputo derivatives for functions valued in Rd. We define the modified
Riemann-Liouville operators Jβu(t) := gβ ∗ (θ(t)u(t)) for β > −1, where the distributions gβ are
given by

gβ(t) :=


θ(t)

Γ(β)
tβ−1, β > 0,

δ(t), β = 0,
1

Γ(1+β)
D(θ(t)tβ), β ∈ (−1, 0).

Here θ(t) is the standard Heaviside step function, Γ(β) is the Gamma function, and D typically
denotes the distributional derivative.

Definition 2.4. Let 0 < γ < 1. Consider u ∈ L1
loc(0, T

∗) possessing a right limit u(0+) = u0 at
t = 0 in the sense of Definition 2.3. The γ-th order left Caputo derivative of u is a distribution
in D′(−∞, T ∗) with support in [0, T ∗), given by

Dγ
cu := J−γu− u0g1−γ = g−γ ∗

(
(u− u0)θ(t)

)
.

If u is absolutely continuous on (0, T ∗), then the left Caputo derivative is reduced to the
traditional definition of Caputo derivative

Dγ
cu =

1

Γ(1− γ)

∫ t

0

u̇(s)

(t− s)γ
ds, (2.1)

where u̇ means the time derivative of u.

Lemma 2.5. Suppose E(·) ∈ L1
loc([0,∞);R) is continuous at t = 0. If there exists f(t) ∈

L1
loc([0,∞);R) satisfying

Dγ
cE(t) 6 f(t),

where this inequality means that f(t)−Dγ
cE(t) is a non-negative distribution, then

E(t) 6 E(0) +
1

Γ(γ)

∫ t

0

(t− s)γ−1f(s)ds, a.e. (2.2)

Now we move on to the right Caputo derivatives for functions valued in Rd. We set g̃γ(t) :=
θ(−t)
Γ(γ)

(−t)γ−1 if γ > 0 and g̃−γ(t) := − 1
Γ(1−γ)

D(θ(−t)(−t)−γ) if 0 < γ < 1. Then we have

Definition 2.6. Let 0 < γ < 1. Consider u ∈ L1
loc(−∞, T ∗) such that u has a left limit u(T ∗−) at

t = T ∗ in the sense of Definition 2.3. The γ-th order right Caputo derivative of u is a distribution
in D′(R) with support in (−∞, T ∗], given by

D̃γ
c;T ∗u := g̃−γ ∗ (θ(T ∗ − t)(u(t)− u(T ∗−))). (2.3)
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Notice that if u is absolutely continuous on (a, T ∗), a < T ∗, then

D̃γ
c;T ∗u := − 1

Γ(1− γ)

∫ T ∗

t

(s− t)−γu̇(s)ds, ∀t ∈ (a, T ∗).

Consequently if ϕ ∈ C∞c (−∞, T ∗),

− 1

Γ(1− γ)

∫ T ∗

t

(s− t)−γϕ̇(s)ds = D̃γ
c;T ∗ϕ = g̃−γ ∗ ϕ = − 1

Γ(1− γ)

d

dt

∫ T ∗

t

(s− t)−γϕ(s)ds,

thanks to the fact θ(T ∗ − t)(ϕ− ϕ(T ∗)) = ϕ if ϕ ∈ C∞c (−∞, T ∗).
We now turn to the Caputo derivatives for functions valued in general Banach spaces. We fix

T ∗ > 0 and define

D′ :=
{
v
∣∣∣ v : C∞c ((−∞, T ∗);R)→ B is a bounded linear operator

}
.

It is clear that D′ is the analogy of the distributions D′(R).

Definition 2.7. Let B be a Banach space and u ∈ L1
loc([0, T

∗);B). Let u0 ∈ B. We define the
weak Caputo derivative of u associated with initial data u0 to be Dγ

cu ∈ D′ such that for any test
function ϕ ∈ C∞c ((−∞, T ∗);R),

〈ϕ,Dγ
cu〉 :=

∫ T ∗

−∞
(D̃γ

c;T ∗ϕ)(u− u0)θ(t)dt =

∫ T ∗

−∞
(D̃γ

c;T ∗ϕ)(u− u0)dt. (2.4)

Proposition 2.8. Let γ ∈ (0, 1). If u : [0, T ∗) → B is C1((0, T ∗);B) ∩ C0([0, T ∗);B), and
u 7→ E(u) ∈ R is a C1 convex functional on B, then

Dγ
cu(t) =

1

Γ(1− γ)

(u(t)− u(0)

tγ
+ γ

∫ t

0

u(t)− u(s)

(t− s)γ+1
ds
)
,

and
Dγ
cE(u(t)) 6 〈Dγ

cu(t), DuE(u)〉,
where DuE(·) : B → B′ is the Fréchet differential and 〈·, ·〉 is understood as the dual pairing
between B and B′.

Proposition 2.9. Suppose Y is a reflexive Banach space, γ ∈ (0, 1) and T ∗ > 0. Assume un → u
in Lp

∗
((0, T ∗);Y ), p∗ > 1. If there is an assignment of initial values u0,n for un such that the weak

Caputo derivatives Dγ
cun are bounded in Lr((0, T ∗);Y ) (r ∈ [1,∞)), then

(i) There is a subsequence such that u0,n converges weakly to some value u0 ∈ Y .
(ii) If r > 1, there exists a subsequence such that Dγ

cunk
converges weakly to f and u0,nk

converges
weakly to u0, and f is the Caputo derivative of u with initial value u0 so that

u = u0 +
1

Γ(γ)

∫ t

0

(t− s)γ−1f(s)ds. (2.5)

Further, if r > 1/γ, then, u(0+) = u0 in Y in the sense of Definition 2.3.
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The following theorem could be viewed as a generalization of the Aubin-Lions lemma.

Lemma 2.10. Let T ∗ > 0, γ ∈ (0, 1) and p∗ ∈ [1,∞). Let X, B, Y be Banach spaces. X ↪→ B
compactly and B ↪→ Y continuously. Suppose W ⊂ L1

loc((0, T
∗);X) satisfies:

(i) There exists r1 ∈ [1,∞) and C̃1 > 0 such that ∀u ∈ W ,

sup
t∈(0,T ∗)

Jγ(‖u‖r1X ) = sup
t∈(0,T ∗)

1

Γ(γ)

∫ t

0

(t− s)γ−1‖u‖r1X (s)ds 6 C̃1.

(ii) There exists p1 ∈ (p∗,∞], W is bounded in Lp1((0, T ∗);B).

(iii) There exist r2 ∈ [1,∞) and C̃2 > 0 such that ∀u ∈ W , there is an assignment of initial
value u0 for u so that the weak Caputo derivative satisfies:

‖Dγ
cu‖Lr2 ((0,T ∗);Y ) 6 C̃2.

Then, W is relatively compact in Lp
∗
((0, T ∗);B).

2.3. Weak solutions

We give the definition of weak solutions in the distributed sense for the problem (1.14)-(1.20).

Definition 2.11. Let γ ∈ (0, 1). A couple of functions (v, T ) with v ∈ L∞((0, T ∗); H1) ∩
L2((0, T ∗);V1), T ∈ L∞((0, T ∗);H2) ∩ L2((0, T ∗);V2), Dγ

c v ∈ L
4
3 ((0, T ∗); (H−2(Ω))2) and Dγ

cT ∈
L

4
3 ((0, T ∗);H−2(Ω)) is called a weak solution to (1.14)-(1.20) with initial datas v0 ∈ H1 and

T0 ∈ H2 if

< v − v0, D̃
γ
c;T ∗ϕ1 >=

∫ T ∗

0

∫
Ω

(
(v·∇H)ϕ1 +W (v)∂zϕ1

)
·vdxdydzdt

+

∫ T ∗

0

∫
Ω

∇H ·ϕ1

(
ps −

∫ z

−h
T (t;x, y, ξ)dξ

)
dxdydzdt

−
∫ T ∗

0

∫
Ω

(f0k × v)·ϕ1dxdydzdt−
∫ T ∗

0

∫
Ω

v·L1ϕ1dxdydzdt,

and

< T − T0, D̃
γ
c;T ∗ϕ2 >=

∫ T ∗

0

∫
Ω

(
(v·∇H)ϕ2 +W (v)∂zϕ2

)
Tdxdydzdt

−
∫ T ∗

0

∫
Ω

TL2ϕ2dxdydzdt+

∫ T ∗

0

∫
Ω

ϕ2Qdxdydzdt,

for any (ϕ1, ϕ2) with ϕ1 ∈ C∞c ([0, T ∗); (H2(Ω))2∩V1) and ϕ2 ∈ C∞c ([0, T ∗);H2(Ω)∩V2). Moreover,
(v, T ) is called a global weak solution if (v, T ) is defined on [0,∞) so that its restriction on any
interval [0, T ∗), T ∗ > 0, is a weak solution.

In the following, C is a positive constant and may be different from line to line and even if in
the same line.
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3. Some a priori estimates

It is well-known that L1 and L2 are positive self-adjoint operators with compact inverse. There-
fore, the space H1 ×H2 possesses an orthonormal basis {ej}∞j=1 := {(e1

j , e
2
j)}∞j=1 of eigenfunctions

{λj}∞j=1 := {(λ1
j , λ

2
j)}∞j=1 of the operators

L1e
1
j = λ1

je
1
j , L2e

2
j = λ2

je
2
j ,

where 0 < λi1 6 λi2 6 · · · and limj→∞ λ
i
j = ∞ for i = 1, 2; see [2] for more details. Then for

v0 ∈ H1 and T0 ∈ H2, we have v0 =
∑∞

j=1 α
1
je

1
j and T0 =

∑∞
j=1 α

2
je

2
j . It is easy to see that

‖v‖2
H1

6 (λ1
1)−1‖v‖2

V1
and ‖T‖2

H2
6 (λ2

1)−1‖T‖2
V2

for any v ∈ V1 and T ∈ V2. For convenience, we
set λ1 := min{λ1

1, λ
2
1}.

To prove the existence of weak solutions, we shall use the Galerkin method. Let (vm, Tm) be
an approximate solution of the problem (1.14)-(1.20), where

vm =
m∑
j=1

c1
jme

1
j , Tm =

m∑
j=1

c2
jme

2
j . (3.1)

Then we have

〈e1
j , D

γ
c vm〉+ 〈e1

j , (vm · ∇H)vm〉+ 〈e1
j ,W (vm)∂zvm〉+ 〈e1

j , f0k × vm〉

+ 〈e1
j ,∇H

(
ps −

∫ z

−h
Tm(t;x, y, ξ)dξ

)
〉+ 〈e1

j , L1vm〉 = 0,
(3.2)

〈e2
j , D

γ
cTm〉+ 〈e2

j , (vm · ∇H)Tm〉+ 〈e2
j ,W (vm)∂zTm〉+ 〈e2

j , L2Tm〉 = 〈e2
j , Q〉. (3.3)

According to the properties of the basis, (3.2)-(3.3) can be reduced to the following FODE system

Dγ
c (cm) = Fm(cm), (3.4)

cm(0) = (α1
1, . . . , α

1
m, α

2
1, . . . , α

2
m), (3.5)

where cm = (c1
1m, . . . , c

1
mm, c

2
1m, . . . , c

2
mm) and Fm is a quadratic vector-valued function of cm.

Lemma 3.1. (i) Let v0 ∈ H1, T0 ∈ H2 and Q ∈ H2. Then for any m > 1, there exists a unique
solution (vm, Tm) of the problem (3.2)-(3.3), which is defined on [0,∞) satisfying

‖vm‖2
L∞((0,∞);H1) + ‖Tm‖2

L∞((0,∞);H2) 6 C(‖v0‖2
H1

+ ‖T0‖2
H2

) + C, (3.6)

and for any t > 0,
1

Γ(γ)

∫ t

0

(t− s)γ−1
(
‖vm(s)‖2

V1
+ ‖Tm(s)‖2

V2

)
ds

6 ‖v0‖2
H1

+ (1 + h2(λ2
1)−1)‖T0‖2

H2
+ Ctγ.

(3.7)
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(ii) There exist (v, T ) with v ∈ L∞((0,∞);H1) ∩ L2
loc([0,∞);V1) and T ∈ L∞((0,∞);H2) ∩

L2
loc([0,∞);V2), and a subsequence {mk}∞k=1 such that

vmk
→ v in L2

loc([0,∞);H1),

Tmk
→ T in L2

loc([0,∞);H2).

Further, (v, T ) has weak Caputo derivatives Dγ
c v ∈ L

4
3
loc([0,∞); (H−2(Ω))2) and Dγ

cT∈ L
4
3
loc([0,∞);H−2(Ω)).

Proof. (i) Since Fm is smooth and ∂Fm(cm)/∂cm is locally Lipschitz continuous in cm, by using
the same idea as in [8, 17] but for the system (3.4)-(3.5), we can conclude that the solution cm of
(3.4)-(3.5) exists on [0, Tmb ) and cm ∈ C1(0, Tmb ) ∩ C0[0, Tmb ). Here either Tmb = ∞ or Tmb < ∞
and lim supt→Tm

b −
|cm| = ∞ where |cm| =

√∑m
j=1(c1

jm)2 +
∑m

j=1(c2
jm)2. Therefore, by the form

(3.1) of (vm, Tm) we have

vm ∈ C1((0, Tmb );V1) ∩ C0([0, Tmb );V1),

Tm ∈ C1((0, Tmb );V2) ∩ C0([0, Tmb );V2).
(3.8)

By using Proposition 2.8, we conclude that

Dγ
c

(1

2
‖vm‖2

H1

)
6 〈vm, Dγ

c vm〉, Dγ
c

(1

2
‖Tm‖2

H2

)
6 〈Tm, Dγ

cTm〉. (3.9)

It follows from (3.1) and (3.3) that

〈Tm, Dγ
cTm〉+

1

R3

‖∇HTm‖2
L2 +

1

R4

‖∂zTm‖2
L2 +

α

R4

‖Tm|z=0‖2
L2

=

∫
Ω

TmQdxdydz −
∫

Ω

(
(vm·∇H)Tm +W (vm)∂zTm

)
Tmdxdydz.

(3.10)

After using the integration by parts formula, we have∫
Ω

(
(vm·∇H)Tm +W (vm)∂zTm

)
Tmdxdydz = 0. (3.11)

By the Hölder and Young inequalities, we find that∫
Ω

TmQdxdydz 6 ‖Tm‖H2‖Q‖L2

6
(
h2R4 +

R4h

α

)
‖Q‖2

L2 +
1

4
(
h2R4 + R4h

α

)‖Tm‖2
H2

6
(
h2R4 +

R4h

α

)
‖Q‖2

L2 +
1

2R4

‖∂zTm‖2
L2 +

α

2R4

‖Tm|z=0‖2
L2 . (3.12)
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Inserting (3.11)-(3.12) and (3.9) into (3.10), we conclude that

Dγ
c ‖Tm‖2

H2
+ ‖Tm‖2

V2
6 2
(
h2R4 +

R4h

α

)
‖Q‖2

L2 . (3.13)

Since
∫

Ω
(f0k × vm)·vmdxdydz = 0, by (3.1) and (3.2) we have

〈vm, Dγ
c vm〉+

1

R1

‖∇Hvm‖2
L2 +

1

R2

‖∂zvm‖2
L2

= −
∫

Ω

(
(vm·∇H)vm +W (vm)∂zvm

)
·vmdxdydz

−
∫

Ω

∇H

(
ps −

∫ z

−h
Tm(t;x, y, ξ)dξ

)
·vmdxdydz.

(3.14)

Arguing as in (3.11), we find that∫
Ω

(
(vm·∇H)vm +W (vm)∂zvm

)
·vmdxdydz = 0. (3.15)

Notice that ∫
Ω

∇Hps·vmdxdydz = −
∫
M

ps

(∫ 0

−h
∇H ·vmdz

)
dxdy = 0, (3.16)

and ∫
Ω

(
−∇H

∫ z

−h
Tm(t;x, y, ξ)dξ

)
·vmdxdydz6h‖vm‖V1‖Tm‖H2

6
1

2
‖vm‖2

V1
+
h2(λ2

1)−1

2
‖Tm‖2

V2
.

(3.17)

In view of (3.9) we find that

Dγ
c ‖vm‖2

H1
+ ‖vm‖2

V1
6h2(λ2

1)−1‖Tm‖2
V2
. (3.18)

This together with (3.13) implies that

Dγ
c

(
‖vm‖2

H1
+ (1 + h2(λ2

1)−1)‖Tm‖2
H2

)
+ ‖vm‖2

V1
+ ‖Tm‖2

V2

6 2(1 + h2(λ2
1)−1)

(
h2R4 +

R4h

α

)
‖Q‖2

L2 .
(3.19)

We deduce from Lemma 2.2 that for any 0 < t < Tmb ,

‖vm‖2
H1

+ (1 + h2(λ2
1)−1)‖Tm‖2

H2
6
(
‖vm(0)‖2

H1
+ (1 + h2(λ2

1)−1)‖Tm(0)‖2
H2

)
Eγ(−λ1t

γ)

+
2

λ1

(1 + h2(λ2
1)−1)

(
h2R4 +

R4h

α

)
‖Q‖2

L2(1− Eγ(−λ1t
γ))

6 C(‖v0‖2
H1

+ ‖T0‖2
H2

) + C,

(3.20)
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where we have used supt>0Eγ(−λ1t
γ) 6 1 due to Lemma 2.1. This ensures that Tmb =∞. In fact,

if Tmb <∞ then lim supt→Tm
b −

(‖vm‖2
H1

+ ‖Tm‖2
H2

) =∞, which contradicts (3.20). Therefore,

‖vm‖2
L∞((0,∞);H1) + ‖Tm‖2

L∞((0,∞);H2) 6 C(‖v0‖2
H1

+ ‖T0‖2
H2

) + C. (3.21)

On the other hand, it follows from (3.19) that for any t > 0

1

Γ(γ)

∫ t

0

(t− s)γ−1
(
‖vm(s)‖2

V1
+ ‖Tm(s)‖2

V2

)
ds

6 ‖v0‖2
H1

+ (1 + h2(λ2
1)−1)‖T0‖2

H2
+ Ctγ.

(3.22)

(ii) Let T ∗ > 0 be given arbitrarily. By using Lemma 2.10, now it only remains to show that

‖Dγ
c vm‖L 4

3 ((0,T ∗);(H−2(Ω))2)
6 C, ‖Dγ

cTm‖L 4
3 ((0,T ∗);H−2(Ω))

6 C.

For this end, we take test functions ϕ1 ∈ L4((0, T ∗); (H2(Ω))2∩V1) and ϕ2 ∈ L4((0, T ∗);H2(Ω)∩V2)
with ‖ϕ1‖L4((0,T ∗);(H2(Ω))2)) 6 1, ‖ϕ2‖L4((0,T ∗);H2(Ω)) 6 1. Denote

ϕ1m := Pmϕ1, ϕ2m := Pmϕ2, (3.23)

where Pm is a projection mapping as in (3.1). Then we have

‖ϕ1m‖L4((0,T ∗);(H2(Ω))2) 6 ‖Pm‖‖ϕ1‖L4((0,T ∗);(H2(Ω))2) 6 C, (3.24)

‖ϕ2m‖L4((0,T ∗);H2(Ω)) 6 ‖Pm‖‖ϕ2‖L4((0,T ∗);H2(Ω)) 6 C. (3.25)

Thanks to the integration by parts formula, we obtain that

〈Dγ
c vm, ϕ1〉 = 〈Dγ

c vm, ϕ1m〉

=

∫ T ∗

0

∫
Ω

(vm·∇H)ϕ1m·vmdxdydzdz +

∫ T ∗

0

∫
Ω

W (vm)∂zϕ1m·vmdxdydzdt

+

∫ T ∗

0

∫
Ω

∇H ·ϕ1mpsdxdydzdt−
∫ T ∗

0

∫
Ω

∇H ·ϕ1m

∫ z

−h
Tm(t;x, y, ξ)dξdxdydzdt

−
∫ T ∗

0

∫
Ω

(f0k × vm)·ϕ1mdxdydzdt−
∫ T ∗

0

∫
Ω

ϕ1m·L1vmdxdydzdt :=
6∑
i=1

Ii,

(3.26)

and
〈Dγ

cTm, ϕ2〉 = 〈Dγ
cTm, ϕ2m〉

=

∫ T ∗

0

∫
Ω

(vm·∇H)ϕ2mTmdxdydzdt+

∫ T ∗

0

∫
Ω

W (vm)∂zϕ2mTmdxdydzdt

−
∫ T ∗

0

∫
Ω

ϕ2mL2Tmdxdydzdt+

∫ T ∗

0

∫
Ω

ϕ2mQdxdydzdt :=
10∑
i=7

Ii.

(3.27)
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For the first term I1, in view of (3.6), (3.24) and the Nirenberg-Gagliardo inequality ‖vm‖L4 6

C‖vm‖
1
4
H1
‖vm‖

3
4
V1

, we deduce from the Hölder inequality that∣∣∣I1

∣∣∣6∫ T ∗

0

‖∇Hϕ1m‖L2‖vm‖2
L4dt

6C
∫ T ∗

0

‖ϕ1m‖H2‖vm‖
3
2
V1
dt

6C
(∫ T ∗

0

‖ϕ1m‖4
H2dt

) 1
4
(∫ T ∗

0

‖vm‖2
V1
dt
) 3

4
(3.28)

6C
(∫ T ∗

0

‖vm‖2
V1
dt
) 3

4
.

Similarly, it follows from the Nirenberg-Gagliardo inequality ‖vm‖L36C‖vm‖
1
2
H1
‖vm‖

1
2
V1

andH1(Ω) ⊂
L6(Ω) that ∣∣∣I2

∣∣∣6∫ T ∗

0

‖∂zϕ1m‖L6‖W (vm)‖L2‖vm‖L3dt

6C
∫ T ∗

0

‖ϕ1m‖H2‖vm‖
3
2
V1
‖vm‖

1
2
H1
dt

6C
(∫ T ∗

0

‖ϕ1m‖4
H2dt

) 1
4
(∫ T ∗

0

‖vm‖2
V1
dt
) 3

4

6C
(∫ T ∗

0

‖vm‖2
V1
dt
) 3

4
. (3.29)

Since ϕ1m ∈ L4((0, T ∗);V1), we have∣∣∣I3

∣∣∣ =
∣∣∣ ∫ T ∗

0

∫
M

ps

∫ 0

−h
∇H ·ϕ1mdzdxdydt

∣∣∣ = 0. (3.30)

Applying the Hölder inequality results in∣∣∣I4

∣∣∣+
∣∣∣I5

∣∣∣+
∣∣∣I10

∣∣∣
6C

∫ T ∗

0

‖ϕ1m‖H2‖Tm‖H2dt+ C

∫ T ∗

0

‖ϕ1m‖L2‖vm‖H1dt+ C

∫ T ∗

0

‖Q‖L2‖ϕ2m‖L2dt

6C
(∫ T ∗

0

‖Tm‖2
V2
dt
) 1

2
+ C

(∫ T ∗

0

‖vm‖2
V1
dt
) 3

4
+ C‖Q‖L2(T ∗)

1
2 . (3.31)

For the terms I6 and I9, by the Hölder inequality we have∣∣∣I6

∣∣∣+
∣∣∣I9

∣∣∣6C ∫ T ∗

0

‖ϕ1m‖H2‖vm‖V1dt+ C

∫ T ∗

0

‖ϕ2m‖H2‖Tm‖V2dt

6C
(∫ T ∗

0

‖vm‖2
V1
dt
) 1

2
+ C

(∫ T ∗

0

‖Tm‖2
V2
dt
) 1

2
. (3.32)
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Arguing as in (3.28)-(3.29), we deduce that∣∣∣I7

∣∣∣6C ∫ T ∗

0

‖ϕ2m‖H2‖vm‖L4‖Tm‖L4dt

6C
∫ T ∗

0

‖ϕ2m‖H2‖vm‖
1
4
H1
‖vm‖

3
4
V1
‖Tm‖

1
4
H2
‖Tm‖

3
4
V2
dt

6C
∫ T ∗

0

‖ϕ2m‖H2‖vm‖
3
4
V1
‖Tm‖

3
4
V2
dt

6C
(∫ T ∗

0

‖vm‖2
V1
dt
) 3

8
(∫ T ∗

0

‖Tm‖2
V2
dt
) 3

8
,

(3.33)

and ∣∣∣I8

∣∣∣6∫ T ∗

0

‖∂zϕ2m‖L6‖W (vm)‖L2‖Tm‖L3dt

6C
∫ T ∗

0

‖ϕ2m‖H2‖vm‖V1‖Tm‖
1
2
H2
‖Tm‖

1
2
V2
dt

6C
(∫ T ∗

0

‖vm‖2
V1
dt
) 1

2
(∫ T ∗

0

‖Tm‖2
V2
dt
) 1

4
.

(3.34)

By (3.7), we observe that∫ T ∗

0

(‖vm‖2
V1

+ ‖Tm‖2
V2

)dt

6 (T ∗)1−γ
∫ T ∗

0

(T ∗ − t)γ−1(‖vm‖2
V1

+ ‖Tm‖2
V2

)dt

6 C(T ∗)1−γ + CT ∗.

(3.35)

Inserting (3.28)-(3.35) into (3.26)-(3.27) yields

‖Dγ
c vm‖L 4

3 ((0,T ∗);(H−2(Ω))2)
6 C, ‖Dγ

cTm‖L 4
3 ((0,T ∗);H−2(Ω))

6 C. (3.36)

Recall from (3.6)-(3.7) that

‖vm‖L∞((0,T ∗);H1) 6 C, sup
06t<T ∗

Jγ(‖vm‖2
V1

) 6 C, (3.37)

and
‖Tm‖L∞((0,T ∗);H2) 6 C, sup

06t<T ∗
Jγ(‖Tm‖2

V2
) 6 C. (3.38)

Then by Lemma 2.10, we can find a couple of subsequences {(vmk
, Tmk

)}∞k=1 such that

vmk
→v in L2((0, T ∗);H1), Tmk

→T in L2((0, T ∗);H2). (3.39)
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According to Proposition 2.9, v and T have weak Caputo derivatives with initial data v0 and T0

such that

Dγ
c v∈L

4
3 ((0, T ∗); (H−2(Ω))2), Dγ

cT∈L
4
3 ((0, T ∗);H−2(Ω)), (3.40)

respectively.
By using a standard diagonal argument, v and T can be defined on (0,∞) and

Dγ
c v ∈ L

4
3
loc((0,∞); (H−2(Ω))2), Dγ

cT ∈ L
4
3
loc((0,∞);H−2(Ω)), (3.41)

such that there is a subsequence, denoted by {(vmk
, Tmk

)}∞k=1 satisfying

vmk
→v in L2

loc((0,∞);H1), Tmk
→T in L2

loc((0,∞);H2). (3.42)

By taking the further subsequence, still denoted by {(vmk
, Tmk

)}∞k=1, it follows from (3.42) that

vmk
→ v a.e. in [0,∞)× Ω, Tmk

→ T a.e. in [0,∞)× Ω. (3.43)

For any 0 < t1 < t2 <∞, integrating inequality (3.6) from t1 to t2, we have∫ t2

t1

(
‖vmk

‖2
H1

+ ‖Tmk
‖2
H2

)
dt 6

(
C(‖v0‖2

H1
+ ‖T0‖2

H2
) + C

)
(t2 − t1).

This together with Lebesgue’s dominated convergence theorem implies that∫ t2

t1

(
‖v‖2

H1
+ ‖T‖2

H2

)
dt 6

(
C(‖v0‖2

H1
+ ‖T0‖2

H2
) + C

)
(t2 − t1),

which ensures that v ∈ L∞((0,∞);H1) and T ∈ L∞((0,∞);H2).
From (3.35), we know that {vmk

}∞k=1 is bounded in L2((0, T ∗);V1) and {Tmk
}∞k=1 is bounded

in L2((0, T ∗);V2). By a standard diagonal argument again, there exists a subsequence (relabelled
the same) {(vmk

, Tmk
)}∞k=1 such that vmk

and Tmk
converge weakly to v and T in L2

loc((0,∞);V1)
and L2

loc((0,∞);V2), respectively, and consequently v ∈ L2
loc((0,∞);V1) and T ∈ L2

loc((0,∞);V2).
The proof of this lemma is completed. 2

4. Global existence of weak solutions

In this section, we shall establish the global existence of weak solutions for (1.14)-(1.20) by
using Galerkin’s approximation method.

Theorem 4.1. Suppose v0 ∈ H1, T0 ∈ H2 and Q ∈ H2. Then, system (1.14)-(1.20) has a
global weak solution (v, T ) with v ∈ L∞((0,∞);H1) ∩ L2

loc((0,∞);V1) and T ∈ L∞((0,∞);H2) ∩
L2
loc((0,∞);V2) in the sense of Definition 2.11.
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Proof. We recall from Lemma 3.1 that there is a subsequence, still denoted by {(vm, Tm)}∞m=1

such that
vm⇀v in L2

loc((0,∞);V1), Tm⇀T in L2
loc((0,∞);V2), (4.1)

vm→v in L2
loc((0,∞);H1), Tm→T in L2

loc((0,∞);H2). (4.2)

Let T ∗ be given arbitrarily. Then for any ϕ1 ∈ C∞c ((0, T ∗); (H3(Ω))2 ∩ V1) and ϕ2 ∈ C∞c ((0, T ∗);
H3(Ω) ∩ V2), we define ϕ1j := Pjϕ1 and ϕ2j := Pjϕ2 as in (3.23). We first fix j > 1, and then we
obtain that for m > j,

〈D̃γ
c;T ∗ϕ1j, vm − v0m〉 = 〈ϕ1j, D

γ
c vm〉

= −〈ϕ1j, (vm · ∇H)vm +W (vm)∂zvm〉 − 〈ϕ1j, f0k × vm〉

− 〈ϕ1j,∇H

(
ps −

∫ z

−h
Tm(t;x, y, ξ)dξ

)
〉 − 〈ϕ1j, L1vm〉

=

∫ T ∗

0

∫
Ω

(
(vm·∇H)ϕ1j +W (vm)∂zϕ1j

)
·vmdxdydzdt

+

∫ T ∗

0

∫
Ω

∇H ·ϕ1j

(
ps −

∫ z

−h
Tm(t;x, y, ξ)dξ

)
dxdydzdt

−
∫ T ∗

0

∫
Ω

(f0k × vm)·ϕ1jdxdydzdt−
∫ T ∗

0

∫
Ω

vm·L1ϕ1jdxdydzdt, (4.3)

and

〈D̃γ
c;T ∗ϕ2j, Tm − T0m〉 = 〈ϕ2j, D

γ
cTm〉

= −〈ϕ2j, (vm · ∇H)Tm +W (vm)∂zTm〉 − 〈ϕ2j, L2Tm〉+ 〈ϕ2j, Q〉

=

∫ T ∗

0

∫
Ω

(
(vm·∇H)ϕ2j +W (vm)∂zϕ2j

)
Tmdxdydzdt

−
∫ T ∗

0

∫
Ω

TmL2ϕ2jdxdydzdt+

∫ T ∗

0

∫
Ω

ϕ2jQdxdydzdt, (4.4)

where v0m = Pmv0 and T0m = PmT0.
By using the Hölder inequality, (3.24) and (4.2), we have∫ T ∗

0

∫
Ω

(
(vm·∇H)ϕ1j·vm − (v·∇H)ϕ1j·v

)
dxdydzdt

6
∫ T ∗

0

‖vm‖L4‖∇Hϕ1j‖L4‖vm − v‖H1dt (4.5)

+

∫ T ∗

0

‖v‖L4‖∇Hϕ1j‖L4‖v − vm‖H1dt

6 C(‖vm‖L2((0,T ∗);V1) + ‖v‖L2((0,T ∗);V1))‖ϕ1‖L∞((0,T ∗);H2)‖vm − v‖L2((0,T ∗);H1)

6 C‖vm − v‖L2((0,T ∗);H1) → 0 as m→∞,
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and similarly, ∫ T ∗

0

∫
Ω

(
(vm·∇H)ϕ2jTm − (v·∇H)ϕ2jT

)
dxdydzdt→ 0 as m→∞. (4.6)

Notice that by applying the Hölder inequality, the Nirenberg-Gagliardo inequality and H2(Ω) ⊂
W 1,6(Ω), we deduce from (3.24) and (4.2) that∫ T ∗

0

∫
Ω

W (vm)∂zϕ1j·(vm − v)dxdydzdt

6
∫ T ∗

0

‖W (vm)‖L2‖∂zϕ1j‖L6‖vm − v‖L3dt

6 C

∫ T ∗

0

‖vm‖V1‖ϕ1j‖H2‖vm − v‖
1
2
H1
‖vm − v‖

1
2
V1
dt

6 C‖vm‖L2((0,T ∗);V1)‖vm − v‖L2((0,T ∗);H1)‖vm − v‖L2((0,T ∗);V1)‖ϕ1‖L∞((0,T ∗);H2)

6 C‖vm − v‖L2((0,T ∗);H1) → 0 as m→∞,

(4.7)

and by using H3(Ω) ⊂ W 2,3(Ω) and H3(Ω) ⊂ W 1,∞(Ω),∫ T ∗

0

∫
Ω

(W (vm)−W (v))∂zϕ1j·vdxdydzdt

=

∫ T ∗

0

∫
Ω

∫ 0

−h

(
vm(t;x, y, ξ)− v(t;x, y, ξ)

)
dξ∇H(∂zϕ1j·v)dxdydzdt

6 C

∫ T ∗

0

‖vm − v‖H1

(
‖∇H∂zϕ1j‖L3‖v‖L6 + ‖∂zϕ1j‖L∞‖v‖V1)dt

6 C

∫ T ∗

0

‖vm − v‖H1‖ϕ1j‖H3‖v‖V1dt

6 C‖vm − v‖L2((0,T ∗);H1)‖ϕ1‖L∞((0,T ∗);H3)‖v‖L2((0,T ∗);V1)

6 C‖vm − v‖L2((0,T ∗);H1) → 0 as m→∞.

(4.8)

Combining (4.7) and (4.8) together, we find that∫ T ∗

0

∫
Ω

(
W (vm)∂zϕ1j·vm −W (v)∂zϕ1j·v

)
dxdydzdt→ 0 as m→∞, (4.9)

and in a similar way, we have∫ T ∗

0

∫
Ω

(
W (vm)∂zϕ2jTm −W (v)∂zϕ2jT

)
dxdydzdt→ 0 as m→∞. (4.10)
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By (4.2), it is easy to see that∫ T ∗

0

∫
Ω

(vm − v)·L1ϕ1jdxdydzdt

6
∫ T ∗

0

‖vm − v‖H1‖L1ϕ1j‖L2dt

6 C‖vm − v‖L2((0,T ∗);H1)‖ϕ1‖L2((0,T ∗);H2)

6 C‖vm − v‖L2((0,T ∗);H1) → 0 as m→∞,

(4.11)

∫ T ∗

0

∫
Ω

(Tm − T )L2ϕ2jdxdydzdt 6 C‖Tm − T‖L2((0,T ∗);H2) → 0 as m→∞. (4.12)

It follows from (4.2) and the Hölder inequality that∫ T ∗

0

∫
Ω

∇H ·ϕ1j

∫ z

−h

(
Tm(t;x, y, ξ)− T (t;x, y, ξ)

)
dξdxdydzdt

6 C

∫ T ∗

0

‖∇H ·ϕ1j‖L2‖Tm − T‖H2dt

6 C‖Tm − T‖L2((0,T ∗);H2) → 0 as m→∞,

(4.13)

∫ T ∗

0

∫
Ω

(f0k × vm)·ϕ1jdxdydzdt−
∫ T ∗

0

∫
Ω

(f0k × v)·ϕ1jdxdydzdt

6 C

∫ T ∗

0

‖ϕ1j‖L2‖vm − v‖H1dt

6 C‖vm − v‖L2((0,T ∗);H1) → 0 as m→∞,

(4.14)

〈D̃γ
c;T ∗ϕ1j, vm − v0m〉 − 〈D̃γ

c;T ∗ϕ1j, v − v0〉

= 〈D̃γ
c;T ∗ϕ1j, vm − v〉+ 〈D̃γ

c;T ∗ϕ1j, v0 − v0m〉

6 C

∫ T ∗

0

‖D̃γ
c;T ∗ϕ1j‖L2

(
‖vm − v‖H1 + ‖v0 − v0m‖H1

)
dt

6 C‖D̃γ
c;T ∗ϕ1‖L2((0,T ∗);L2)

(
‖vm − v‖L2((0,T ∗);H1) + ‖v0 − v0m‖H1

)
6 C

(
‖vm − v‖L2((0,T ∗);H1) + ‖v0 − v0m‖H1

)
→ 0 as m→∞,

(4.15)

and
〈D̃γ

c;T ∗ϕ2j, Tm − T0m〉 − 〈D̃γ
c;T ∗ϕ2j, T − T0〉

6 C
(
‖Tm − T‖L2((0,T ∗);H2) + ‖T0 − T0m‖H2

)
→ 0 as m→∞.

(4.16)
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We fix j > 1. Then by taking m→∞, we deduce from (4.3) and (4.4) that

〈D̃γ
c;T ∗ϕ1j, v − v0〉 = 〈ϕ1j, D

γ
c v〉

=

∫ T ∗

0

∫
Ω

(
(v·∇H)ϕ1j +W (v)∂zϕ1j

)
·vdxdydzdt

+

∫ T ∗

0

∫
Ω

∇H ·ϕ1j

(
ps −

∫ z

−h
T (t;x, y, ξ)dξ

)
dxdydzdt

−
∫ T ∗

0

∫
Ω

(f0k × v)·ϕ1jdxdydzdt−
∫ T ∗

0

∫
Ω

v·L1ϕ1jdxdydzdt,

and

〈D̃γ
c;T ∗ϕ2j, T − T0〉 = 〈ϕ2j, D

γ
cT 〉

=

∫ T ∗

0

∫
Ω

(
(v·∇H)ϕ2j +W (v)∂zϕ2j

)
Tdxdydzdt

−
∫ T ∗

0

∫
Ω

TL2ϕ2jdxdydzdt+

∫ T ∗

0

∫
Ω

Qϕ2jdxdydzdt.

Due to ϕ1j → ϕ1 in Lp∗((0, T ∗); (H3(Ω))2) and ϕ2j → ϕ2 in Lp∗((0, T ∗);H3(Ω)) for any p∗ ∈ (1,∞),
we obtain the weak formulations to (1.14)-(1.20) in the sense of Definition 2.11 by taking j →∞.
2

5. Asymptotic behavior

In this section we will prove the existence of a minimal attracting set which plays the role of
a global attractor in the theory of autonomous dynamical systems.

5.1. Existence of absorbing sets

The following result shows the existence of absorbing sets for (1.14)-(1.20), which is an impor-
tant set for the long-time behavior of the solutions.

Theorem 5.1. Let (v, T ) be a weak solution to (1.14)-(1.20). Then (v, T ) can be absorbed by

B =
{

(v̄, T̄ ) ∈ H1 ×H2 : ‖v̄‖2
H1

+ (1 + h2(λ2
1)−1)‖T̄‖2

H2
6 1 +

2

λ1

(1 + h2λ2
1)
(
h2R4 +

R4h

α

)
‖Q‖2

L2

}
.

In other words, for any given bounded sets B1 ⊂ H1 and B2 ⊂ H2, there exists a T ∗ = T ∗(B1, B2) >
0 such that for any t > T ∗, v0 ∈ B1 and T0 ∈ B2 the corresponding solution (v(t), T (t)) to these
initial values, satisfies (v(t), T (t)) ∈ B. Moreover, this set is positively invariant.
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Proof. From (3.20), it can be deduced for the solution corresponding to the initial values (v0, T0) ∈
H1 ×H2 that

‖v(t)‖2
H1

+ (1 + h2(λ2
1)−1)‖T (t)‖2

H2

6 lim inf
m→∞

(
‖vm‖2

H1
+ (1 + h2(λ2

1)−1)‖Tm‖2
H2

)
6
(
‖v0‖2

H1
+ (1 + h2(λ2

1)−1)‖T0‖2
H2

)
Eγ(−λ1t

γ)

+
2

λ1

(1 + h2(λ2
1)−1)

(
h2R4 +

R4h

α

)
‖Q‖2

L2(1− Eγ(−λ1t
γ)). (5.1)

For any given bounded sets B1 ⊂ H1 and B2 ⊂ H2, there exists a T ∗ = T ∗(B1, B2) > 0 such that
for any t > T ∗, v0 ∈ B1 and T0 ∈ B2, we have(

‖v0‖2
H1

+ (1 + h2(λ2
1)−1)‖T0‖2

H2

)
Eγ(−λ1t

γ) < 1, t > T ∗. (5.2)

Thus, if (v(·), T (·)) denotes the corresponding solution to the initial values (v0, T0), we have

‖v(t)‖2
H1

+ (1 + h2(λ2
1)−1)‖T (t)‖2

H2
6 1 +

2

λ1

(1 + h2(λ2
1)−1)

(
h2R4 +

R4h

α

)
‖Q‖2

L2 , t > T ∗.

(5.3)
This ensures that B is an absorbing set.

Moreover, for (v0, T0) ∈ B, it follows that

‖v0‖2
H1

+ (1 + h2(λ2
1)−1)‖T0‖2

H2
6 1 +

2

λ1

(1 + h2(λ2
1)−1)

(
h2R4 +

R4h

α

)
‖Q‖2

L2 .

Then, from (5.1) we deduce that

‖v(t)‖2
H1

+ (1 + h2(λ2
1)−1)‖T (t)‖2

H2

6
(
‖v0‖2

H1
+ (1 + h2(λ2

1)−1)‖T0‖2
H2

)
Eγ(−λ1t

γ)

+
2

λ1

(1 + h2(λ2
1)−1)

(
h2R4 +

R4h

α

)
‖Q‖2

L2(1− Eγ(−λ1t
γ))

6 Eγ(−λ1t
γ) +

2

λ1

(1 + h2(λ2
1)−1)

(
h2R4 +

R4h

α

)
‖Q‖2

L2

6 1 +
2

λ1

(1 + h2(λ2
1)−1)

(
h2R4 +

R4h

α

)
‖Q‖2

L2 ,

(5.4)

for all t > 0. This establishes the positive invariance of B and completes the proof. 2

5.2. Existence of Attractors

For any bounded subset D of H1×H2, the omega limit set in the weak topology is defined by

Ωw(D) :=
{

(v, T ) ∈ H1×H2 : ∃ tn →∞ and a sequence of weak solutions (vn(·), Tn(·)) of problem

(1.14)− (1.20) with (vn(0), Tn(0)) = (v0,n, T0,n) ∈ D such that

(vn(tn), Tn(tn)) ⇀ (v, T ) in H2 ×H2

}
.
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Lemma 5.2. Let Q belong to H2, and let D be a bounded subset of H1 × H2. Then Ωw(D) is
nonempty, compact and attracts D in the weak topology.

Proof. Thanks to the reflexivity of H1 and H2, we infer from (5.1) that Ωw(D) is nonempty.
In order to show the weak compactness of Ωw(D), let (vi, T i) ∈ Ωw(D) be any given sequence.

By the definition of the omega limit set in the weak topology, for each i we can find (vi0,ni
, T i0,ni

) ∈ D
and tini

sufficiently large such that

distw((vini
(tini

), T ini
(tini

)), (vi, T i)) <
1

ni
, (5.5)

where ni →∞ as i→∞, and distw(·, ·) denotes the distance between two points of H1×H2 in the
weak topology. Since (5.1) ensures that the sequence (vini

(tini
), T ini

(tini
)) is bounded inH1×H2, there

exists a subsequence, still denoted by (vini
(tini

), T ini
(tini

)), such that(vini
(tini

), T ini
(tini

)) ⇀ (v∗, T ∗) in
H1 ×H2. This together with (5.5) implies that (vi, T i) ⇀ (v∗, T ∗) in H1 ×H2.

Finally, we prove that Ωw(D) attracts D in the weak topology. Assume on the contrary that
this is not the case. Then there exist ε0 > 0 and sequences tn with tn →∞ (n→∞), (v0,n, T0,n)
with (v0,n, T0,n) ∈ D and weak solutions (vn, Tn) of (1.14)-(1.20) with (vn(0), Tn(0)) = (v0,n, T0,n)
such that

distw((vn(tn), Tn(tn)),Ωw(D)) > ε0, ∀n ∈ N. (5.6)

Notice from (5.1) that (vn(tn), Tn(tn)) is bounded in H1×H2. Hence, (vn(tn), Tn(tn)) is relatively
compact in the weak topology of H1 ×H2, and consequently possesses at least one cluster point
(ṽ, T̃ ). This contradicts with (5.6) since (ṽ, T̃ ) ∈ Ωw(D) by the definition of Ωw(D). 2

According to Lemma 5.2, it is easy to know that Ωw(B) attracts B where B is the absorbing
set in Theorem 5.1. However, Ωw(B) cannot be called the attractor of (1.14)-(1.20), since there
may be additional omega limit points that are not in Ωw(B). This is caused by the effects that
the solution mapping of a general Caputo fractional differential equation does not, in general,
generate a semi-group [6]. Hence we need to consider the set of all omega limit points as in (5.7).
This is, strictly speaking, a minimal weakly closed attracting set containing all limiting dynamics
of the Caputo fractional primitive equation (1.14)-(1.20) in the weak topology.

Theorem 5.3. Let Q belong to H2. Then the set

Ω∗ =
⋃
{Ωw(D) : all bounded D ⊂ H1 ×H2}

w

⊂ B (5.7)

is weakly compact in H1 × H2, and moreover, is the minimal weakly closed set that attracts all
bounded subsets of H1 ×H2 in the weak topology.

Proof. We first show that Ω∗ is a subset of the absorbing set B. For any given bounded set D ⊂
H1×H2, let (v̂, T̂ ) ∈ Ωw(D) be given arbitrarily. By the definition of Ωw(D), there exist tn →∞
and a sequence of weak solutions (vn(·), Tn(·)) of problem (1.14)-(1.20) with (vn(0), Tn(0)) =
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(v0,n, T0,n) ∈ D such that (vn(tn), Tn(tn)) ⇀ (v̂, T̂ ) in H1 ×H2. In view of (5.1), we find that

‖vn(tn)‖2
H1

+ (1 + h2(λ2
1)−1)‖Tn(tn)‖2

H2

6
(
‖v0,n‖2

H1
+ (1 + h2(λ2

1)−1)‖T0,n‖2
H2

)
Eγ(−λ1t

γ
n)

+
2

λ1

(1 + h2(λ2
1)−1)

(
h2R4 +

R4h

α

)
‖Q‖2

L2(1− Eγ(−λ1t
γ
n)). (5.8)

This together with Lemma 2.1 implies that

‖v̂‖2
H1

+ (1 + h2(λ2
1)−1)‖T̂‖2

H2

6 lim inf
n→∞

(
‖vn(tn)‖2

H1
+ (1 + h2(λ2

1)−1)‖Tn(tn)‖2
H2

)
6 1 +

2

λ1

(1 + h2(λ2
1)−1)

(
h2R4 +

R4h

α

)
‖Q‖2

L2 , (5.9)

and, consequently, (v̂, T̂ ) ∈ B. Since (v̂, T̂ ) ∈ Ωw(D) and D ⊂ H1 × H2 are arbitrary, we have⋃
{Ωw(D) : all bounded D ⊂ H1 ×H2} ⊂ B. Let (v, T ) ∈ Ω∗ be given arbitrarily. Then we can

find a sequence (vn, Tn) ∈
⋃
{Ωw(D) : all bounded D ⊂ H1 ×H2} such that (vn, Tn) ⇀ (v, T ) in

H1 ×H2. Therefore,

‖v‖2
H1

+ (1 + h2(λ2
1)−1)‖T‖2

H2

6 lim inf
n→∞

(
‖vn‖2

H1
+ (1 + h2(λ2

1)−1)‖Tn‖2
H2

)
6 1 +

2

λ1

(1 + h2(λ2
1)−1)

(
h2R4 +

R4h

α

)
‖Q‖2

L2 , (5.10)

which implies (v, T ) ∈ B, and thus Ω∗ ⊂ B. Then it is clear that Ω∗ is weakly compact in H1×H2.
By Lemma 5.2 we obtain that, for each bounded subset D of H1 × H2, Ωw(D) attracts D

in the weak topology. Then Ω∗ attracts D in the weak topology since Ωw(D) ⊂ Ω∗, and thus
Ω∗ attracts all bounded subsets of H1 × H2 in the weak topology. Finally, we prove that Ω∗ is
the minimal weakly closed set attracting any bounded set D ⊂ H1 × H2 in the weak topology.
In fact, if there is another weakly closed set Ω′ which attracts any bounded subset of H1 × H2

in the weak topology, then by the definition of Ωw(D), we have Ωw(D) ⊂ Ω′, and consequently⋃
{Ωw(D) : all bounded D ⊂ H1 ×H2} ⊂ Ω′. This implies that

Ω∗ =
⋃
{Ωw(D) : all bounded D ⊂ H1 ×H2}

w

⊂ Ω′.

The proof is completed. 2
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