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Abstract—This tutorial brief shows how Artificial Neural
Networks (ANNs) can be used for the optimization and automated
design of analog and mixed-signal circuits. A survey of conven-
tional and computational-intelligence design methods is given as
a motivation towards using ANNs as optimization engines. A
step-by-step procedure is described explaining the key aspects
to consider in our approach, such as dataset preparation, ANNs
modeling, training, and optimization of network hyperparame-
ters. As an application, two case studies at different hierarchy
levels are presented. The first one is the system-level sizing of
Sigma-Delta Modulators (Σ∆Ms), where ANNs are combined
with behavioral simulations to generate valid circuit-level design
variables for a given set of specifications. The second example
combines ANNs with electrical simulators to optimize the circuit-
level design of operational transconductance amplifiers. The
results validate the presented approach and show its benefits
with respect to prior art on synthesis methods of analog and
mixed-signal circuits and systems.

Index Terms—Design Automation, Optimization, Neural Net-
works, Analog and Mixed-Signal Circuit Design.

I. INTRODUCTION

PROMPTED by technology downscaling, modern elec-
tronic devices are predominantly constructed using digital

circuits. These circuits are, a priori, more programmable,
energy-efficient, and cost-effective and also offer greater ro-
bustness against device imperfections compared to analog
circuits. The increasing prevalence of digital signal processing
goes hand in hand with the advancement of synthesis methods
and Electronic Design Automation (EDA) tools which assist
designers in automating and optimizing circuit development
all the way from initial specifications to the final silicon
implementation. In contrast, the design of analog circuits
still relies heavily on empirical rules and practical knowledge
derived from prior experiences and expertise.

While analog design automation still lags far behind its dig-
ital counterpart, numerous EDA tools and design methodolo-
gies have been reported. The prevailing strategies often adopt
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an optimization-based design methodology, which involves
employing a simulator as a performance evaluator, coupled
with an optimization engine, to discern the optimal solution
within the design space. In pursuit of this goal, a variety
of optimization techniques, such as genetic algorithms and
simulated annealing, among others, have been employed to
guide behavioral simulators at the system level and electrical
simulators at the circuit level [1].

Recent uses of Artificial Intelligence (AI) algorithms for
automating analog circuit design have been reported [2]–[8].
In some works, the ANNs replace the simulator while in others
they play the role of the optimization engine. In the latter,
ANNs are trained to size systems according to specifications,
automating the sizing process and generating optimal designs
for previously uncharted specifications. This approach suc-
ceeded in designing analog circuits, e.g., operational amplifiers
[2], and mixed-signal systems like Sigma-Delta Modulators
(Σ∆Ms) [9], [10].

This brief builds upon the authors’ previous work in [2],
[10], and provides an overview on using ANN-driven methods
for automated analog and mixed-signal circuit design. Two
case studies demonstrate its application at different abstraction
levels. At system level, ANNs combined with SIMSIDES
[11] –a behavioral simulator– are employed for the high-level
synthesis of Σ∆Ms. At circuit level, ANNs and SPICE-like
simulators are used to automate transistor sizing and biasing
of Operational Transconductance Amplifiers (OTAs).

The article is organized as follows. Section II overviews
prior art on analog design methods and describes the proposed
ANN-based synthesis methodology. The high-level synthesis
of Σ∆Ms is presented in Section III. The use of ANNs to
automate the design of basic analog circuits is covered in
Section IV. Finally, conclusions are drawn in Section V.

II. OPTIMIZATION-BASED DESIGN METHODOLOGY USING
ANNS AND COMPUTATIONAL INTELLIGENCE TECHNIQUES

Figure 1 illustrates the widely employed top-down/bottom-
up hierarchical design methodology for analog and mixed-
signal circuits and systems. In this approach, a given system is
partitioned into a number of hierarchical or abstraction levels
that depend on the system complexity, but which typically
comprises, at least, the four levels depicted in Fig. 1; system,
circuit, device, and physical. This way, the design process is di-
vided into several sizing steps, so that the system specifications
are transmitted (or mapped) in a hierarchical way, from top
(system) level to bottom (physical) level, and the performance
is verified in the reverse path – from bottom to top [12], [13].
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Fig. 1. Optimization-based top-down/bottom-up design process.

A. Conventional Optimization-based Design Method

At each abstraction level, a selection of the best topology (or
architecture) is done. For instance, in the case of Analog-to-
Digital Converters (ADCs), the system-level design involves
selecting the best conversion technique, i.e. pipeline, SAR,
Σ∆M, etc., as well as the more suitable topology within
this family of converters for a given set of specifications.
Something similar happens at circuit level, e.g. amplifiers,
where the best suited topology, for instance, telescopic, folded-
cascode, multi-stage, etc. needs to be chosen. Once a system
or building-block topology has been defined, the next step
consists of getting the design variables that satisfy the speci-
fications at each abstraction level and propagate them through
the hierarchy.

Two different sizing processes are shown in Fig. 1: system-
level sizing and circuit-level sizing. The role of specifications
and design variables changes as we move through the design
flow. Thus, the design variables at a given level constitute the
specifications for the level underneath. Let us illustrate this
using one of the case studies in this tutorial, i.e. a Σ∆M. Here,
the typical system-level specifications are the Effective Num-
ber of Bits (ENOB) and the signal bandwidth (BW). These
specifications are mapped onto circuit-level requirements: i.e.
amplifier DC gain, Gain-Bandwidth (GBW), Slew-Rate (SR),
output swing, etc. These parameters, which play the role of de-
sign variables in the high-level sizing, turn into specifications
at the electrical-design level. At this level, the design problem
consists of obtaining the cell or circuit sizing and biasing i.e.
the width, length and biasing of transistors and devices, which
are the design variables at this step [14]. Both system- and
circuit-level design processes are tasks that require multitude
of design/verification iterations to meet the specifications [15].

To this purpose, different simulation approaches are needed to
evaluate the performance of either the entire system or just
a subsystem or building block. The latter can be analyzed
using an electrical (SPICE-like) simulator offering high degree
of accuracy. Conversely, the evaluation of the system-level
performance requires an accurate but also CPU-time affordable
solution. Here is where behavioral simulation comes into play
by emulating the operation of the main building blocks using
behavioral models that capture the most relevant circuit-level
non-idealities, allowing a fast yet precise way to evaluate
the performance of complex systems [11], [16]–[21]. One of
these behavioral simulators is SIMSIDES [20], a time-domain
simulator for Σ∆Ms developed in the MATLAB/SIMULINK
environment, which will be used in this brief.

Typically, the sizing process is carried out by using an
optimization engine, which guides the simulator through the
exploration of the design space to find the optimum design
solution. Different optimization algorithms have been pro-
posed to this end, including genetic, simulated annealing, or
multi-objective evolutionary Pareto fronts, to cite a few [11],
[16], [19], [22], [23]. Regardless of the abstraction level, the
optimization method involves defining a design-oriented cost
function or a Figure of Merit (FOM) and minimizing it [24].

B. ANN-driven Optimization-based Design Method

Despite the advantages offered by the optimization-based
approach, its primary obstacles lie in the large number of
iteration cycles necessary for convergence and the significant
CPU time needed to evaluate each potential solution.

ANNs can play a pivotal role in addressing these limitations
by diminishing the necessity for resource-intensive simula-
tions through: (1) selecting just the most promising candidate
solutions for evaluation; (2) estimating some critical circuit
performance targets, e.g. the performance in corners; or (3)
replacing the circuit simulator entirely; alternatively, ANNs
can also be employed to implement effective Reinforcement
Learning (RL) agents that can size analog circuits or entirely
replace the optimizer loop by inferring the values for the
design variables directly from the specifications.

Figure 2 depicts the above mentioned approaches exempli-
fied for a circuit-level design procedure. Figure 2(a) illustrates
a general Computational Intelligence (CI) algorithm that uses
the circuit simulator to evaluate the quality of the candidate
designs. These automatic sizing methods aim to find a suitable
set of device sizes by iterating over tentative guesses, by
evaluating their performance using the circuit simulator, and
incorporate the new data to select the next guesses. This
method is widely used in academia and industry and produces
valid designs, but it is very costly in terms of CPU time, and
its reuse involves new optimization runs [1].

Several approaches leveraging ANNs which train models
to predict the performance and replace the simulator [25]–
[27] have been proposed, as illustrated by ANN-S model in
Fig. 2(b). Although an ANN can be over 1000× faster than
the simulator, errors of more than 50% in some regions of
the design space have been reported and many simulations
are still needed to train the model. In a similar way, but
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Fig. 2. Circuit design methods. (a) Simulation-based approach. (b) ANN-
driven simulation-based approach. (c) RL approach. (d) Approach in this work.

without completely replacing the simulator, some approaches
used an ANN to predict additional performances using at the
input the design variables and a partial set of circuit measures
obtained from the simulator, as illustrated by model ANN-X
in Fig. 2(c). This method was used in [28] to bolster nominal
simulations results predicting the performance figures over
PVT corners. An alternative approach – denoted as ANN-P
in Fig. 2(c) – keeps the simulator as performance evaluator
but it trains some models to prune tentative solution guesses
before being simulated [29], [30].

Figure 2(b) depicts an application of ANNs for circuit sizing
under the umbrella of RL. Several works have shown that
ANNs can be used to effectively learn good policies for analog
circuit sizing, even considering robustness [6], [31]–[36].
While a trained agent can perform the sizing very accurately
and effectively, defining an agent and reward functions suitable
to be generally reusable over diverse circuit topologies and
specifications is still an open topic. Figure 2(d) illustrates the
approach of this tutorial, which consists of directly using the
ANN in a supervised learning manner to produce the circuit
sizing from the specifications. In this case, the ANN is trained
to infer optimum designs as described below.

III. ANN-DRIVEN SYSTEM-LEVEL DESIGN:
APPLICATION TO Σ∆MS

As stated in Section II.A, the high-level design involves
solving two types of problems. First, for a given vector of
specifications, Γ̄, a suitable architecture has to be selected from
a family of alternatives {Aj}, where j represents available
topologies. In the case of Σ∆Ms, specifications typically
involve ENOB, BW, Signal-to-Noise Ratio (SNR), Signal-
to-Noise and Distortion Ratio (SNDR), Total Harmonic Dis-
tortion (THD), a FOM1, etc., but they might also include
constraints imposed by the system where the Σ∆M is to
be embedded, by application-related scenarios, i.e. military,
industrial, space, automotive, mass market, etc. Based on the
selected topology, a vector of architecture-dependent design

1The Schreier’s Figure of Merit – denoted as FOMS [37] and widely
adopted by Σ∆M community – will be used in this work.

variables ϵ̄(Aj) needs to be found so that specifications Γ̄ are
not only met but also optimized according to some predefined
metrics.

A. Problem Formulation and Definition of the Dataset

For the first problem, finding a suitable architecture from
the information in the dataset, we propose to obtain infer-
ences from a trained classifier [38], C, which maps system-
performance metrics (Γ̄i) onto a categorical variable Aj (the
selected architecture). For the second problem, a constrained
optimization [39] problem which must yield optimal design
variables for the given specifications and the chosen Σ∆M
architecture, we propose to use Regression-type Neural Net-
works (RNNs), trained on comprehensive datasets, to infer the
design variables.

This methodology can be formulated as follows: Aj =
C(Γ̄i); ϵ̄k = RNN(Γ̄i, Aj), where C(·) is a call to the
classifier to obtain an architecture, and RNN(·) is a call to
the RNN to infer the design variables. This way, every input
in the dataset should be formatted as a triplet of the form
{Ci, Γ̄i, ϵ̄i}, where Ci is a categorical variable which defines
the architecture of the modulator, Γ̄i is a vector of Σ∆M
performance metrics, and ϵ̄i is a vector which contains the
design variables that produced such metrics in a behavioral
simulation of this Σ∆M using SIMSIDES [11], [14].

B. Network Architecture and Model Optimization

Different classifier types were considered including
Quadratic and Linear Discriminant Analysis (QDA, and LDA)
[40], Support Vector Machines (SVM) [41] with linear, poly-
nomial, and radial-basis function kernels, Gaussian and Multi-
nomial Naive-Bayes (GNB, MNB) [42], Decission Trees (DT)
[43], Random Forest (RF) [44], Gradient Boosting (GB) [45],
and neural network-based classifiers [46].

A regression neural network [47] was used to infer the
design variables for each modulator architecture. In order to
optimize the computational performance of each RNN, Neural
Architecture Search (NAS) techniques [48] were integrated
in the design framework to automatically explore the hyper-
parameters space and optimize the network architecture for
each modulator using the Keras tuner [49]. The following
hyper-parameters were considered for exploration: number of
neurons (units) per layer; number of layers; use of dropout
layers [50], activation function; and optimizer.

Due to the non-linear nature of Σ∆Ms, it was crucial to
determine how accurately the performance metrics Γ̄

′

k obtained
for each inferred set of design variables ϵ̄

′

k compared to
the requested ones Γ̄k. To address this concern, a two-step
approach was followed. First, we considered the network
output as a coarse solution for the design variables, i.e. as a
starting point. In a second step, we created 10 slightly varied
versions of this point by randomly varying within ±5% each
of the initially found design variables. Finally, the combination
producing the best FOM [37] was selected.
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C. Σ∆M Design Examples

Without loss of generality, we considered the following four
Σ∆M architectures [10]: (I) a 2nd-order Switched-Capacitor
(SC) Σ∆M; (II) a 3rd-order cascade 2-1 SC-Σ∆M; (III) a
4th-order cascade 2-1-1 SC-Σ∆M with 3-bit quantization;
and (IV) a 2nd-order 3-level Continuous-Time (CT) Σ∆M
based on Gm-C integrators. The specifications vector Γ̄ was
comprised of the required resolution (SNR), the bandwidth
(expressed in terms of the OSR), and the power consump-
tion Γ̄k ≡ {SNRk,OSRk,Powk}. The considered behavioral
models included the main circuit nonidealities such as limited
input/output swings, amplifier’s input referred noise, finite DC
gain, GBW, maximum output current and nonlinear transcon-
ductance. Effects like devices mismatch or switches KT/C
noise were not included. In the case of SC-Σ∆Ms in this
case study, the design variables to be inferred were the finite
DC gain, the finite transconductance, and the maximum output
current of each amplifier. Simmilarly, for the Gm-C CT-Σ∆M
we considered each amplifier’s finite DC gain, GBW and third-
order intermodulation product.

The dataset generation involved evaluating more than
200,000 random designs. The combined use of behavioral
simulation (SIMSIDES), GPU acceleration and the MATLAB
Parallel Computing ToolboxTM allowed us to obtain about
10,000 simulation results per hour of CPU time2. Needless to
mention, we could not expect every randomly generated design
to produce valid data for classifier and network training as they
featured poor SNR. Therefore, all designs having SNR<50dB
were removed from the dataset prior to the training. The
final number of samples in the dataset amounted to nearly
120,000 {Ck, Γ̄k, ϵ̄k} elements that were minmax normalized
to help training convergence. The dataset was partitioned into
Training Set (TS) and Validation Set (VS) using the common
80%− 20% division. Moreover, 1000 dataset points (250 per
modulator architecture) were reserved as Test Set and for com-
parison with other optimization approaches. After evaluating
the performance of the different classifiers, we found that the
Gradient Boosting classifier obtained the best classification
score on the VS (93.7%), followed by the Random Forest
(91.7%). Taking this into account, the GB classifier was chosen
as the best suited for this case study. Regarding the neural
network, the NAS algorithm was applied for each modulator
(CPU times between [1.9, 6]h). Afterwards, each modulator’
network template was fine-tuned for either 2000 epochs or
until an early-stopping condition was met (CPU times between
[60, 397]s). The MSE over the TS and the VS differed in less
than 0.3% in all cases, showing no evidences of overfitting.

D. Verification and Comparison with Other Optimizers

In order to validate the method, we computed the relative
deviation between the obtained specifications Γ̄

′

k, and the
requested values Γ̄k for the test set containing 1000 {Γ̄k, ϵ̄k}
points. The RNN inference produced centered designs, i.e.
designs that met specifications. Besides, the probability of
producing designs surpassing the required specifications were

2All simulations were carried out in a PC with a i9-12900F@5GHz CPU,
64-GB RAM and NVIDIA® GeForce RTX™3060TI GPU.

TABLE I
COMPARISON WITH OTHER OPTIMIZATION ALGORITHMS

Architecture: 2nd-ord SC
Algorithm CPU Time (min) SNR (dB) P (mW) FOM(dB)
This work 0.05 86.01 10.16 149.0
Gradient 9 85.8 10.80 148.5
Genetic 18 88.1 18.41 148.5
Np1 5 86.6 20.00 146.6
Architecture: 2nd-ord GmC
This work 0.05 75.19 0.07 182.6
Gradient 3 88.6 0.8 185.5
Genetic 129 90.2 0.8 187.0
Np1 10 88.0 0.4 187.9
Architecture: 3rd-ord Cascade 2-1 SC
This work 0.05 115.8 2.7 181.5
Gradient 11 115.7 8.0 176.7
Genetic 145 116.2 4.1 180.1
Np1 12 115.9 8.0 176.9
Architecture: 4th-ord Cascade 2-1-1 SC
This work 0.05 143.44 0.6 241.5
Gradient 4 144.32 1.8 237.9
Genetic 90 144.32 13.6 229.0
Np1 10 143.9 1.5 238.55

of at least 68.5% in the worst case (2nd-ord Gm-C) and peaked
to 78.5% for the cascade 2-1 SC. The solutions provided
by the ANN were compared with established optimization
algorithms for Σ∆Ms [23] available in MATLAB®, namely
Genetic, Gradient Descent, and Positive Basis Np1.

Table I3 summarizes the results obtained by these optimizers
when addressing the high-level sizing of the four Σ∆Ms
in our case study, considering an OSR = 128 and SNR
of {88.1, 90.15, 116.2, 144.3}dB for the 2nd-ord SC, 2nd-ord
Gm-C, Cascade 2-1 SC and the Cascade 2-1-1 architectures,
respectively. The ANN-based methodology demonstrated a
CPU time improvement of at least 60× across the various
modulators when compared to the considered optimizers,
producing 20 specifications-design variables pairs per minute.
Additionally, the presented methodology produced, in all
cases, designs with a smaller power consumption and very
similar SNR, yielding to better FOMs in most cases except in
the 2nd-ord Gm-C Σ∆M.

IV. ANN-DRIVEN CIRCUIT-LEVEL DESIGN:
APPLICATION TO OTAS

The system-level design in the previous section can be the
starting point for a electrical, circuit-level design. Thus, for
instance, the design variables obtained for the amplifiers can
now play the role of specifications here, where the problem
consists of obtaining transistor sizes and biasing for a set of
requirements of a subcircuit or building block – an OTA in
this case.

A. Preparing the Circuit-Design Dataset

The information used to train the ANN is again comprised
of the set of data pairs denoted as {Γ̄i, ϵ̄i}, but in this case Γ̄i

is a vector of the (OTA) circuit performance metrics (e.g., DC

3The high FOM in the 2-1-1 SC architecture is a consequence of the
behavioral model not including switches KT/C noise nor device mismatches.
However, since all the algorithms used the same behavioral model, the
comparison is valid.
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gain, GBW, noise figure, supply rejection ratio, etc.)4, and,
as before, ϵ̄i, stands for the design variables, which at the
circuit-level are typically, the transistors’ multiplicity, biasing
and sizing (channels length and width).

The ANNs are trained to predict the design variables ϵ̄,
given a target vector of specifications, Ψ̄, and only well-
designed circuit sizings should be present in the dataset so
that the ANN will predict near-optimal designs. Note that,
while Γ̄ can be used as the target specification, Ψ̄, for a given
point, it is not the most suited approach for analog IC sizing
as specifications are usually defined as inequalities. Therefore,
a suitable design is not only the one with the performance
Γ̄ exactly equal to Ψ̄, but any solution with performance Γ̄′

better than Ψ̄. Moreover, if the models are trained only to
map Γ̄ −→ ϵ̄, they cannot predict solutions for specifications
outside the training set, even when the training set contains
designs capable of meeting those specifications. However,
since each sizing solution ϵ̄i corresponds to a circuit whose
performance is Γ̄i, such a sizing is also a valid design for any
performance target Ψ̄ that is worse than Γ̄i. Therefore, the
training data should be augmented with additional data pairs
{Ψ̄k

i , ϵ̄i}, where, each Ψ̄k
i is the kth randomized vector of

performance values that are strictly worse (or covered by) than
the real performance Γ̄i of the solution point. As in the case
of the Σ∆Ms, the dataset is normalized to improve training
efficiency [2].

B. Defining and Using the Model

In this case, the network architecture is a dense (fully-
connected) topology with 3-hidden layers. The data is split
with a 80% − 20% ratio, and some additional design
points, obtained independently, are used after training to
verify the performance of the model outside the training
data. To get predictions from the ANN we ask the model
to make P predictions for Ψ̄p

i randomly generated circuit
performance targets, all of which are better than the de-
sired specifications, e.g., given the specifications DC Gain>
45dB, GBW> 25MHz, IDD < 200µA, then sets of in-
puts given to the ANN could be: {{51dB, 33MHz, 190µA},
{75dB, 27MHz, 177µA},. . . {47dB, 25MHz, 200A}}.

Although using the augmented datasets adds additional per-
formance space coverage to the training data, it is also better
to extend the coverage of the performance space during the
sampling. Making the ANN to produce multiple predictions
for each desired specification further attenuates the effect of
the bias introduced during training and has a very small impact
on the execution time due to the high parallel execution.

Once the ANN infers the design variables for all inputs,
the corresponding designs can be simulated to obtain their
true performance. Selecting a solution from this reduced set is
a simple matter of establishing some single-valued metric or
employing Pareto dominance to expose the trade-off between
the relevant metrics.

4Γ̄i is a vector which can be derived from the building-block design
variables categorized as ϵ̄i in Section III.

TABLE II
PERFORMANCE OF SAMPLED DESIGNS

Gain (dB) GBW (MHz) IDD(µA) PM(◦) FOMa

Target 1 50 60 300 65
Best FOM 51 63 325 65 1165
Target 2 40 150 700 55
Best GBW 43 100 509 61 1182
Target 3 50 30 150 65
Best IDD 55 30 217 69 842
Best FOM 54 54 309 56 1050
a (MHz·pF/mA); The presented solutions all meet the constraints on overdrives

and saturation with margins larger than 45mV.

C. OTA Design Example and Results

The OTA from [51] on a 130-nm CMOS node was con-
sidered as a case study. The dataset comprises 16, 600 design
points obtained from several previously available optimization
runs, and the circuit performances that were considered to
train the ANN were DC Gain, IDD, GBW, and Phase Margin
(PM), which are extended with their second-order polynomial
features.

The ANN has an input layer with 14 nodes (due to the
polynomial features), 3 hidden layers with 120, 240, and 60
nodes each, and, an output layer with 12 nodes, corresponding
to the widths and lengths of the 6 matched transistor pairs. It
was trained on the original dataset, for 5000 epochs and a
batch size of 512 in less than 15 minutes. Then, it was trained
on a 40× augmented dataset (nearly 700K samples) for 500
epochs, adding another 40 minutes to the training time [2].5

Table II shows the results of using the ANN to obtain the
sizing for 3 different specifications targets. For each target,
the ANN was asked to infer the transistor sizes for 100
performance vectors with random deviations of up to 15%
from the target specifications. For each target, the ANN was
sampled only once (with a batch size of 100). The election of
the best solution was done by the FOM for target 1, GBW
for target 2, and IDD and FOM for target 3. The model
succeeded in predicting the device sizes for the amplifier
given their intended target performances, and circuits with
FOMs larger than 1000 were obtained in all predictions. For
target 3, two rows are listed to show how the ANN tried to
meet the impossible specifications in different ways, showing
that a properly trained ANN can generate a circuit sizing
that is correct for specification trade-offs, including those not
provided in the training data.

V. CONCLUSIONS

The use of ANNs for the automated design of analog and
mixed-signal circuits and systems has been discussed in this
tutorial brief. The presented methodology has been applied at
the system-level for the synthesis of Σ∆Ms and at the circuit
level for the optimization of OTAs. The obtained results are
competitive with other optimization methods. Although still in
its infancy, the use of ANNs to automate the design of analog
and mixed-signal circuits may contribute to close the existing
gap between digital and analog EDA tools.

5The model was implemented in Python with TensorFlow. Training was
done on four Intel I7 cores@2.6GHz.
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