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2 Chapter 1. Introduction

1.1 From cerium to ceria

Cerium (Ce) is one of the seventeen elements that IUPAC defined as rare-earth metals in
which are included the lanthanides, actinides, scandium and ytrium. Despite the group’s
name, cerium is fairly abundant. Ce is not only the more abundant element of this group
but also is most abundant in the Earth’s crust (66.5 ppm) than other familiar elements
as copper (60 ppm) or tin (2.3 ppm).1,2 The electron configuration of Ce is [Xe] 4 f 26s2

with two common valence states Ce(III) and Ce(IV). Although we can find Ce in different
compounds as cerium ammonium nitrate (CAN), which is used as a potent oxidizing
agent, cerium oxide or ceria (CeO2) is the most common and important because of its
technological applications, and actually it is much more present in our lifes than we could
expect.

Figure 1.1: Papers related to ceria based materials which has beeen
published in international journals from 1985.

The role of ceria in new technologies and devices can be observed in the impressive
increase of the number of publications related to ceria in the last two decades (see Fig.
1.1). The use of ceria in many applications comes from the interconversion between 4 f 1-
Ce(III) and 4 f 0-Ce(IV) oxidations states wich is a unique behaviour between rare-earth
elements. However, the application in which a higher amount of ceria is used, is not
based in this property. Ceria is used for the chemical-mechanical polishing of surfaces,
including microelectronic device wafers, electronic displays, eye glass lenses and other
optical materials.3,4 Through chemical attack of basic sites on surfaces, ceria provides
better polishing rates than mechanical techniques.

Although a big amount of ceria is used for polishing surfaces, most of the research
papers are focused on other applications for this oxide. For instance, ceria is used
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Section 1.2. Mining and production 3

as a promoter in three-way catalysts (TWC) for the elimination of toxic auto-exhaust
gases,5,6 low-temperature water gas shift (WGS) reaction,7,8 oxygen sensors,9,10 oxygen
permeation membrane systems,11,12 fuel cells,13–15 electrochromic thin-film applica-
tions,16–18 ultraviolet absorbent,19 as well as in biotechnology, environmental chemistry,
and medicine.20,21

Most of the applications mentioned above are related to the redox properties of this
material which are associated to defects. Some defects such as oxygen vacancies or the
presence of Ce(III) impurities are very common in ceria. With decreasing particle size,
the defect formation energy is substantially reduced leading to markedly increased levels
of nonstoichiometry and electronic carrier generation.22 Therefore, nanostructured CeO2
has attracted much attention due to improvements in the redox properties and transport
properties with respect to bulk materials.23

1.2 Mining and production

Rare-earth minerals, occurring in a variety of geologic environments, are constituents in
over 160 minerals, but only a few are recovered for commercial production.24 Bastnasite,
monazite, loparite, xenotime and ’Rare-earth bearing Clay’ are the major sources of the
world’s rare-earth supply. Among them, bastnasite, monazite and loparite are the main
cerium ores (Table 1.1).

Table 1.1: Distribution of rare-earth elements in commercial used rare-earth minerals in
%

Bastnasite Bastnasite Monazite Loparite
(China) (USA) (Australia) (Russia)

La2O2 27.2 32.3 23.9 25.0
CeO2 48.7 49.2 46.0 50.5

Pr6O11 5.1 4.5 5.1 5.0
Nd2O3 16.6 12.0 17.4 15.0
Y2O3 0.3 0.1 2.4 1.3

Bastnasite is a fluorocarbonate mineral found as an accessory mineral in several large
deposits. The most important deposits containing bastnasite as a high grade accessory
mineral are at Mountain Pass, California and Baiyunebo, China.25 This mineral is mined
from hard rock deposits. While chinese bastnasite is a by-product of iron ore mining,
United States production is solely rare-earths. Monazite is phosphate mineral and one of
the most abundant rare-earth minerals. It contains light-rare-earth elements and is enriched
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4 Chapter 1. Introduction

in cerium.26 This mineral usually appears associated to other minerals as zircon or rutile
which are the driving force for exploiting the deposits. That is why monazite is treated as
a by-product of the production of titanium and zirconium minerals. Australia is the major
supplier of monazite of the world, followed by India, China or Brazil which also supply
this mineral.27 Loparite is a phosphate mineral that can be found in the Kola peninsula.28

1.3 Properties

CeO2 presents a fluorite crystal structure with space group Fm3m being stable from
room temperature to the melting point. In this structure, Ce(IV) cations are coordinated
to eight oxygens while each oxygen anion is coordinated by four cations. Some of its
physical properties are listed in Table 1.2. Despite the fact that ceria exhibits few defects
in the fluorite structure depending on the oxygen partial presure, these defects modify the
properties of the material for its potential use in catalysis, energy conversion and other
applications. A complete reduction of this material lead to the hexagonal sesquioxide
Ce2O3 which presents a P3m1 structure.

Table 1.2: Some physical properties of pure stoichiometric CeO2

Property Value
Melting point29 2750 K

Lattice parameter a0 =5.411 Å
Thermal conductivity29 12 W m−1K−1

Electronic conductivity (25 ◦C)30 2.48 × 10−8 S cm−1

Ionic conductivity (1000 ◦C in air)31 3.13 × 10−3 S cm−1

Ionic conductivity (600 ◦C in air)31 4.08 × 10−5 S cm−1

As aforementioned, oxygen vacancy formation is the key to some properties of this
material. If an oxygen atom is removed from the lattice, two electrons are localized in the
Ce 4 f band reducing two Ce(IV) to Ce(III) ions.32,33 These two electrons in ceria can be
described as small polarons, and the motion of electrons through the lattice is achieved via
a thermally activated hopping process.34 The formation of defects or vacancies in ceria
can be considered a dynamic process because its concentration may change spontaneously
or in response to physical parameters such as temperature, oxygen partial pressure, doping
with other ions,35 as well as an electric field,36 or surface stress.37

For instance, CeO2 is well known to release signicant levels of oxygen at low oxygen
partial pressures and elevated temperatures (e.g. ∼ 10−15 atm O2 at 800 ◦C) leading to a
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mixed ionic electronic conductivity (MIEC). Ceria can accomodate a high concentration
of vacancies by the susbtitution of some cations by lower valent elements in a similar way
as occurs in zirconia. The effects of doping on the electrical properties of doped CeO2
have been well addressed by Guo et al.38

An electric field can be used to drive the redox process in CeO2. This process was
analyzed using high-resolution transmission electron microscopy by Wang et al.38 These
results could lead to the low-temperature operation of catalysts by means of an electric
field for the purication of automobile emissions of pollutants, oxygen generation, and
intermediate-temperature solid oxide fuel cells, as well as catalytic reforming. Some
authors have observed how the application of an electric field reduces the operation
temperature and the activation energy of some reactions.39

Modifications of the microstructure can also be used to increase the defect concentra-
tion and thus the conductivity of ceria. Two strategies are usually adopted: (1) to increase
the density of grain boundaries, by moving from microcrystalline to nanocrystalline struc-
tures; (2) to create specic heterointerfaces, by employing epitaxial thin-film geometries.40

Recently, doped-ceria has been used to prepare epitaxial-hetereostructures using ytria
stalibilized zirconia (YSZ) as the second phase. Different authors have observed that
increasing the number of nanometric layers leads to an enhancement of the conductivity
by more than one order of magnitude.41

Particle size it is also an important factor that should be taken into account. In ceria
nanoparticles, the formation of more oxygen vacancies with a decrease in particle size
has been reported.42,43 The large surface area to volume ratio existing in a nanoparticle
improves the catalytic performance of CeO2, For instance, nanoparticles with a diamater
below 5 nm seem to rise the catalytic activity of CO oxidation catalyst more than one order
of magnitud compared to bulk ceria support.44 Moreover, nanocrystalline CeO2 materials
also possess some other new properties compared to the bulk material, such as the enhanced
electronic conductivity,45,46 the size-induced lattice relaxation,47,48 the pressure-induced
phase transformation,49 and a blue shift in ultraviolet absorption spectra.50

1.4 Synthesis and structure

Microstructure can modify drastically the properties and potential applications of ceria
materials, that is why a big effort has been devoted to prepare new ceria nanostructures
which can improve the performance of this oxide. During the las two decades, new
strategies, techniques and methods have been developed such as precipitation51, sol-gel,52

solvothermal53,54 or microemulsion method.55. The nucleating seeds, kinetic control,
temperature, and selective activation energy modulations of surfaces through the use of
capping molecules have been found to be crucial in order to control the nucleation and
growth of the crystal, and thus the shape, morphology and properties of the system. In



i
i

“thesis” — 2013/6/27 — 15:59 — page 6 — #18 i
i

i
i

i
i

6 Chapter 1. Introduction

this section, one-, two-, and three-dimensional ceria nanostructures and its most important
properties are presented.

1.4.1 One-dimensional nanostructures

Since first carbon nanotube was characterized in 1991,56 one-dimensional (1D) nanos-
tructures have been intensively investigated. It is recognized that 1D nanostructures may
exhibit unique electrical, optical, magnetic, mechanical, and thermal properties that are
obviously different from those of bulk materials, and they have been the focus of intense
research owing to their fascinating physical and chemical properties. Nanowires, nanorods
and nanotubes are excellent candidates for different applications because their unique
morphological properties and as promising building blocks for nanoscale devices.

Wu et al. and La et al. were the two first groups to synthesize ceria nanowires and
nanorods respectively using hard templates, such as alumina membranes.57,58 Different
mediator as solvents, surfactants, mineralizers, concentration or temperature can be
used to control thermodynamically and kinetically the anisotropic growth of 1D ceria
nanostructures. For instance, sodium bis(2-ethylhexyl) sulfosuccinate has been used as
a structure-directing to synthesize ceria nanowires via a solution-phase route.59 CeO2
nanorods have also been prepared by solvothermal methods.60–63 Some authors have
achieved single crystalline nanorods with typical rectangular cross section with [110] as
the preferential growth direction.These nanorods have well-defined reactive (001) and
(110) planes and present high catalytic activity toward CO oxidation because of their
specific crystal planes and high vacancy concentration.63

Ceria nanotubes (NTs) have been prepared via a two-step procedure: precipitation
at 100 ◦C and aging at 0 ◦C for a long time (45 days).64 New and faster methods have
been developed in last years. Ceria NTs have been synthesized annealing layer-structured
Ce(OH)3 nanotubes in a reducing atmosphere.65 Ce(OH)3 has been also used as precursor
to prepare nanotubes with large cavities and thin walls by a simple oxidation.66 Moreover,
ceria NTs have been reported to be active catalyst for the WGS reaction at low tempera-
tures.67 High porosity and oxygen storage capacity, and excellent reducibility are some
of the properties found for these systems.64,66,68 Although much has been learned about
the synthesis of ceria NTs,69 the mechanism of formation and its structural and electronic
properties remain poorly understood.

1.4.2 Two- and three-dimensional nanostructures

New advances and progress in the synthesis of ceria materials is not only focused on
1D nanostructures. A huge amount of new two- and three-dimensional (2D and 3D)
nanostructured ceria materials has been synthesized in last decade. From ceria nanocubes
to flowerlike CeO2 microspheres, the number and variety of new nanostructures are
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impressive.70,71 In this section we will try to overview some of the most important
advances in this field.

2D nanosheets and nanoplates have received a lot of attention in recent years be-
cause of their special properties. Recently, a simple solution-phase synthetic method to
prepare ultrathin ceria nanoplates in the presence of mineralizers has been reported.72

Their morphology can be controlled by changing reaction parameters, such as precursor
ratio, concentration, or reaction time. One of the most important properties of these
nanostructures is their high theoretical surface-area to volume ratio. Moreover, these
nanostructures preferentially exhibits (100) surfaces with a higher vacancy concentration
and thus a higher oxygen storage capacity. The key point of this synthesis is the incorpora-
tion of sodium diphosphate which acts as a mineralizer, accelerates the crystallization and
controls the morphology. Other groups have synthesized ultrathin single-crystalline ceria
nanosheets using Ce(III) nitrate as precursor. These 2D nanostructures present a thickness
of approximately 2.2 nm and a lateral dimension up to 4 µm.73

Mesoporous ceria is a potential candidate for multiple applications because of its high
surface area and the increased dispersion of active secondary components. Nevertheless,
mesoporous ceria materials exhibit a poor thermal stability.74 In order to solve this
problem different synthetic methods have been proposed to obtain mesoporous ceria
with an excellent thermal stability. Monodisperse flowerlike ceria microspheres has been
synthesized using a hydrothermal method.70 These microspheres present a 3D porous
and hollow structures consinting on nanosheets as the petals which exhibit high surface
area, large pore volume and higher hydrothermal stability. This synthetic method has
been generalized to prepare doped ceria microspheres75 which have demonstrated high
reactivity in CO oxidation, hydrocarbon reforming and surprising performance in solid
oxide fuel cells. In last years a huge variety of new approaches and nanostructures have
been developed. Yang et al. have reported a thermal decomposition process to fabricate
3D ceria foams.76 Highly ordered thermal stable mesoporous ceria with photocatalytic
properties was synthesized via nanocasting using mesoporous silica.77,78 Ce1−xZrxO2
nanocages with different morphologies have been prepared with physical templates by
Kirkendall effect.

As we pointed out previously, ceria nanoparticles are used as abrasive material to
polish microelectronic devices. However, ceria nanocrystals present polyhedra shapes
that scratch the silicon wafers and increase defect concentration.3 New Ti-doped ceria
nanocrytals with a spherical shape reduce polishing defects.3 Recently, these results have
been explained using molecular dynamics simulation.79

1.5 Applications

CeO2 is a technologically important functional material for many applications. In this
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8 Chapter 1. Introduction

section, a summary of some of its most important applications will be given.

1.5.1 CO oxidation

Loaded with noble metals, ceria has demonstrated an excellent performance as a three-
way catalyst,5,6 low-temperature water gas shift (WGS) catalyst,7,8 and for preferential
oxidation of CO in a large hydrogen excess (PROX).80

Since Haruta reported the high activity of supported gold nanoparticles for CO oxi-
dation,81 many researchers have tried to understand the origin of this surprising activity.
There are many factors which modify the activity of Au-supported catalysts such as Au
particle size, preparation method, pretreatment conditions, and choice of the support.44,82

In particular, we are going to focus on how the support has a signicant effect on the perfor-
mance of the catalyst. It is possible to classify the support depending on its reducibility.
While non-reducible supports as MgO don’t modify the catalytic activity, reducible sup-
ports such as TiO2 or CeO2 enhance its efficiency. For instance, gold nanoparticles
supported on flowerlike CeO2 microspheres were used as catalyst for the CO oxidation
reaction.83 High dispersion was obtained with a nanoparticle size about 2-30 nm. Ceria
microspheres produce an important decrease of the operating temperature compared to
other supports. The CO gas stream over the Au-ceria starts rapidly its conversion into CO2
at room temperature, reaching above 80% of conversion. The enhanced performance was
attributed to its open three-dimensional porous structure, large pore volume and higher
oxygen vacancy level in CeO2 microspheres.

Positive effects of ceria supports can be improved by doping. Low-temperature
reducibility is enhanced by doping with reducible elements, such as Pr and Sn.84–86 While
Pr- or Sn-doped flowerlike ceria catalysts exhibit excellent catalytic activities due to the
variable valence states of Pr and Sn, the doping of Y, La or Zr in CeO2 presents adverse
effects on the activity of CO oxidation.75 It seems that the doping with stable valence
cations partially suppress the conversion of the redox Ce(IV)/Ce(III) couple and decrease
the dynamic oxygen storage capacity (OSC) in ceria.

We can also tune the reactivity of the catalyst by controlling the support exposed
planes. Recently, single-crystalline CeO2 nanorods with a higher activity for CO oxidation
than irregular nanoparticles were synthesized.63 This improvement was assigned to the
more reactive crystal planes (001) and (110) in nanorods. The shape-dependent OSC of
ceria nanocrystals with various shapes have also been studied.62

The role of the support is even bigger in WGS reaction. It has been well established
that water dissociation is one of the most important steps in the catalytic cycle, indeed, it
is the rate limiting step if the support is a metal.87–89 Reducible supports facilitate the dis-
sociation of water and increase the rate of the reaction considerably.90,91 Different authors
have used CeO2 based materials as support obtaining excellent results for water gas shift
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reaction.92 Recently a new family of highly active catalyst for WGS has been developed
in which TiO2 is used as substrate and small non-stoichiometric ceria nanoclusters are
adsorbed with the noble metal.93 The amazing activity of this family of catalysts relies in
the ability of the ceria nanocluster to adsorb and dissociate water.94

1.5.2 Steam reforming of alcohols

The use of biomass-derived alcohol for the production of hydrogen has signicant interest
for clean energy supply and environmental protection.97,98 CeO2 materials has also been
used as catalyst for steam reforming of ethanol producing H2. In order to analyze the
activity of these catalysts it is necessary to take into account not only the ethanol conversion
but also the selectivity of the products. Steam reforming catalysts based on ceria produce
a hydrogen-rich gas mixture in a wide temperature range (300-500 ◦C).70 Thermal stable
mesoporous ceria improves the stability and selectivity compared to other catalysts even at
high temperatures. The CeO2 morphology plays again a key role on the catalytic activity
of ethanol reforming. It has been found that 1D nanostructures (nanotubes and nanorods)
which exposed (110) and (100) crystal planes, showed better H2 selectivity and activity
compared to irregular CeO2 nanoparticles.99

1.5.3 Photocatalysis

Catalysis is one of the most widely cited applications for ceria materials. However, in
the last two decades ceria is starting to be used as a photocatalyst too. Heterogeneous
photocatalysis is an emerging technique valuable for renewable energy as well as for
water and air purication and remediation.100 In principle, its wide main gap is not ideal
for photocatalytic purposes under visible or UV light. Nevertheless, synthetic procedure
and adsorbates can modify the electronic structure and reduce the gap.

Organic-dye-free solar cells using nanometric ceria particles as the active component
have been prepared.101 Hierarchically structured mesoporous material with large pore
volumes, high surface areas, and marked thermal stability was synthesized. It also exhibits
a photovoltaic response which is directly derived from the nanometric particle size.

Efficient photocatalytic systems for water splitting is one strategic field urgently needed
since it can eventually lead to the production of fuels using solar resources.102–104 A big
effort has been made in order to develop and produce efficient photocatalysis for visible-
light water splitting. However, the number of semiconductors that have considerable
photocatalytic activity under visible-light illumination is still limited. Moreover, the vast
majority of the studies are carried out with TiO2 materials.105,106 Nevertheless, there are
some examples of ceria based materials which acts as photocatalyst for water splitting. For
instance, photocatalytic activity of Au-CeO2 materials has been reported.107 Interestingly,
while the the photocatalytic activity under UV light is considerably reduced for TiO2 and
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other semiconductors, the performance for Au-CeO2 is better using visible light. Last
year, amazing photocatalytic activity for Pt adsorbed on ceria-titania heterostructure has
been reported by Rodriguez et al.108 While the mixed oxide reduces the band gap and
adsorbs in the UV-vis region, the platinum atoms seem to behave as electron traps that
enhance the photocatalytic activity.

Photocatalytic hydrogen production has also been reported using ceria based materials.
Ceria nanorods with (110) planes supported on titania have been compared to commercial
CeO2, CdS and TiO2 for photocatalytic hydrogen production. It has been reported that
the activity of ceria nanorods is higher than those other commercial solids.109

Ceria nanomaterials have also potential application for environmental remediation.
Recently, it has been demonstrated that ceria nanotubes exhibited a markedly enhanced
photocatalytic activity and stability compared with the counterpart of CeO2 nanoparticles
and commercial TiO2 toward the degradation of aromatic benzene.110 This compound
is a well-known toxic pollutant that commonly occurs in urban ambient air and is of
concern regarding environmental health because of its toxic, mutagenic, and carcinogenic
properties.

1.5.4 Solid oxide fuel cells

Solid oxide fuel cells (SOFC) is one of the most promising, sustainable and environmental
friendly technologies for the substitution of fossil fuels. However, to improve the chemical
and mechanical stability, and reduce the operational cost require to lower the operating
temperature of these devices. In fact, operating temperatures below 500 ◦C could facilitate
the practical use of SOFC. Enhancement of ionic conductivity of the electrolyte is the key
point to achieving this goal and one of the main current research issues.

Doped ceria materials have been intensively studied as solid electrolyte in these
devices. However, during the last decade, a new generation of high ion conductance
solid electrolyte based on epitaxial oxide heterostructures has substituted yttria stabilized
zirconia (YSZ) and doped ceria oxides. There are two main groups of structures based on
coupling: i) an ionic-conductor with an insulator (e.g. in LiI/Al2O3 or AgCl/Al2O3), and
ii) two ion-conducting oxides (e.g. in YSZ/Sm- CeO2 or YSZ/Gd2Zr2O7). Huge ionic
conductivity has been detected for YSZ/doped-ceria epitaxial heterostructures. Firstly,
these phenomena were associated to the strain of the heterostructure lattice. However,
the undoped ceria heterostructure presents the same conductivity as YSZ so it seems that
dopants play a key role in the process.

It has been reported that ceria-based ion conductors have a high resistance to carbon
deposition, which permits the direct supply of dry hydrocarbon fuels to the anode.111

Different groups have reported anodes based on ceria. Gorte et al. prepared a composite
anode of copper and ceria which is able to oxidate different hydrocarbons fuels ranging
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from methane to toluene.112 In this anode design, Cu is used as current collector and CeO2
acts as oxidizing catalyst. It has also been reported that ceria nanoparticles can be added
to a conventional Ni/YSZ anode to effectively enhance its sulfur tolerance.113 Moreover,
it has been demonstrated that the presence of ceria-based oxides in the anodes of solid
oxides fuel cells with oxygen-ion-conducting electrolytes signicantly lowers the activation
overpotential for hydrogen oxidation. It has been pointed that the near-equilibrium H2
oxidation reaction pathway was dominated by electrocatalysis at the oxide-gas interface
with minimal contributions from the oxide-metal-gas triple-phase boundaries.114 Some
groups have tried to design anodes which can facilitate their practical use. For instance,
a Ru-CeO2 catalyst with a conventional anode has been combined allowing internal
reforming of iso-octane without coking, making this SOFC a promising candidate for
practical and efficient fuel cell applications.115

1.5.5 Sensors and oxygen permeation membranes

Ceria materials can be used as sensors in many areas such as environment, industry,
transportation, medicine or agriculture in which the measurement and control of the
oxygen content are critical. Different authors have prepared thin films of CeO2 in which
the electrical conductivity is dependent on the oxygen partial pressure and temperature.

Columnar CeO2 nanostructures have been synthesized in order to be used as ethanol
and NO2 sensors.116 These devices are able to exhibit isothermal conductance variation to
100 ppm ethanol and 1 ppm NO2. This particular ethanol concentration value is lower than
the detection limit required for a breath analyzer (200 ppm, corresponding approximately
to 0.6 g alcohol per liter in human blood). These nanodevices presents a sensitivity
higher than previous sensors based on CeO2 thin films which demonstrates the promise of
development of nanosized ceria sensor devices.

Oxygen permeating ceramics with mixed ionic and electronic conductivity have
received much interest for high temperature applications such as production of CO and H2,
oxygen removal from steel melt, separation of oxygen from air in both coal gasification
and oxy-fuel power plants.117 Nanocrystalline CeO2 thin films were synthesized on porous
cerium oxide substrates and used for oxygen permeation membranes.117

1.5.6 Biomedical applications

Until now we have exposed technological applications of ceria and related materials.
However, recent researches have demonstrated that ceria nanoparticles possess antioxidant
activity, and the potential uses of these materials in biomedical applications, such as
protection against radiation damage, oxidative stress, and inflammation.20,21,118,119 These
applications rely in the unique redox properties of ceria which reversibly switch from
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Ce(III) to Ce(IV). Furthermore, conjugation with targeting ligands makes ceria nanoparti-
cles an effective nanocatalyst and detection tool in immunoassays.120 However, the safety
of engineered nanomaterials must be well addressed before their use. It has been reported
that ceria nanoparticles have very low toxicity and are long-lived which can extend their
beneficial effects for long periods without redosing. Recently, some authors have reviewed
possible toxic effects of very common oxides such as ZnO, TiO2 and CeO2.121,122 While
ZnO induced toxicity in cells, leading to the generation of reactive oxygen species, TiO2
and CeO2 did not show any adverse effect. However CeO2 suppressed reactive oxygen
species production and induced cellular resistance to an exogenous source of oxidative
stress.

Ceria nanoparticles have been employed for applications in spinal cord repair and other
diseases of the central nervous system. The auto-catalytic anti-oxidant behavior and bio-
compatibility of this material have been evaluated.118 Ceria nanoparticles exhibited ideal
properties for life science applications with remarkable antioxidant activity and pseudo-
infinite half-life. The auto-regenerative anti-oxidant property of these nanoparticles is the
key to its neuroprotective action.

1.6 Theoretical approach

The accurate first-principles description of the electronic structure of f -electron systems,
i.e. ceria materials, is currently regarded as one of the great challenges in condensed
matter physics. Systems with electrons in f orbitals are characterized by the simultaneous
presence of itinerant (delocalized) and highly localized f -states and interactions between
them. Density functional theory (DFT) methods such as LDA or GGA approximation
are inadequate for f -electrons systems. These methods don’t correct the self-interaction
error123 which delocalizes the electrons and is specially severe for systems with partially
occupied d- or f -states. For instance, LDA and GGA methods incorrectly predict the
metallic behavior for reduced CeO2 and Ce2O3 where one electron should be localized
in a f -state. This fact prevents the use of such methods to study ceria-based materials
because Ce(III)-Ce(IV) redox conversion is crucial in most applications. However, hybrid
functionals partially correct the self-interaction error by incorporating a certain portion of
Hartree-Fock exact exchange, significantly improving the descriptions of d- or f -electron
systems.124 Hybrid functionals describe correctly qualitative CeO2 materials properties
but are computationally expensive so it is necessary to look for other methods in order
to explore large systems. DFT+U method is cheaper but depends on the adjustable
parameters U which is usually used only for correlated orbitals of metals in transition
metal oxide. This parameter shifts orbital energies depending on its occupancy. The main
shortcoming of DFT+U method is the non-universality of the approach. Structural and
electronic properties of ceria, such as band gap or lattice constants, depend strongly on the
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U value. Different U values between 2 to 6 have been used in order to describe correctly
different experimental results as CO adsorption or band gap.124–127 Moreover, the U value
can modify not only quantitatively but also qualitatively the results. It has been found that
the oxidation state of Au on CeO2 (111) surface depends on the selected U value.128

Theoretical studies of ceria have grown considerably last years. Vacancy formation,
metal adsorption, doping or ionic conduction are some of the most investigated topics
related to ceria from a theoretical point of view. Localization of Ce(III) and its relationship
with vacancies in defective ceria have been intensively studied by different authors. Due
to the different models and approaches, there is some controversy related to which is the
interaction between Ce(III) ions and the vacancies. While some authors have pointed that
Ce(III) are located in next nearest neighbor positions, other authors have reported that
nearest neighbor positions are the most stable.129–132 Doping and oxygen migration has
been also studied using DFT calculations. Different strategies has been proposed in order
to decrease the vacancy formation energy and oxygen migration barrier at the same time
using trivalent dopant metals.133,134 Metal adsorption is another important field because
of its applications in catalysis. Precious metal atoms and clusters adsorption have been
modeled on different surfaces, clusters and 1D nanostructures.128,135–137 The metal-ceria
interaction is important in order to understand the catalytic process, predict and propose
new high performance catalysts.

1.7 Motivation and objetives

Within this chapter we have tried to highlight the importance, versatility and potential of
ceria-based materials. We have seen how it is possible to tailor its properties modifying
the synthesis process. Moreover, ceria applications range a variety of fields of high
technological impact. From theoretical quantum chemistry to catalysis, or from fuel cell
to biomedical applications, ceria can be considered as a material with unique properties.
That is why this thesis has as title Ceria for all seasons.

However, a generalized and wide use of ceria in new devices and applications has
been hampered by its price. Prices for rare earth oxides have gone up in a surprising
way during last twenty years. In fact, prices shot up to historical highs in 2011, even for
the two most abundant of the light rare earth elements, lanthanum and cerium. However
different analysts think that these prices are projected to collapse. Ceria prices have moved
from 3.5 e/kg in 2008 to 139 e/kg in September 2011. However in 2012, the prices have
decreased drastically to 58 e/kg and to 9.2 e/kg in 2013. Moreover is predicted this trend
can continue until a historical minimum price of 0.8 e/kg in 2017. This trend is due to
non-Chinese rare earth projects such as Mountain Pass in California and Mt. Weld in
Western Australia that are coming on. As we have shown previously, research related
to ceria has intensively increased during last two decades despite of the high prices of
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the materials. Thus, the collapse of its price is going to stimulate even more not only the
research related to ceria but also its commercial applications.

The main concern of this work is to study ceria properties and new applications. Be-
cause ceria exhibits different properties and many applications, we have tried to investigate
ceria from different points of views. The thesis have been divided in 6 chapters. After
presenting a selection of the most important methods and foundations in Chapter 2, we
will investigate ceria as a strongly correlated system in Chapter 3. In this chapter, we will
explore different methodologies and functionals in order to optimize the description of the
material. We will focus on its structure, electronic properties and reactivity. Chapter 4
is dedicated to dynamic processes involved in ceria materials which are also important
for their applications. On one hand, electron mobility via polaron hopping determines
the behavior of Ce(III) ions that are essential in catalysis. That is why we will study
electron transfer (ET) reaction both in bulk and at the surface ceria within the two-state
Marcus model. We will evaluate the most important parameters that characterize the ET
process. On the other hand, ionic transport via oxygen migration is really important for
solid electrolytes in fuel cells. In fact, ionic transport has been intensively studied for
ceria and doped ceria bulk systems. However, the vacancy concentration is higher on the
surface and the first atomic layers so we will study vacancy formation and migration in
surface and subsurface positions. Chapter 5 will be focused on new 1D and 2D ceria
nanostructures. For this purpose, we will make use of the CRYSTAL09 code combined
with helical-rototranslational symmetry to model mono, bi and tri layer ceria nanotubes,
and analyze its stability and properties. We will also investigate 2D YSZ/doped-ceria
epitaxial heterostructure and the origin of their huge ionic conductivity. Finally, ceria will
be studied as catalyst and photocatalyst in Chapter 6. We will show new advances in
a highly active family of water gas shift catalysts based on using TiO2 as substrate and
small non-stoichiometric ceria nanoclusters adsorbed with the noble metals. Moreover,
ceria/titania heterostructures will be modeled to understand its photocatalytic performance
in water splitting reactions.
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2.1 Introduction to ab-initio methods: Hartree-Fock approxi-
mation

Describing the electronic structure of atoms, molecules or solids is ubiquitous to quantum
mechanics, since electrons are very light particles and cannot be described quantitatively
or qualitatively by classical mechanics. Wave function based quantum chemical methods
can be characterized as being ”ab-initio“ methods (Latin: ”from the beginning”) in which
the solutions are generated without references to experimental data. This means that in
these methods mathematical approximations to the full N-electron Schrödinger are built
without the help of any adjustable parameters. One of the advantages of ab-initio methods
is that they can be systematically improved towards the exact solution of the Schrödinger
equation and they posses an intrinsic criterion for the quality of the current approximation.

The aim of quantum mechanics is solving the Schrödinger equation for the system
under consideration which consists of a number K of nuclei and a number N of electrons.
This system is determined by the Hamiltonian and will depend on the coordinates of the
nuclei, R, and the electrons, r:

Ĥ(R, r) Ψ(R, r) = E Ψ(R, r) (2.1)

The total Hamiltonian operator can be written as kinetic and potential energy of the nuclei
and the electrons

Ĥ(R, r) = T̂n + T̂e + V̂n,e + V̂e,e + V̂n,n (2.2)

where

Tn = −
1
2

K∑
α

∇2
α

Mα
(2.3)

is the kinetic energy operator of the nuclei, and ∇2
α =

(
δ2

δx2
α

+ δ2

δy2
α

+ δ2

δz2
α

)
,

Te = −
1
2

N∑
i

∇2
i (2.4)

is the kinetic energy operator of the electrons,

Vn,e = −

N∑
i

K∑
α

Zα
riα

(2.5)

is the Coulomb attraction between the nuclei possessing the charges Zα and the electrons,

Ve,e =

N∑
i=1

N∑
j>i

1
ri j

(2.6)
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is the Coulomb repulsion between the electrons, and

Vn,n =

K∑
α=1

K∑
β>α

ZαZβ
rαβ

(2.7)

is the Coulomb repulsion between the nuclei. Some aspects should be clarified about the
Hamiltonian described above:

1. Atomics units have been used to describe the different operators that contribute to
the Hamiltonian.

2. External electric or magnetic fields have not been included in the Hamiltonian.

3. The Hamiltonian given above is non-relativistic. Relativistic effects in quantum
mechanical systems is beyond the scope of this chapter.

2.1.1 Born-Oppenheimer Approximation

If we try to solve the Schrödinger equation, we have a eigenvalue equation in 3K + 3N
independent variables which cannot be solved either analytically or numerically. For this
reason, it is necessary to find approximate solutions, accurate enough to provide useful
information. The first approximation was proposed by Born and Oppenheimer in 1927,1,2

and consists in decoupling of the motion of the lighter and therefore ”faster” electrons
from the motion of the ”slower” nuclei. This assumption leads to write the wave function
Ψ(R, r) in the form of a product of an electronic wave function Φe(r; R) and a nuclear
wave function χn(R):

Ψ(R, r) = Φe(r; R) ·χn(R) (2.8)

By means of Eq. 2.8 the total Schrödinger equation (Eq. 2.1) is decomposed into one
equation for the electronic wave function Φe(r; R)

Ĥe Φe(r; R) = Ee(R) Φe(r; R) (2.9)

where
Ĥe = Ĥ − T̂n = T̂e + V̂n,e + V̂e,e + V̂n,n (2.10)

and one equation for the wave function χn(R) describing the motion of the nuclei

[T̂n + Ee(R) + Ĉ(R)]χn(R) = Eχn(R) (2.11)

It has to be noted that Φe(r; R) not only depends on r but also depends parametrically
on the coordinates R of the nuclei. As consequence of this fact, electronic Schrodinger
equation has to be solved for a given nuclear geometry. Because of this dependence, Ee(R)
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plays the role of the potential energy in the Schrödinger equation (Eq. 2.11) and it is
usually called as ”potential energy surface” (PES). The term Ĉ(R) is an operator called
”adiabatic diagonal correction” which acts on the nuclear wave function χn(R).

Ĉ(R) =

∫
Φ∗e(r; R)TnΦe(r; R)dr −

∑
α

1
Mα

∫
Φ∗e(r; R)∇αΦe(r; R)dr ·∇α (2.12)

If C(R) is neglected, this approximation is called the Born-Oppenheimer approximation,
however, it is named adiabatic approximation if it is included. In most cases, the Born-
Oppenheimer approximation works pretty well and it is only necessary to go beyond it in
cases of degeneracies or at very high energies for the nuclear motion.

2.1.2 Requirements for the Electronic Wave Function

From now, we will stay within the Born-Oppenheimer approximation and will only be
concerned with the electronic Schrödinger equation (Eq. 2.9). In order to simplify the
notation, we will drop the subscript ”el” and the nuclear coordinates R from Φe(r; R).

A wave function has to satisfy three requirements for describing the electronic structure
of the system and to being an approximate or exact solution of the electronic Schrödinger
equation (Eq. 2.9).

1. Normalization. This condition ensures that the probability for finding the system
somewhere in space is unity. ∫

Φ∗(r)Φ(r)dr = 1 (2.13)

2. Antisymmetry with respect to the permutation of two electrons. As electrons are
fermions, the solutions of the electronic Schrödinger equation must be antisymmet-
ric with respect to a permutation of any two electrons in the system.

Φ(1, 2 . . . , i, . . . j) = −Φ(1, 2 . . . , j, . . . i) (2.14)

3. Electronic spin. Electronic Hamiltonian (Eq. 2.10) commutes with the operators S z

and S 2

[Ĥ, Ŝ z] = 0, [Ĥ, Ŝ 2] = 0 (2.15)

where Ŝ z and Ŝ 2 are the N-electron spin operators

Ŝ z =

N∑
i

ŝzi , Ŝ 2 =

N∑
i

ŝ2
i (2.16)
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This means that electronic wave functions have to be eigenfunctions of Ŝ z and Ŝ 2

with the eigenvalues MS and S (S + 1). From now, we will represent the wave
function of an electron as a product of a spatial part and a spin function. There are
only two possible spin functions α and β. In order to simplify the notation, beta-spin
is usually denoted by a bar above the orbital.

2.1.3 Slater Determinants

Electronic Hamiltonian (Eq. 2.10) contains one-electron terms, two-electron terms and
the nuclear repulsion Vn,n which is independent of the electron coordinates.

Ĥ =
∑

i

ĥ(i) +
∑

i

g(i j) + Vn,n (2.17)

ĥ(i) = −
1
2
∇i −

K∑
α

Zα
riα
, g(i j) =

1
ri j

(2.18)

Due to the presence of two-electron terms, g(i j), Ĥ cannot be a sum of terms which
only depends on one electron coordinates. That’s why Ĥ cannot be made separable and
therefore its eigenfunctions are not just products of eigenfunctions of the one-particle
Hamiltonian ĥ and its eigenvalues sums of eigenvalues of ĥ. Nevertheless, we can consider
products of one-electron wave functions as valid trial wave functions.

Φ(1, . . . ,N) = ψa(1) ·ψb(2) · · ·ψN(N) (2.19)

This product does not possess the required antisymmetry property, therefore we have to
apply the antisymmetrizer operator and obtain

Φ(1, . . . ,N) = A[ψa(1) ·ψb(2) · . . . ·ψN(N)] (2.20)

Antisymmetrizer operator generates a determinant which can be written as3

Φ(1, . . . ,N) = |ψa(1) ·ψb(2) · . . . ·ψN(N)| (2.21)

where | . . . | is the usual notation for a determinant including the normalization constantN .
Now we can use this trial function to calculate its energy expectation value

(Φ|H|Φ) =

n∑
i=1

2(i|h|i) +

n∑
i, j=1

[2(ii| j j) − (i j| ji)] (2.22)

where it is possible to distinguish: One-electron integrals,

(i|h|i) =

∫
φ∗i (1)h(1)φi(1)dr1 (2.23)
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two-electron Coulomb-integrals,

(ii| j j) =

∫
φ∗i (1)φi(1)

1
r12

φ∗j(2)φ j(2)dr1dr2 (2.24)

and two-electron exchange-integrals

(i j| ji) =

∫
φ∗i (1)φ j(1)

1
r12

φ∗j(2)φi(2)dr1dr2 (2.25)

While the Coulomb-integral (ii| j j) corresponds exactly to the classical Coulomb
interaction between two charge distributions φ∗i (1)φi(1) and φ∗j(2)φ j(2), the exchange
integral does not present a classical analogue and it derives from the antisymmetry
requirement to the quantum mechanical wave function Φ.

2.1.4 Hartree-Fock Theory

We are going to consider an electronic system containing an even number of electron,
N = 2n, which is realized for most ground states of stable molecules and periodic systems.
In such cases, a one-determinant wave function of the form

ΦS CF = |φ1φ̄1φ2φ̄2 . . . φnφ̄n| (2.26)

will be a good approximation to the true ground state wave function of the N-electron
Hamiltonian. In fact, the Hartree-Fock or self-consistent field (SCF) consists essentially
in making the ansantz (Eq. 2.26) for the N-electron wave function of the system under
consideration.4,5

The orbitals φi which are occupied in ΦS CF have to be determined. The most simple
choice could be selecting the eigenfunctions of one particle Hamiltonian h, however, this
yields to a poor approximation.Variation principle has to be applied to the wave function
in order to obtain a reasonable set of orbitals and the energy expectation value calculated
with ΦS CF as a functional of the occupied orbitals φi. Eq. 2.22 shows how to obtain
it, however, this formula is only valid if the occupied orbitals form an orthogonal set.
That means that the energy expectation value has to be varied under the constraint that
the orbitals remain orthogonal during the variation. This requirement can be achieved
employing the method of the Lagrange multipliers. Therefore, we have to search for the
minimum of the functional

J[φ] =

n∑
i=1

2(i|h|i) +

n∑
i, j=1

[2(ii| j j) − (i j| ji)] −
n∑

i, j=1

2λi j[(φi|φ j) − δi j] (2.27)
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by varying the orbitals φi where δi j are the unknown Lagrangean multipliers. Performing
this variation one arrives at the following one-particle eigenvalue equation

[hi +

occ∑
j

(2J j − K j)]φi =

n∑
j

δi jφ j ∀ φi (2.28)

where J j and K j are the Coulomb and exchange operators respectively.
Eq. 2.28 can be simplified by noting that the SCF wave function ΦS CF (Eq. 2.26) is

invariant with respect to unitary transformations among the occupied orbitals φi. This fact
can be used to transform Lagrangean multipliers matrix into a diagonal matrix. Moreover,
we define this diagonal elements as εi and the Fock operator as

F̂i = ĥi +

occ∑
j

(2Ĵ ji − K̂ ji) (2.29)

Finally we obtain
F̂iφi = εiφi ∀ φi (2.30)

which is the Hartree-Fock equation. Since Ĵ and K̂ operators are built from the orbitals
φi which have to be determined by solving the Hartree-Fock equation, iterative schemes
are necessary. Commonly, some guess, φ(0)

i are used to construct Ĵ(0)
ji , K̂(0)

ji and F̂(0)
i

operators. Then, Eq. 2.30 is solved, yielding the next set of orbitals and orbitals energy.
This procedure is repeated till ”self-consistency’ is reached.

2.1.5 Roothaan SCF

Though the Hartree-Fock theory has been formulated in the early 1930s, for a long time
only numerical calculations could be performed for small and highly symmetric systems,
such as atoms and diatomic molecules.

The breakthrough for molecular calculations came in 1951 when Hall6 and Roothaan7

independently proposed to expand the Hartree-Fock orbitals into a set of atom centered
basis functions. Firstly, atomic orbitals were used,8 then Boys9 proposed using Gaussian
functions, now other functions are also employed.

Roothaan proposed to expand the unknown Hartree-Fock orbitals φi into a finite set of
known M basis functions χν.

φi =

M∑
ν=1

ciνχν (2.31)

Now, the coefficients ciν determine the orbitals φi and have to be calculated. Variation
principle is used again to obtain the coefficients that minimize the energy with the Hartree-
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Fock equation.
M∑
ν

Fµνciν = εi

M∑
ν

S µνciν ∀ µ = 1, . . . ,M (2.32)

or in matrix notation
FC = εS C (2.33)

where the S matrix contains the overlap elements between basis functions, F contains the
Fock matrix elements in the χν basis and C contains the coefficients vectors,

S µν = (µ|ν) = (χµ|χν) =

∫
χ∗µχν (2.34)

Fµν = (µ|h|ν) +
∑

j

∑
ρ,σ

c jρc jσ[2(ρσ|µν) − (ρν|µσ)] (2.35)

As in Hartree-Fock equation (Eq. 2.30), Roothaan-Hall equation (Eq. 2.33) has to be
solved iteratively, using first some guess coefficients to construct an initial Fock matrix.
Using Eq. 2.33 a new set of orbitals is obtained and the process is repeated until self
consistency is achieved. Eq. 2.30 and Eq. 2.33 are only equivalent if M → ∞, in other
words, if a complete one-electron basis set es employed.

2.2 Density Functional Theory methods

Density Functional Theory (DFT), is a quantum mechanical theory used to introduce
the effects of correlation to study the ground state of large many-body systems. The key
variable is electron density, ρ(r), which is given by

ρ(r) = N
∫

d3r2

∫
d3r3...

∫
d3rNΨ∗(r, r2...rN)Ψ(r, r2...rN) (2.36)

Hartree-Fock approximation is based on calculating a molecular wavefunction, how-
ever the wavefunction is not a measurable feature of a molecule or atom, it is not an
”observable”. DFT is based not on the wavefunction, but rather on the electron probability
density commonly called the electron density, ρ(r). Whereas the many-body stationary
wave function, Ψ(r, r2...rN), is dependent on 3N variables, the density is only a function
of three variables and is a simpler quantity to deal with both conceptually and practically.
DFT is computationally much less expensive than post-Hartree-Fock methods, that is the
main reason of its popularity.
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2.2.1 Early Approximations

DFT roots its basis on the Thomas-Fermi10,11 method developed in 1927 which is a
prototypical description of the ground-state properties of a many-electron system. The
simplest approach is to consider the system to be classical, in which case the potential
energy components are straightforwardly determined. The attraction between the electron
density and the nuclei is

Vn,e[ρ(r)] =

K∑
α

∫
Zα
|r − rα|

ρ(r)dr (2.37)

and the self-repulsion of a classical charge distribution is

Ve,e[ρ(r)] =

∫ ∫
ρ(r1)ρ(r2)
|r1 − r2|

dr2dr2 (2.38)

However, the kinetic energy of a continuous charge distribution is less obvious. To proceed,
we first introduce the fictitious substance jellium. Jellium is a system composed of an
infinite number of electrons moving in an infinite volume of a space that is characterized
by a uniformly distributed positive charge. This electronic distribution, also called the
uniform electron gas, has a constant non-zero density. Thomas and Fermi,10,11 in 1927,
used fermion statistical mechanics to derive the kinetic energy for this system as

TT F[ρ] = CF

∫
ρ5/3(r)dr (2.39)

where CF is (in atomic units)

CF =
3

10
(3π2)2/3 (2.40)

Finally, the energy of the system can be calculated as

ET F[ρ(r)] = TT F[ρ(r)] + Vn,e[ρ(r)] + Ve,e[ρ(r)] (2.41)

In 1928, Dirac12,13 and Bloch14 improved this theory including an Exchange term, K(r))
which is knows as Thomas-Fermi-Dirac model (TFD). This theory remained rather inac-
curate for most applications, for instance, the energies obtained with this model present an
error between 10-15%. However, the most important problem of the method is the inability
to describe the chemical bonding. In order to describe chemical bonds and molecules
some authors proposed different K(r) terms derived from the exchange term proposed by
Slater15

K[ρ(r)] = −
9α
8

(3
π

)1/3 ∫
ρ4/3(r)dr (2.42)
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Given the differing values of α in Eq.2.42 as a function of different derivations, many early
workers try to fit it as an empirical value which usaually are termed as Xα calculations.16–18

These new methods can describe chemical bonding however there were big differences
compared with wavefunction methods.

Finally, in 1964, Hohenberg and Kohn (HK)19 developed the existence of a one-to-
one correspondence between the ground state electron density, ρ(r) and the ground state
wavefunction of a many-particle system Ψ(r, r2...rN). They proved that the energy of a
quantum mechanical system is an unique function of ρ(r) and that the correct ground-state
density minimizes it.

2.2.2 From The Hohenberg-Kohn theorems to Kohn-Sham approach

Nowadays DFT calculations are based on the Kohn-Sham approach,20 the stage for which
was set by two theorems published by Hohenberg and Kohn in 1964.19 The first Hohenberg-
Kohn theorem says that any ground state property of a molecule is a functional of the
ground state electron density function ρ0(r). In other words, ground state wavefunction
Ψ0 is a unique functional of ρ0(r).

Ψ0 = Ψ0[ρ0] (2.43)

The second Hohenberg-Kohn theorem is the DFT analogue of the wavefunction
variation theorem: it says that any trial electron density function, ρ′, will give an energy
higher than or equal to the true ground state energy.

E[ρ′] ≥ E[ρ0] (2.44)

The Hohenberg-Kohn theorems were originally proved only for nondegenerate ground
states, but have been shown to be valid for degenerate ground states too.

The main problem in Thomas-Fermi model and other first approximations are the poor
representation of the kinetic energy. The key idea in the Kohn-Sham (KS) formalism is
to split the kinetic energy functional into two parts, one which can be calculated exactly,
and a small correction term. However, in contrast, orbitals have to be re-introduced, so
the number of variables is again 3N as in HF method and electron correlation re-emerges
as a separate term. The KS model is closely related to the HF method, sharing identical
formulas for the kinetic, electron-nuclear and Coulomb electron-electron energies.

First, the energy of a polielectronic system is defined as

E[ρ0] = 〈Ψ0|Ĥ|Ψ0〉 = 〈Ψ0|T̂ + V̂ee|Ψ0〉 +

∫
ρ0(r)V̂ext(r)dr

= FHK[ρ0] +

∫
ρ0(r)V̂ext(r)dr

(2.45)
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where T̂ represents the kinetic energy operator, and Vee is the electron-electron potential.
Both are called universal functionals because are identical for all the systems with N
electrons. On the other hand, Vext is th external potential and depends on the system.

The underlying problem is that there is not an exact expression for the functional
FHK[ρ0] so an approximation has to be used. Kohn and Sham proposed a method based
on using a fictitious or non-interacting model in which there is not interaction between the
electrons. The potential, which is called Kohn-Sham potential VKS , is also modified to
maintain the electron density identical to the real system.

E[ρ0] = FHK[ρ0] +

∫
ρ0(r)Vext(r)dr (2.46)

EKS [ρ0] = TS [ρ0] +

∫
ρ0(r)VKS (r)dr (2.47)

If Eq. 2.46 and 2.47 are combined, the following equation is obtained for the energy:

E[ρ0] = TS [ρ0] +

∫
ρ0(r)Vext(r)dr +

1
2

∫
ρ0(r1)ρ0(r2)
|r1 − r2|

dr1dr2 + Exc[ρ0] (2.48)

In Eq. 2.48, FHK has been substituted by the kinetic energy of the non-interacting system.
Moreover, two new terms appear; while the first one represents the classical Coulomb
repulsion between electrons, the second one is called exchange-correlation functional. An
exact expression for this last terms is still unknown.

The next step is to define the electron density. As we saw in HF theory, the ground
state wavefunction of the system can be described as a Slater determinant which has been
constructed from the occupied Kohn-Sham orbitals.

ΦS =
1
√

N!
det |φKS

1 , φKS
2 ...φKS

N | (2.49)

Thus, electron density and the kinetic energy, TS are defined as:

ρ0(r) =

N∑
i=1

|φKS
i (r)|

2
(2.50)

TS [ρ0] =

N∑
i=1

〈φKS
i | −

1
2
∇2

i |φ
KS
i 〉 (2.51)

Finally, KS orbitals are obtained from the solution of monoelectronic Kohn-Sham equa-
tions.

(−
1
2
∇2

i + V̂KS (r))φKS
i (r) = εKS

i φKS
i (r) (2.52)
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In order to solve KS equation is necessary to expand KS orbitals which are defined
using a basis set,

φKS
i (r) =

M∑
µ=1

χµ(r)cKS
µi (2.53)

Now, KS equations can be re-written in matrix notation as,∑
ν

FKS
µν CKS

νp =
∑
ν

S µνCKS
νp ε

KS
p (2.54)

where
FKS
µν = hµν +

∑
µ,ν

PKS
στ (νµ|τσ) + 〈ν|VXC |µ〉 (2.55)

PKS
µν =

N/2∑
i=1

(CKS
σi )∗CKS

τi (2.56)

PKS
µν is the KS density matrix and 〈ν|VXC |µ〉 is usually computed by numerical integration.

The procedure to solve this equation is equivalent to HF equations. Firstly, we use a guess
density which is used to construct KS equations. Then, the new KS orbitals and energies
are obtained which are used again to built the new equations system. These steps are
repeated until reaching the self-consistency.

The KS energy equation (Eq. 2.52) is exact: if we knew the density function and the
exchange-correlation energy functional it would give the exact energy. The HF energy
equation (Eq. 2.30), on the other hand, is an approximation that does not treat electron
correlation properly. Even in the basis set limit, the HF equations would not give the
correct energy, but the KS equations would. In wavefunction theory we know how to
improve on HF-level results: by using perturbational theory or configuration interaction
treatments to include electron correlation. However, in DFT there is not a systematic
way of improving the exchange-correlation energy functional. It has been said that
while solutions to the HF equations may be viewed as exact solutions to an approximate
description, the KS equations are approximations to an exact description!

2.2.3 Exchange-correlation functionals

Exc[ρ0] not only accounts for the difference between the classical and quantum mechanical
electron-electron repulsion, it also includes the difference in kinetic energy between the
non-interacting system and the real system. Formally, the functional dependence of
Exc[ρ0] on the electron density is expressed as an interaction between the electron density
and an “energy density” εxc that is dependent on the electron density,

Exc[ρ(r)] =

∫
ρ(r)εxc[ρ(r)]dr (2.57)
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The energy density εxc is always treated as a sum of individual exchange and correlation
contributions. For instance, within this formalism, Slater exchange15 energy density can
be derived from Eq. 2.42 as

εxc[ρ(r)] = −
9α
8

(3
π

)1/3
ρ1/3(r) (2.58)

Finally, spin can be easily included in Exc using individual functionals of α and β densities.
However, spin densities at any position are typically expressed in terms of the normalized
spin polarization, ζ, defined as

ζ(r) =
ρα(r) − ρβ(r)
ρα(r) + ρβ(r)

(2.59)

LD and LSD Approximations

In the Local Density Approximation (LDA) it is assumed that the density locally can be
treated as a uniform electron gas, or equivalently that ρ(r) varies only very slowly with
position

ELDA
xc [ρ] =

∫
ρ(r)εhom

xc [ρ(r)]dr (2.60)

The LD approximation has an exchange component εx given by the Dirac formula

εhom
x [ρ(r)] = −

3
4

(3
π

)1/3
ρ1/3 (2.61)

The Xα method which was derived by Slater is a special case of the LDA in which the
correlation part of the exchange-correlation functional is neglected.

The correlation component is commonly based on the results of quantum Monte Carlo
(MC) calculations for an homogeneous electron gas of differents densities.21,22 Analytic
interpolation formulas have been constructed by Vosko, Wilk and Nusair (VWN)23 and
Perdew and Wang (PW)24 in order to use these results in DFT calculations.

The spin-polarized version of LDA is termed as Local-Spin Density Approximation,
LSDA and allows different spatial parts ρα and ρβ.

ELS DA
x [ρ] = −21/3Cx

∫ (
ρ4/3
α (r) + ρ4/3

β (r)
)
dr (2.62)

Spin polarization function and the total density can also be used as an alternative to derive
LSDA

ELS DA
x [ρ] = −

1
2

Cxρ
1/3(r)

[
(1 + ζ)3/4 + (1 − ζ)3/4] (2.63)
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LDA and LSDA almost always lead to the correct picture of binding trends across
and down the periodic table. Structures, bond lengths, and vibration frequencies in many
systems are reproduced satisfactorily, and the deviations from measurements of these
and other quantities are often quite systematic. However, electron density in molecules
and solids is far from be homogeneous, even have a cusp at the nucleus. Now we can
enumerate some of the most important drawbacks of LDA and LSDA25:

1. Binding energies of molecules and cohesive energies of solids are usually overes-
timated. In weakly bound systems, these overestimations are often large, and the
bond lengths are too short.

2. Exc decays exponentially instead of with the inverse power of distance. This is one
of the consequences of the incomplete self-interaction correction.

3. Negative ions are often unbound.

4. In semiconductors the band gap energy is underestimated.

5. LSDA fails in the description of the so-called strongly correlated systems, such as
the insulating 3d-transition metal oxides, which predicts them to be metallic.

6. Partially filled d- and f - bands, in general, require modications of the LD and LSD
approximations.

Despite its limitations, LDA and LSDA have been widely used by the scientific
community, especially for the study of metals where the approximation of a slowly
varying electron density is quite valid.

Generalized Gradient Approximation

Hohenberg and Kohn introduced the local density approximation in the context of DF
theory, but they also pointed out the need for modifications in systems where the density
is not homogeneous. Most DFT calculations nowadays use exchange-correlation energy
functionals that not only involve the LSDA, but also utilize both the electron density and
its gradient.

EGGA
xc [ρ] =

∫
ρ(r)εhom

xc [ρ(r),∇ρ(r)] dr (2.64)

Such an approach was initially referred to as non-local DFT however, the first derivative
of a function at a single position is a local property, so the more common term in modern
nomenclature for functionals that depend on both the density and the gradient of the
density is “gradient-corrected“. Including a gradient correction defines the ”generalized



i
i

“thesis” — 2013/6/27 — 15:59 — page 35 — #47 i
i

i
i

i
i

Section 2.2. DFT methods 35

gradient approximation“, GGA. Typically, exchange and correlation terms are modeled
separately and can be combined.

The approximation to improve exchange functionals has led to a clear dichotomy
of views. The first implies that the search for a functional is so difficult that we should
develop a reasonable form and fit its adjustable parameters to experimental data. Becke
developed the first widely popular GGA exchange functional.26 Usually abbreviated as
B, this functional adopts a mathematical form that has correct asymptotic behavior at
long range for the energy density, and it further incorporates a single empirical parameter
the value of which was optimized by fitting to the exactly known exchange energies of
the six noble gas atoms. There are several exchange functionals which follow the same
methodology, including CAM, FT97, O, PW, mPW, and X.24,27,28 The second approach
seeks to build on the positive features of the LSD approximation by incorporating exact
constraints and hoping that the added features will automatically improve the description
of reality. These exchange functionals have been developed based on rational function
expansions of the reduced gradient and contain no empirically optimized parameters.
Some of them are: B86, LG, P, PBE, RPBE, mPBE.29,30

The same dichotomy appears in correlation functionals. While P86, and PW9131,32

correlation functionals contain no empirical parameters, LYP correlation functional33

does not correct the LDA expression. LYP correlation functional contains four empirical
parameters fitted to the helium atom. Among all the correlation functionals discussed,
this is the only one that provides an exact cancellation of the self-interaction error in
one-electron systems. In fact, the combination of Becke exchange with LYP correlation
functional outperformed correlated ab initio methods (MP2 and QCSID) in calculations
of atomization energies for 32 molecules.34

GGA generally leads to improved bond angles, lengths, and energies. In particular,
the strengths of hydrogen bonds and other weak bonds between closed shell systems
are significantly better than local density results. However, the self-interaction problem
remains, and some asymptotic requirements for isolated atoms are not satisfied

Meta-GGA methods

As was done for LD and LSD approximations, GGA can be improved allowing the
exchange and correlation functionals to depend on higher order derivatives of the electron
density. In Meta-GGA, exchange-correlation functional also depends on the Laplacian of
the density. Alternatively, it can be taken to depend on the orbital kinetic energy density
because both magnitudes carry the same information, since they are related via the orbitals
and the effective potential. Several Meta-GGA functionals for exchange, correlation, or
both have been developed including B95, B98, ISM, KCIS, PKZB, τHCTH, TPSS, and
VSXC.35–41
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Hybrid methods

Hybrids methods are based on the adiabatic connection42 which ensures that an exact
connection can be made between the exchange-correlation energy and the corresponding
hole potential connecting the non-interacting reference and the actual system. The crudest
approximation is the Half and Half method, HH.43

EHH
xc = 0.5EHF

x + 0.5(ELS DA
x + ELS DA

c ) (2.65)

Hybrid functionals are the only functionals which are fully nonlocal. That is, exact
exchange depends on the density at points r’ around r. Hybrid functionals have historically
provided some of the most accurate energies and structures in DFT.

B3LYP is the most used hybrid functional, in which three adjustable parameters are
used to fit calculated values to a molecular data base.44

EB3LYP
xc = (1 − a)ELS DA

x + aEHF
x + b∆EB8

x + (1 − c)ELS DA
c + cELYP

c (2.66)

where a, b, and c were optimized to 0.20, 0.72, and 0.81, respectively. Others combinations
can be done using different correlation and exchange functional, for instance B3PW91, in
which PW91 correlation functional is used instead of LYP functional. Another popular
hybrid functional that performs quite well is the PBE0 functional,45

EPBE0
xc = aEHF

x + (1 − a)EPBE
x + EPBE

c (2.67)

The most important advantage of hybrid functionals is that they tend to improve the
quality of DFT calculations. However, they are more computationally expensive than
other methods due to the fully non-local nature of the exchange. In order to speed up the
exact exchange computation, Hyde, Scuseria and Ernzerhof have exploited the fact that
the range of the exchange interaction decays exponentially in insulators, and algebraically
in metals. Following this idea, the HSE method46 applies a screened Coulomb potential
to the exchange interaction in order to screen the long-range part of the HF exchange:

EHS E
xc = aEHF,sr

x + (1 − a)EPBE,sr
x + EPBE,lr

x + EPBE
c (2.68)

where EHF,sr
x is the short-range Hartree-Fock exchange, EPBE,sr

x and EPBE,lr
x are the short-

range and long-range components of PBE exchange, and a = 0.25 is the Hartree-Fock
mixing parameter.

2.3 Strongly correlated systems

Strongly correlated systems usually contain transition metal or rare-earth metal ions with
partially filled d or f shells. Because of the orbital-independent potentials in LSDA and
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GGA, they cannot properly describe such systems. In previous subsection, we described
how LSDA method underestimates band gap energies and predicts metallic behavior
for transition metal oxides. However, these oxides are Mott insulators and the d or f
electrons are well localized. To describe these strongly correlated systems properly,
orbital-dependent potentials should be used for d and f electrons. Nowadays, there are
several approaches that incorporate the strong correlations between d or f electrons as
self-interaction correction (SIC) method,47 GW approximation48 or LDA+U method49

which is the most employed.

2.3.1 Self-interaction corrected functionals

In the DF formalism each electron interacts with itself via the Coulomb electrostatic
potential, and this unphysical interaction would be exactly cancelled by a contribution
from the exchange-correlation functional. This is called the self-interaction problem. In
the LSD approximation this cancellation is imperfect, but rather good. Some authors
have developed corrected LSDA functionals referred to as self-interaction corrected (SIC)
functionals in order to solve this problem.47 If LSDA methodology is used, the SIC
functional take the formalism

ES IC = ELS DA[ρα(r), ρβ(r)] +
∑
iσ

δiσ (2.69)

where ELS DA is the LSDA energy functional and δiσ is the self-interaction correction
(SIC) for the orbital with spin and charge density ρiσ(r) which contains two terms. The
first term is the self-interaction energy and the second is the xc-energy within LSDA of a
fully spin-polarized system with density ρiσ(r).

However, if we compared SIC and LSDA results, ionization and transfer energies
of atoms are not improved. In fact, some authors have proposed that the improved total
energies obtained with SIC functional are due to a better description of the correlation
of the core electrons which play a relatively minor role in most chemical and physical
processes of interest.50

2.3.2 DFT+U

LDA+U49 acronym is used for methods that involve LSDA- and GGA- type calculations
coupled with an additional orbital-dependent interaction. In LDA+U methods, the elec-
trons are divided in two classes: delocalized electrons, usually s and p electrons and
localized d and f electrons. In order to describe this d-d or f - f interaction, and orbital
dependent term is used, 1

2 U
∑

i, j nin j, where ni and n j denote the occupancy of d and f
orbitals. The total energy in LSDA+U framework is defined as25

ELS DA+U[ρσ(r), {nσ}] = ELS DA[ρσ(r)] + EU[{nσ}] − Edc[{nσ}] (2.70)
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where σ denotes the spin index, ρσ(r) is the electron density for spin-σ and {nσ} is the
density matrix of d or f electrons for spin-σ. The first term corresponds to the LSDA
energy functional, the second term is the electron-electron Coulomb interaction energy
and the last term is the double-counting term which removes an averaged LSDA energy
contribution of these d or f electrons from the LSDA energy. This last term can be
described as

Edc[{nσ}] =
1
2

UN(N − 1) −
1
2

J[Nα(Nα − 1) + Nβ(Nβ − 1)] (2.71)

where Nσ = Tr(nσm,m′) and N = Nα + Nβ. U and J are called the screened Coulomb and
exchange parameters respectively.

In the simplest approximation, the exchange and non-sphericity are neglected, so Eq.
2.70 can be written as

ELS DA+U = ELS DA +
1
2

U
∑
i, j

nin j −
1
2

UN(N − 1) (2.72)

The energy of each orbital can be derived from Eq. 2.72, as

εLS DA+U
i = εLS DA

i + U(
1
2
− ni) (2.73)

In this first approximation, orbital energies are shifted depending on its occupancy. While
occupied orbital (ni=1) are shifted −U/2, unoccupied orbitals are shifted +U/2 which
produces a widening of the band gap.

In a sense the LDA+U method is similar to the philosophy both of the self-interaction
corrected (SIC) functional and the hybrids functionals. It is similar to SIC because the
energy of the orbitals in which U parameter is applied is free of self-interaction of the
localized orbitals by construction. These are the orbitals for which the self-interaction
error of LDA is largest. On the other hand it is similar to the hybrids functionals because
it uses a fraction of screened exchange, although not in a global sense but by correcting
only a particular set of orbitals.

This work is based on the rotationally invariant formalism developed by Dudarev et
al.51 In this approach, the Coulomb and exchange parameters are combined into a single
parameter Ue f f = U − J. Within this formalism, orbitals are shifted ±U−J

2 depending
on its occupancy. This method has been widely applied to the study of transition metal
oxide and other strong correlated materials successfully. However U and J parameters are
usually determined empirically.
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2.4 Important aspects

2.4.1 Basis set

There are different kinds of approximations when we have to choose the basis set to build
the KS orbitals. The linear combination of atomic orbitals (LCAO) approximation takes
atomic orbitals centered in the nuclei as the basis set. The most important advantage of
this method relies in the small quantity of functions that are needed to obtain an acceptable
description of the orbitals. However, it has some shortcomings, such as the difficulty of
knowing the degree of convergence of the basis set or how the results are affected by the
basis set superposition error (BSSE).63

Figure 2.1: Some important symmetry points of the first Brillouin zone
for a fcc crystal.

On the other hand, the plane waves (PW) approximation uses these functions to
describe the KS orbitals. The use of plane waves is frequently employed in solid state DFT
calculations due to the 3D periodicity present in the systems under study. The expansion
of the wave function is based on the Bloch theorem,52 so it is described as the product of
a plane wave and a periodic function Un(r)

φn(r) = eikrUn(r) (2.74)

The periodic part of the wave function can be expressed using a set of plane waves in
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which the wave vectors are the reciprocal lattice vectors of the crystal

Un(r) =
∑

G

cc,GeiGr (2.75)

where G is the reciprocal lattice vector which is defined as Gl = 2πm for all values of l,
where l is a lattice vector and m an integer number. Therefore, the wavefunction for each
electron can be described as the sum of plane waves.

φ(r) =
∑

G

cc,G+kei(G+k)r (2.76)

where k is the wave vector limited to the first Brillouin zone (see fig. 2.1). Thus, the
eigenvalue of the orbitals energy is periodic, Enk = En(k+G), and this periodicity depends
on the reciprocal lattice vectors. The coefficients, c, are usually obtained analytically or
numerically. In principle, this Fourier series is infinite, but in practice it is truncated. by
including plane waves with a kinetic energy lower than a given cutoff energy (Ecut).53

This approach is far from a framework in which each atom of the network has its cor-
responding atomic functions, however, there are advantages in terms of the mathematical
development. For example, properties can be easily converged by controlling only the
cutoff energy. Moreover, computed energies are not affected by BSSE.

2.4.2 Pseudopotentials

Although plane waves could be used as basis functions for general use, it is needed a huge
amount of them to describe the rapid oscillations of the atomic wave functions near the
nuclei. These oscillations can not be underestimated as they reflect the atomic nature
of the orbitals near the nuclei. In other words, the PW describes well the translational
symmetry of matter and describes the smooth variations of the density in the valence
region, but are unable to provide a good description of the region near the nuclei.

A first approach to the problem consists in constructing PW representing valence
levels forcing them to be orthogonal to the core levels for a given k. This technique is
known as the orthogonalized plane waves method.54 Orthogonalized plane waves (OPW)
oscillate in the core region while they behave as PW in the external region.

Despite having focused our discussion on the core, the chemical properties of matter
are really influenced by the outer electrons, while the electrons of the inner layers are
chemically inert. Therefore, we can approximate that the distribution of the core electrons
does not change when the atoms are in different chemical environments. Thus core
electrons may be regarded as essentially fixed. This is the essence of the pseudopotential
approximation: the strong core potential is replaced by a pseudopotential, whose ground
state wavefunction mimics the all electron valence wavefunction outside a selected core
radius.
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Figure 2.2: Scheme of the all electron (blue) and pseudoelec-
tron (red) wavefunction.

During a long period, the evolution of pseudopotentials has been carried out following
these purposes:

1. The pseudopotential should be as soft as possible, meaning that it should allow
expansion of the valence pseudo-wavefunctions using as few planewaves as possible.

2. They should be as transferable as possible (meaning that a pseudopotential gener-
ated for a given atomic configuration should reproduce others accurately), thereby
helping to assure that the results will be reliable in solid state applications, where
the crystal potential is necessarily different from an atomic potential

3. The pseudo-charge density must reproduce the valence charge density as precisely
as possible.

The concept of norm-conservation represents a significant improvement in achiev-
ing these objectives. With the ”norm-conserving” pseudopotentials (HSC), the pseudo-
wavefunctions (and potential) are constructed to be equal to the actual valence wavefunc-
tions (and potential) outside some core radius, rc. Inside rc, the pseudo-wavefunctions
differ from the true wavefunctions, but the norm is constrained to be the same (see fig.
2.2). In summary, the main features of these pseudopotentials are:
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1. The eigenvalues which have been calculated including all electrons (AE) and using
the HSC pseudopotentials, are equal to the valence levels.

2. The valence orbitals calculated with HSC and AE should be very similar beyond a
cutoff radius, rc.

3. The pseudo-wavefunction (and potential) is constructed in order to be equal to the
current wavefunction beyond a cutoff radius (rc).However, within this radius, it
differs from the wavefunction but it retains the norm-conserving behavior.55,56

4. Imposition of norm-conservation ensures not only that the logarithmic derivative of
the pseudo- and AE wavefunction match at the reference energy, but also that the
first derivative with respect to E matches as well. Thus, the difference between the
pseudo- and AE logarithmic derivative is second order in the deviation from the ref-
erence, and this helps ensure transferability for norm-conserving pseudopotentials.

Among all the steps necessary to construct these pseudopotentials, perhaps the most
delicate and decisive step is the choice of the rc. The value should be between the
outermost node of the valence wavefunction and its end. Small values of rc result in hard
pseudopotentials that require a large amount of planewaves but very portable. By contrast,
large rc generate soft pseudopotentials much less transferable. In addition, values of rc

too close to the external node may involve numerical instabilities.
While the rc for transition metals is usually large enough for using a soft pseudopoten-

tial , this does not hold for the lighter elements whose rc must be very small, requiring a
higher number of plane waves. In order to solve this problem and generate pseudopoten-
tials as soft as possible, Vanderbilt et al.57,58 proposed a completely different approach
compared to the methodology applied for ”norm-conserving” pseudopotentials. In this
new approach, the wave pseudofunction must be equal to the all-electron wavefunction
out of the rc. However, within rc has to be as smooth as possible. Although removing the
”non-conserving“ condition involves some difficulties, the pseudopotentials obtained are
much softer because the rc that can be taken is greater.

This new methodology presents three main difficulties. Removing the norm-conserving
condition implies a nontrivial overlap within the secular equation. Moreover, the pseudo-
charge density should be calculated carefully because it can derive to erroneous charges.
Finally, these ”ultrasoft” pseudopotentials are less transferable, however, Vanderbilt poten-
tials are designed for the calculation of big systems in which the cost of generating the
pseudopotential is negligible compared to the cost of the calculation.

We have explained how pseudopotentials make possible the use of planewaves and
reduce the number of them that have to be used. However, pseudopotentials also carry
some disadvantages. First, information of the core functions and their associated electron
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density is lost. Moreover, delocalized character of the planewaves prevent the chemical
interpretation of some phenomena such as X-ray photoelectrons spectroscopy or NMR
coupling constants and shielding.

2.4.3 APW and PAW method

Pseudopotentials reduce the number of planewaves required as we said before but they can
influence the calculation of certain properties, such hyperfine parameters, and electric field
gradients. A different approach is the augmentated-plane-wave method (APW),which was
developed by Slater.59 In APW method, space is divided into atom-centered augmentation
spheres inside which the wavefunctions are taken as some atom-like partial waves, and
a bonding region outside the spheres, where some envelope functions are defined. The
atom-like partial waves that reside inside the radii of th spheres, rapw, are constructed with
atomic functions which contain spherical harmonics. The bonding region, (r > rapw), is
described with planewaves. The partial waves and the envelope functions are then matched
at the boundaries of the spheres. The main problem of APW method is the diagonalization
of the secular matrix which must be solved numerically. That’s why, this method is
computationally very expensive. In 1975, Andersen proposed the so called linear methods
which consist on describing each term which depends on the energy as a Taylor series.
This method was called linearized augmented plane wave (LAPW) method.60

Pseudopotentials and LAPW methods has been used to describe solids during last
decades. However, new approaches has been developed recently which results in faster
and more accurate calculations. One of this method is the projector augmented wave
(PAW) method which was developed by Blöchl.61 This method combines pseudopotential
approximation and the LAPW method. PAW method is analogous to pseudopotentials
in that introduces projectors acting on smooth valance functions that are the primary
objects in the calculation. It also introduces auxiliary localized functions like the ”ultrasoft”
pseudopotential method. However, the localized functions actually keep all the information
on the core states like planewaves and APW method. Thus many aspects of the calculations
are identical to pseudopotential calculations.

2.5 Some properties

2.5.1 Bader Charges

Previous sections have been dedicated to explain how to find the ground state of a system
and its energy. However, many other properties can be obtained from the wavefunction.
Although the quantum-mechanical description of a molecule consists in a positive nuclei
surrounded by a cloud of electrons, chemistry needs the description and localization of
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bonds between the atoms in order to analyze and rationalize the properties of system. At
this point it is reasonable to ask how it is possible to define an atom, and if their population
is linked to others using their wave function.

The atomic charge is a concept often used to discuss and analyze structural and
reactivity differences. There are three methods commonly used to describe the charges of
the atoms:

• Divide the wave function in terms of basis sets.

• Adjustment schemes.

• Divide the electron density in atomic domains.

There is some controversy explaining the inability to exactly know the charge of one
atom within an polielectronic system. Many authors focus the discussion on the absence
of a quantum mechanical operator associated with the charge,62 but other authors focus
their explanation in the impossibility of defining an atom in a molecule.63

Figure 2.3: Electron density and ∇ρ in a diatomic system

One of the most rigorous schemes of dividing the volume of a molecule in atomic
subspaces is the ”Atoms in Molecules” theory (AIM) developed by R. Bader.64,65 The
electron density is a function of three spatial coordinates and can be analyzed in terms of
its topology. For example, a maximum of the electron density function identifies a core,
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which can be treated as a point which attracts the electron density. The density gradient at
each point, points in the direction of the nuclei which attracts it more strongly. In this way,
it is possible to rigorously define density subspaces associated with the different nuclei
(see fig. 2.3). Once defined these subspaces it is only necessary to integrate the electron
density contained in them to know the atomic charge. Besides analyzing the derivative
of the electron density, the theory developed by Bader also uses the Laplacian density to
locate different critical points (bonds, rings or cages) which allow us to study the nature of
the bond and predict and explain the structure and reactivity of the system.

2.5.2 Transition states search: CI-NEB method

The calculation of the minima of the potential energy surface (PES) of the ground state
is not enough to fully describe the system because these points only give us information
of thermodynamic processes. There are a variety of situations where the dynamics of
chemical reactions play a major role, both from a scientific as technological point of view.
For this reason, in this section, we are going to pay attention to how DFT calculations
can be used to determine the kinetics of chemical processes. The best way to address the
problem is by analyzing the PES that define the system E(R1,...,RN). The PES is usually
constituted by several local minima, E1, E2, E3,... First, we can consider an elementary
process in which the system evolve from a minimum, Ei, to another minimum, E j, without
passing through any minimum. Other important points at the PES are the saddle point
which represent a maximum in all directions except in a direction that connects two
minima. These saddle points are defined as transition states and combined with two
minima define the reaction path. These paths are characterized by:

1. They are the reaction paths with a higher statistical weight.

2. The forces which act on the atoms at any point along the path, point in the direction
of the reaction path.

3. The energy is stationary for any degree of freedom perpendicular to the reaction
path.

Several methods have been developed to find the minimum energy path and the
transition state that characterizes it. These algorithms are based on maximizing a degree
of freedom while minimizing the others. However, the challenge relies on knowing what
is the degree of freedom to maximize. Here, we will describe the nudged elastic band
(NEB) method.69 This algorithm is widely applied for the calculation of transition states
using DFT and plane waves.

This algorithm takes a set of geometries or initial images (R0,R1,R2...RN) in which
R0 and RN are the minimum of the PES. It is considered that these images are connected
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by springs or oscillators which generate an elastic band. We have to minimize the force
acting on the springs in order to find the reaction path. The forces which act on each
spring can be divided into two groups; those forces with the same direction as the reaction
path, and the forces which are perpendicular to the path.

Fi = Fi||| + Fi|⊥ = Fi||| − ∇E(Ri)|⊥ (2.77)

where the forces which are perpendicular to the reaction path are described as:

∇E(Ri)|⊥ = ∇E(Ri) − ∇E(Ri)τ̂i (2.78)

where E is the energy of the system, and τ̂i is the normalized local tangent at the image i.
Moreover, the spring force may be expressed as:

Fi||| = k(|Ri+1 − Ri| − |Ri − Ri−1|)τ̂i (2.79)

where k is the force constant of the spring. The algorithm attempts to minimize the energy
so that the force described in equation 2.77 becomes zero.

The most important drawback of the method is the dependence with respect to the
initial images because it is very difficult for one of these relaxed images to match the
transition state. In order to solve this problem, the Climbing Image Nudged Elastic Band
(CI-NEB) algorithm is used.70 This technique is a modification of NEB method described
above which does not present an extra computational cost. CI-NEB algorithm identifies
which is the image with a higher energy and treats it differently than the others images.
Forces which act on this image are described as follows,

Fimax = −∇E(Rimax) − 2∇E(Rimax)|||
= −∇E(Rimax) − 2∇E(Rimax)τ̂imax τ̂imax

(2.80)

This expression describes the force due to the potential with the parallel component
of the inverted elastic band. Minimizing the energy leads to a situation in which the
perpendicular forces to the reaction path are null and the parallel forces are maximum,
thereby determining the transition state.

2.5.3 Electron transfer processes

Electron transfer (ET) reactions consist in the transference of an electron from a donor, D,
to an acceptor, A. D and A may be two metal complexes surrounded by solvent molecules,
two subunits of the same compound separated by bridging ligands or metallic centers
linked by anions, for instance, O2−. The ET treatment discussed here is based on ”Marcus“
two-state model. We denote the initial electronic state as ψA = D· · ·A and the final
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electronic state as ψB = D+ · · ·A−, where ”· · · ” indicates that the donor and acceptor are
in close proximity, just few angstroms.

ET can be considered as a Frank-Condon process71,72 because electron motion is
instantaneous compared to the frequency of the nuclear motion. In order to move the
electron from donor to acceptor, the D and A energy levels must match. This requirement
is achieved by reorganizing the nuclei of the reactant atoms and sourronding material.
Because ET involves nuclear reorganization, this process is described in terms of potential
energy surface as a function of reaction coordinates, (see fig. 2.4).73 The dashed lines
represent the two adiabatic states, which are eigenfunctions of the electronic hamiltonian,
Hel, while the continuous lines represent the diabatic states which are not eigenfunctions
of Hel.

Figure 2.4: General profile for a ET reaction.

The electronic coupling matrix element, VAB, the reorganization energy, λ, and the
activation energy, ∆G∗′ are the three key parameter which allow us describe the ET process.
In this section we are going to focus on the VAB calculation because it determines adiabatic
or non-adiabatic nature of the ET process. VAB is half of the energy splitting between
the upper and the lower adiabatic surfaces at the crossing seam, C. There are different
strategies to calculate this parameter using ab initio calculations.74,75 In this work, we
have used the so-called quasi-diabatic or corresponding orbital method.76 This method
is based on the approach of using two diabatic states to describe the ET system. At the
intersection, the splitting can be obtained by solving the secular equation∣∣∣∣∣∣ HAA − E HAB − ES AB

HBA − ES BA HBB − E

∣∣∣∣∣∣ = 0 (2.81)
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where Hi j = 〈ψi|Hel|ψ j〉 and i and j are equal to A and B, Hel is th electronic Hamiltonian,
S AB = 〈ψA|ψB〉, and E is the energy eigenvalue. The two roots of the secular equation give
the upper and lower adiabatic surfaces. Half of the energy difference between the two
adiabatic surfaces at the intersection is given by

VAB =
|HAB − S AB(HAA + HBB)/2|

1 − S 2
AB

(2.82)

Many authors have used UHF solutions as diabatic functions ψA y ψB. The more
strongly localized these wavefunctions are, the more suitable they would be for this
approach. The corresponding orbital transformation make easier the calculation of the
HAB and S AB. The overlap matrix D = B†SA is calculated from the atomic orbital overlap
matrix, S, and the eigenvectors for the two diabatic states, A, B. However, the S is not
diagonal, which make more difficult the calculation of HAB and S AB. Corresponding
orbitals are the orbitals which diagonalize the the overlap matrix. In order to achieve it, the
two diabatic states, A, B are subjected to a lineal transformation.This bi-orthogonalization
of the overlap matrix simplifies the evaluation of the Hamiltonian using Slater’s rules.77

The corresponding orbital method is available is different quantum chemistry package as
HONDO or NWChem.78,79

As we said before, VAB value determines the nature of the ET. If the interaction
between both states is weak and, therefore, VAB is small, the ET takes place by tunneling
which is referred as non-adiabatic or diabatic process. However, if the interaction is strong,
two new adiabatic states are formed from the diabatic ones. In this case, the system
evolves on the lower surface from the reactants to the products which is called an adiabatic
ET. Adibaticity can be determined from the value of the transmission coefficient κ, which
is given by80

κ =
2P

1 + P
(2.83)

where P is the probability for conversion of the reactants into products upon a single
passage though the intersection region. P can be calculated using Landau-Zerner two state
model.81,82

P = 1 − exp
(
−
νel

2νn

)
(2.84)

where νel is the frequency of the ET at the intersection and νn is the the nuclear vibration
frequency. From the landau-Zerner model for classical harmonic motion

νel

2νn
=

2πV2
AB

~ν|S A − S B|
(2.85)

where ν is the average velocity of the ssytem moving throug the intersection, and S A and
S B are the slopes of the two potential energy surfaces at the intersection.
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3.1 Introduction

As we have shown, ceria and related materials are complex systems from a theoretical and
computational point of view. It is quite convenient to analyze which methods describe
correctly the different properties of ceria. This will be the subject of this chapter and be-
come essential to understand and predict the properties of these materials. Stoichiometric
cerium oxide in which all the metallic center are Ce(IV) and the f -states are empty is
not a problem for semilocal functionals. However, LDA or GGA are not able to describe
even qualitatively the electronic structure of reduced ceria materials which contain Ce(III)
and f -electrons. As we said, this problem is owing to the self-interaction error, which is
intrinsic to semilocal functionals.1 While the self-interaction Coulomb term is exactly
canceled by the self-exchange term in HF theory, it is not canceled completely in DFT
methods because it is not known exactly the expression for the exchange correlation
functional. That’s why these methods tends to over-delocalize f -electrons2 and produce
artificial metallic behavior,3 systematic underestimation of energy barriers for chemical
reactions4 and artificially lower defect formation energy in reduced ceria.5

Nowadays, there are two different strategies or methods to solve these shortcom-
ings. On one hand, DFT+U which corrects the on-site Coulomb correlation effects by a
Hubbard-type U term is the cheapest solution.6 On the other, hybrids functionals which
include a percentage of exact HF exchange.7 In this chapter we will analyze both options.
First, different hybrids density functionals will be applied to the CeO2 and Ce2O3 bulk
phases. The performance of five functionals: Half-and-half functional, PBE0, B3LYP, and
the recently introduced B1-WC hybrid functional will be compared. Moreover, a new
approach to study ceria using DFT+U method will be proposed in which a U parameter
not only for the 4 f Ce orbitals but also for 2p O orbitals are used.

3.1.1 The Wu-Cohen functional

A nonemprirical density functional generalized gradient approximation (GGA) has been
presented recently by Wu and Cohen.8 This functional gives better results for lattice
constants, crystal structures and metal surface energies than PBE functional.8 In this
functional, the exchange part of the PBE functional has been modified in order to achieve
a smoother variation than other functionals such as PBE or PW91 of the electron density of
the valence electrons. In order to achieve that, the exchange enhancement factor (FX) has
been redefined to recover the fourth order parameter of the gradient expansion equation of
Svendsen and von Barth for slowly varying density systems.9

Although there is some controversy over the method in which fourth-order term
is recovered,10,11 WC functional obtains lattice parameters more accurately than other
previously used GGA functional especially if there are heavy atoms in the system.12
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The electron density varies faster in molecules and atoms, so WC functional should
describe molecular properties less accurate than other functionals. However, WC results
for molecules are quite similar to PBE results.12

In the same way that B3LYP functional is constructed from Becke exchange functional
and LYP correlation GGA functionals, it is possible to add a exact HF exchange percentage
to WC GGA functional in order to develop a new hybrid fuctional. For the first time,
Bilc et al. have used the B1-WC functional which combines the accurate description of
the lattice parameter of WC functional and an exact HF exchange percentage to describe
properly the band-gap.13 This functional is constructed in the same way as the B3LYP
functional,7

EB1WC
xc = ELDA

x + A(EHF
x − ELDA

x ) + (1 − A)(EWC
x − ELDA

x ) − EPBE
c (3.1)

where A is the unique adjustable parameter which is around 0.16 in order to describe the
properties of ferroelectric materials.

It has been reported that lattice parameter and cell volume are the key factors to
describe the adsorption of metal atoms on ceria surface.14 In addition, the description of
the 4 f band that appears in the partially reduced CeO2 band gap plays a very important
role in all kinds of phenomena that occur on the surface. That’s why the functional B1-WC
may be suitable for ceria based systems in which is essential a good description of both
properties.
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3.2 Comparative Study on the Performance of Hybrid DFT
Functionals in Highly Correlated Oxides:The Case of CeO2
and Ce2O3
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Abstract: The outstanding catalytic properties of cerium oxides rely on the easy Ce3+T Ce4+

redox conversion, which however constitutes a challenge in density functional based theoretical
chemistry due to the strongly correlated nature of the 4f electrons present in the reduced
materials. In this work, we report an analysis of the performance of five exchange-correlation
functionals (HH, HHLYP, PBE0, B3LYP, and B1-WC) implemented in the CRYSTAL06 code to
describe three properties of ceria: crystal structure, band gaps, and reaction energies of the
CeO2 f Ce2O3 process. All five functionals give values for cell parameters that are in fairly
good agreement with experiment, although the PBE0 hybrid functional is found to be the most
accurate. Band gaps, 2p-4f-5d in the case of CeO2 and 4f-5d in the case of Ce2O3, are found
to be, in general, overestimated and drop off when the amount of Hartree-Fock exchange in
the exchange-correlation functional decreases. In contrast, the reaction energies are found to
be underestimated, and increase when the amount of HF exchange lowers. Overall, at its
standard formulation, the B1-WC functional seems to be the best choice as it provides good
band gaps and reaction energies, and very reasonable crystal parameters.

1. Introduction

Cerium oxides, either CeO2 or nonstoichiometric CeO2-x,
hereafter referred to generically as ceria, have traditionally
played the role of a support material in components of
catalysts used in several chemical processes. Typical ex-

amples of industrial applications are the three-way catalysts
in automotive catalytic converters, fluid-cracking catalysts in
refineries, and ethylbenzene dehydrogenation catalysts used
during the production of styrene.1,2 Ceria is also an active
component in low-temperature CO and VOC oxidation cata-
lysts, wet-oxidation of organic pollutants in water, hydrocarbon-
reforming and the water-gas-shift reaction. Initially, the pro-
moting effect of ceria was attributed to the enhancement of the
metal dispersion and the stabilization toward thermal sintering.3,4

However, subsequent work has shown that ceria can act as a
chemically active component as well, working as an oxygen
reservoir able to deliver it in the presence of reductive gases
and to incorporate it upon interaction with oxidizing gases.5-7

Its ability to store, release, and transport oxygen ions indicates
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that ceria is not just a mere spectator but it takes part in the
catalytic reaction. For instance, in the case of oxidation reactions
catalyzed by vanadia, the catalytic activity appears to be highly
enhanced when supported on ceria as compared to more inert
supports as silica and alumina.8-11 Similar behavior is clearly
seen in the case of the water-gas shift reaction, where
experiments carried on Rh/CeO2 and on pure CeO2

12,13 reveal
striking differences. Also, the very recent work of Park et al.14

and of Rodriguez et al.15,16 illustrates the importance of
stabilizing Ce3+ centers and the role of the ceria nanoparticles.

The outstanding properties of ceria, and, consequently, the
broad use in heterogeneous catalysis are due to its facile Ce3+

T Ce4+ redox conversion,17 however, the adequate descrip-
tion of the electronic configuration of Ce3+ ions constitutes
a challenge in density functional based theoretical chemistry
due to the strongly correlated nature of the 4f electrons.
Indeed, the 4f electrons in Ce2O3 are localized and the
material behaves like a typical antiferromagnetic Mott-
Hubbard insulator.18 However, due to the well-known lack
of cancellation of the Coulomb self-interaction, DFT ap-
proaches within the LDA or GGA frameworks predict
metallic behavior.19-26 To circumvent this problem within
the DFT framework, the use of hybrid functionals, in
particular the Heyd-Scuseria-Ernzerhof (HSE06) hybrid27

has been recently reported for both fully reduced bulk
Ce2O3,23,28 and partially reduced CeO2 (111) surfaces.29

Alternatively, a much less demanding computational ap-
proach makes use of a Hubbard-like term to account for the
strong on-site Coulomb interactions. Indeed, the choice of
U is a delicate point as the physical idea behind the method
is to improve the electron correlation description of an
electron pair in a given orbital, and it is clear that the
optimum U value for LDA and GGA can be different. Also,
the U parameter has to be large enough to properly localize
the 4f electron of Ce3+, but without introducing undesired
artifacts, such as overestimated band-gaps, and finally, as
recently suggested by Castleton et al.,25 the U value might
be different for different properties under study. This latter
aspect is not of minor importance as, for instance, the U
value that better gives the lattice parameters must not
necessarily provide the best energies or band gaps. Finally,
one has to mention the possibility of using a U value
determined in a self-consistent way: Ueff ) 5.30 and 4.50
eV for LDA and GGA, respectively.30,31 However, there is
no guarantee that a self-consistent U will systematically
improve calculated results. In this context, it is also worth
mentioning that a recent work on lanthanide oxides using a
many-body perturbation theory in the GW@LDA+U ap-
proach exhibits only a weak dependence on U in a physically
meaningful range of U values.32

In spite of the empirical choice of the U parameter,21,22

the DFT+U approach has been shown to be an effective,
widely used, theoretical tool in the study of structure and
reactivity of ceria surfaces. However, for accurate energies
and properties, an approach without external semiempirical
input appears to be preferable. For instance, let us consider
the case of CeO2 fluorite structure for which the experimental
value is a0 ≈ 5.41 Å (5.406 Å33 or 5.411 Å34). The LDA+U
(Ueff ) 5.30 eV) value is a0 ) 5.40 Å, in good agreement

with the experiment, while GGA (PBE+U, Ueff ) 4.5 eV)23

moderately overestimates it: a0 ) 5.49 Å. This 1.3% error
of the GGA represents a 4.5% increase in the equilibrium
volume and it has been shown to be critical in the determi-
nation of the charge state of gold atoms deposited on CeO2

(111) surfaces.35-37 In its turn, a very accurate a0 value
results from hybrid DFT calculations: 5.39 and 5.40 Å from
plane-wave calculations with the PBE0 and HSE hybrid
functionals, respectively,23 or 5.41 Å from calculations using
a Gaussian-Type Orbitals (GTO) basis set and the HSE
functional.28

The performance of both the DFT+U and the hybrid DFT
approaches to describe the electronic properties of ceria has
been analyzed in a series of papers. For instance, Hay et
al.28 compared the suitability of LDA, GGA and meta-GGA
DFT functionals with HSE06 hybrid calculations using a
GTO basis set. Furthermore, Da Silva et al.23 compared
PBE0 and HSE functionals using a plane wave basis set,
and more recently, Kullgren et al.38 have reported on the
performance of B3LYP calculations. In the latter work, it
was shown for instance that B3LYP performs slightly better
than PBE0 for the electronic properties but slightly worse
for the structural properties.

The work reported so far on the performance of the DFT
functionals to describe the electronic properties of ceria
makes it clear that hybrid functionals are better suited than
DFT+U techniques to correctly render the structural and
electronic properties of reduced ceria-based systems. Un-
fortunately, periodic hybrid DFT calculations face a number
of computational problems that make them computationally
demanding. Briefly, if we consider the plane-wave and GTO
implementations, we find that energy calculations are reason-
ably fast when using GTO but geometry optimization
becomes slow because the calculation of energy gradients
in a GTO basis set becomes, generally speaking, the limiting
step regardless the functional used. The choice of the basis
set is also a key question especially for the 4f shell. In
contrast, geometry optimizations are in general much more
efficient when using a plane-wave basis set, but here the
limiting step is the calculation of the energy with the hybrid
functional due to the difficulty to estimate the nonlocal Fock
exchange contribution. Finally, one must realize that hybrid
DFT is sensitive to an additional factor because the amount
of Fock exchange included in the potential is also an external
input which largely affects the final description.39,40

Despite the recent efforts devoted to elucidate the proper-
ties of reduced ceria samples, and the ability of hybrid
functionals to describe them, the body of literature about
the subject still is scarce. In particular, most of the work
has mainly been focused on structural and electronic aspects,
while the energetic aspects, which are of major interest in
chemistry, had not been in general considered. Moreover, a
complete analysis of the dependence of the 4f band splitting,
as well as the different band-gaps, cell parameters, and heats
of formation on the amount of the exact exchange has not
been yet reported. Indeed, as reported by Moreira et al. in
their work on NiO,40 the fraction of Fock exchange
introduced in the hybrid functional does alter not only the
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band-gaps but also the lattice constant, and the elastic
constants and bulk modulus.

In view of the importance of this class of material, and
the lack of information about the suitability of hybrid
functionals to render a specific property, we have carried
out in the present work a systematic analysis of the
performance of five functionals commonly used in the
literature, and that are implemented in the CRYSTAL06
code, namely the Perdew-Burke-Ernzerhof PBE0, the half
and half HH, the modified half and half HHLYP, the widely
used in computational chemistry B3LYP, and the recently
proposed B1-WC functional. Using a purely ab initio periodic
framework and treating oxidized and reduced ceria on an
equal footing, we focus on the response of these functionals
on three different sets of data: (i) structure: lattice parameters
for CeO2 and Ce2O3; (ii) band gaps: 2p-4f-5d in the case of
CeO2 and 4f-5d in the case of Ce2O3; and (iii) reaction
energies involved in the CeO2/Ce2O3 redox process. More-
over, bearing in mind the aforementioned sensitivity of the
hybrid functionals to the fraction of exchange included, a
systematic analysis of the behavior of the PBE0, B3LYP,
and B1-WC functionals that incorporate different amounts
of exact Fock exchange is also reported.

2. Computational Details

Two different structures were studied in this work, the CeO2

fluorite crystal (Fm3mj ) and the Ce2O3 A-type crystal (P3mj1).
Their unit cells are shown in Figure 1. All of the calculations
were performed using a developing version of the CRYS-
TAL06 code,41 where the Fock (and Kohn-Sham, KS)
equations42 for the valence electron density are solved in a
periodic framework. In this framework, the crystalline
orbitals are represented as linear combinations of Bloch
functions (BFs) and are evaluated over a regular three-
dimensional mesh in the reciprocal space. Each BF is built
from atom-centered atomic orbitals (AOs) that are contrac-
tions (linear combinations with constant coefficients) of
Gaussian-type functions (GTFs), each GTF being the product
of a Gaussian times a real solid spherical harmonic.

Five hybrid DFT functionals were used in this work:
PBE0,43 HH, HHLYP,44 B3LYP,45-47 and the recently
proposed B1-WC functional.48 Self-consistent-field (SCF)
closed shell calculations were performed to obtain the ground
electronic state in the case of CeO2, while in the case of
Ce2O3 spin-polarized calculations were performed in order

to discriminate between the ferromagnetic and antiferromag-
netic states of this oxide. In the latter, multiple solutions of
the SCF take place depending on the accommodation of the
unpaired electrons over the Ce 4f AOs. A recent implemen-
tation in the CRYSTAL program allows us to favor the
convergence into a given symmetry adapted electronic
configuration through a proper definition of the initial guess.
In Ce2O3 calculations, the most stable configuration for the
4f electrons in Ce has been chosen. This is an antiferromag-
netic state where both R and � electrons occupy a mixing
between (2z2 -3x2 -3y2 )z and (x2 - 3y2)x components of
the 4f AOs of Ce.

The PBE0 is a combination of the GGA exchange-
correlation functional PBE49 (EXC

PBE) and the exact
Hartree-Fock (HF, EX

HF) exchange following the expression:

The HH, HHLYP, B3LYP, and B1-WC follow the
expression:

where EX
LDA is the exchange contribution by using the

Dirac-Slater functional50 and EC
VWN is the correlation

energy coming from the use of the Volsko-Wilk-Nusair
parametrization of the Ceperley-Alder free electron gas
correlation results.51 In the case of HH, HHLYP, and B3LYP
functional, EX

BECKE/WC stands for the Becke’s exchange,52

and EC
LYP/PBE represents the Lee-Yang-Parr correlation

energy.46 In the case of the B1-WC functional, EX
BECKE/WC

stands for the Wu-Cohen53 GGA exchange, and EC
LYP/PBE

is the correlation energy contribution from the PBE.49

Concerning the three weight parameters, A ) 0.2, B ) 0.9,
and C ) 0.81 for B3LYP. These parameters are set to A )
0.5 and C ) 1.0 when we deal with the HH (B ) 0.0) and
HHLYP (B ) 1.0) functional. In the case of using the B1-
WC functional, A ) 0.16 and B ) C ) 1.0.

Although calculations using the HSE06 functional are not
performed in this work, we will also briefly outline it since
is closely related to the PBE0 and largely used in the
comparisons reported here. In the HSE functional, the spatial
decay of the HF exchange interaction is accelerated by
partitioning the Coulomb potential for exchange into short-
range (SR) and long-range (LR) components:27

where the mixing coefficient a is set to 0.25, and the
screening factor ω defines the separation range. This enables
a substantial lowering of the computational cost for calcula-
tions in extended systems. Note that in the limit ω ) 0, HSE
reduces to the hybrid functional PBE0, and when ω f ∞,
HSE becomes identical with PBE.

Inner electrons of Ce atom were replaced by an effective
core potential developed by the Stuttgart-Dresden
group.54 The Ce electrons explicitly treated were the
4s24p64d105s25p64f16s25d1, with a (10sp7d8f)/[4sp2d3f] basis

Figure 1. Left: Fluorite type structure of CeO2 (face-centered
cubic, Fm3mj ). Right: the sesquioxide A-type structure of
Ce2O3 (hexagonal, P3mj 1). Red and white balls indicate O
and Ce atoms, respectively.
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set optimized to properly describe oxides where the metal
features III and IV oxidation states. The corresponding
exponents and coefficients can be found in ref 55. For O an
all-electron basis set proposed in ref 56 for ionic crystals
was adopted. The two most external sp and d exponents have
been reoptimized for cerium oxide, their resulting values
being 0.4798717, 0.1801227, and 0.2991812 bohr-2,
respectively.

Other technical parameters were set as follow. With the
aim of obtaining an enough level of accuracy when evaluat-
ing the Coulomb and exchange series the five thresholds had
the values of 10-8, 10-8, 10-8, 10-8, and 10-20. The
Brillouin zone was sampled using a 6 × 6 × 6 Monkhorst-
Pack57 grid, corresponding to 16 reciprocal space irreducible
points at which the KS matrix was diagonalized. The SCF
calculations were considered to be converged when the
energy changes between the iterations were smaller than 10-8

hartree. The exchange-correlation contribution to the energy
was evaluated by numerical integration over the cell vol-
ume.58 Radial and angular points of the atomic grid were
generated through Gauss-Legendre and Lebdev quadrature
schemes. A grid pruning was adopted, as discussed in ref
58. In the present study, a (75, 974)p grid was used, such
that it contains 75 radial points and a variable number of
angular points, with a maximum of 974 on the Lebedev
surface in the most accurate integration region. Full opti-
mization (lattice constants and atomic positions) of CeO2

and Ce2O3 were carried out using a convergence criterion
of 3 × 10-4 hartree/bohr for the root-mean-square values
of forces and 1.2 × 10-3 bohr in the root-mean-square values
of atomic displacements. The Fermi level in the DOS plots
is taken directly from CRYSTAL, and estimated in ac-
cordance with the zero-th level of the electrostatic energy
in the multipolar Ewald-type expansion.59

3. Results and Discussion

3.1. Crystal Structure. By and large, DFT methods are
known to predict fairly well the crystal structure of a wide
variety of inorganic compounds. In general, the deviations
of lattice parameters, both positive and negative, are in the
range 2-3%,60 hence it seems reasonable to adopt a value
of 2.5% as accuracy criterion. Table 1 displays the computed
lattice parameters for CeO2 and Ce2O3 for each one of the
functionals tested in this work. For comparison, some values
chosen from the recent literature are also shown in this Table.
In general, all computed values are found to correctly

reproduce the experimental lattice parameters for both oxides,
fulfilling the proposed accuracy criterion. The a0 parameter
for CeO2 seems to be only modestly influenced by the
exchange-correlation functional chosen. The largest errors
correspond to the values computed with the B3LYP func-
tional, the HH functional, or with the GGA+U approach
(∼1.3%, 0.06-0.07 Å), although they are well below the
required accuracy criterion. Alternatively, the smallest errors
are found for the HHLYP, HSE and PBE0 functionals (less
than 0.4%).

The a0 and c0 lattice parameters for Ce2O3 show a similar
behavior: the computed values are quite insensitive to the
functional chosen, with all calculated values within the
proposed error bar. The HH functional is, again, the one with
the largest errors with respect to the experimental values,
underestimating by 1.5% and 1.9% the lattice parameters. It
is worth pointing out that, except for the HSE functional,23

the percent errors on the computed c0 lattice parameter are
larger than the errors found for the calculated a0 values. As
in the case of the lattice parameter of CeO2, the smallest
average errors are found for the HHLYP, HSE, and PBE0
functionals (less than 0.6% on average). Finally, it is worth
mentioning here that the computed values with the PBE0
functional are practically the same, no matter the kind of
basis set used: plane waves23 or localized atomic orbitals
(this work).

3.2. Electronic Structure. 3.2.1. Electronic Structure
of CeO2. In CeO2, the valence and conduction band are
mainly composed by O 2p and Ce 5d states, respectively,
while the Ce 4f states lie within the gap. All valence Ce
states, including the 4f states, are empty, and the system is
a wide gap insulator (see Figure 2, top). All local, semi local,
and hybrid functionals produce an insulating solution, in
agreement with the above picture of the CeO2 electronic
structure. Besides this qualitative agreement, the theoretical
description of the electronic structure of CeO2 is quite
sensitive to the approach used, as can be deduced from the
different band gaps reported in Table 2. As expected, both
LDA and PBE underestimate the main band gap (O 2p- Ce
5d).23 However, it is interesting to note that all DFT+U
approaches reported in the literature also underestimate this
band gap, and the results are not much sensitive to the
specific value of the U parameter.22,23 This can be easily
explained since the U parameter acts only on the Ce 4f states,
thus not modifying the relative positions of the valence and
conduction bands, that have predominantly O 2p and Ce 5d

Table 1. Calculated and Experimental Lattice Parameters (in Å) for CeO2 and Ce2O3

method

CeO2 Ce2O3

refsa0 error a0 error c0 error

B3LYP 5.47 0.06 3.89 0.00 6.17 0.11
HH 5.34 -0.07 3.83 -0.06 5.93 -0.13
HHLYP 5.42 0.01 3.88 -0.01 6.14 0.08
PBE0 5.40 -0.01 3.86 -0.03 6.04 -0.02
B1-WC 5.38 -0.03 3.84 -0.05 5.93 -0.13
GGA(PBE)+U(U ) 4.5) 3.87 -0.02 5.93 -0.13 24
GGA(PW91)+U(U ) 3.0) 5.48 0.07 3.92 0.03 22
HSE 5.41 0.00 3.87 -0.02 6.06 0.00 23
PBE0 5.39 -0.02 3.87 -0.02 6.07 0.01 23
Experiment 5.41 3.89 6.06 33,34
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character. Alternatively, all hybrid functionals are found to
produce larger values of the O 2p - Ce 5d gap. Particularly,
the HH and HHLYP functionals result in an overly large
error (∼3-4 eV) with respect to the experimental value61

for this band gap. This behavior might be ascribed to an
excessive weight (50%) of the exact exchange in these two
functionals. Among the different hybrid possibilities tested
in this work, the B1-WC functional is the one that produces
the smallest O 2p-Ce 5d gap, 7.48 eV, in close agreement
with XPS and BIS experimental data,62 which indicate a
conduction band about 3 eV wide centered at about 7.5 eV.
The smaller gap found for B1-WC agrees with the fact that
it is the one incorporating the lowest HF exchange fraction.
However, it is worth noting that although the HF fraction in
B1-WC is lower than that of the screened HSE hybrid, the
latter gives a gap even smaller (∼7 eV), in excellent
agreement with the experimental data.

The results found for the O 2p-Ce 4f gap closely follow
the behavior previously discussed for the main band gap.
The HH and HHLYP functionals produce band gaps that
are too large, mainly because the excessive weight of the
exact exchange pushes upward all virtual levels. Among
the remaining results, the B1-WC hybrid functional (with
the lowest HF fraction) produces the lowest band gap, 3.18
eV, again in close agreement with available experimental
data,62 and with the HSE values (3.3-3.5 eV), which also
fall in the experimental range. The use of the PBE0 approach
results in a band gap slightly larger that the experimental
data, a behavior already reported and discussed.23

3.2.2. Electronic Structure of Ce2O3. In contrast to CeO2,
in Ce2O3 one electron per Ce atom populates the Ce band,
resulting in a narrow 4f occupied band that develops in the
O 2p-Ce 5d gap, some 2.4 eV below the conduction band18

that is formed mainly by a mixing of Ce 5d and Ce 4f states
(see Figure 2, bottom). Overall, the effect of the inclusion
of the exact exchange in the hybrid functionals is similar to
those found in CeO2. The HH and HHLYP functionals result
in too large band gaps, with all virtual levels too high in
energy. With respect to the remaining hybrid functionals used
in this paper, again the B1-WC produces the best result for
the Ce 4f-Ce 5d gap (2.78 eV). This value agrees reasonably
with the experimental value available (2.40 eV) and is
slightly higher that the one estimated using the HSE
functional (2.50 eV), which actually is the best to reproduce
the experiment. In any case, except for the aforementioned
cases of the HH and HHLYP functionals, the computed
electronic structure of Ce2O3 is in semiquantitative agreement
with the experimental information. Finally, if we compare
the PBE0 band gaps obtained either with plane-wave or GTO
basis sets noticeable differences might be seen, indicating
that the electronic structure is more implementation depend-
ent than the lattice parameters.

3.3. Reaction Energies. Given the active and crucial role
played by CeO2 and Ce2O3 oxides in many heterogeneous
chemical reactions, generally traced back to their oxygen
storage capacity, we have also investigated the performance
of different hybrid functionals on the computation of some
reaction energies involving cerium oxides. The suitability
to predict the relevant thermodynamic properties has been
investigated by computing the energetics of two reduction
reactions involving CeO2 and Ce2O3, namely:

Figure 2. Total density of states (DOS) for CeO2 (top) and
Ce2O3 (bottom).

Table 2. Calculated and Experimental Band Gaps (in eV)
for CeO2

method O 2p-Ce 5d O 2p-Ce 4f Ce 4f -Ce 5d

B3LYP 8.16 3.70 3.54
HH 10.64 7.50 1.91
HHLYP 10.75 7.18 2.51
PBE0 8.52 4.30 3.10
B1-WC 7.48 3.18 3.09
LDA23 5.61 2.0 2.25
PBE23 5.64 2.0 2.5
PBE023 7.93 4.5 2.25
HSE23 6.96 3.5 2.25
HSE28 7.0 3.3 -
DFT+U22,23 ∼ 5 - -
Experiment61,62,28 ∼ 6-8 2.6-3.9

Table 3. Calculated and Experimental Band Gaps (in eV)
for Ce2O3

method O 2p-Ce 5d O 2p-Ce 4f Ce 4f -Ce 5d

B3LYP 6.61 2.17 4.08
HH 9.4 1.83 7.19
HHLYP 9.78 1.13 8.25
PBE0 7.08 2.34 4.54
B1-WC 5.94 3.00 2.78
PBE023 6.75 3.25 3.50
HSE23 5.75 3.25 2.50
experiment18 2.40

2CeO2(s) f Ce2O3(s) + 1/2O2(g) (3)
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The reaction enthalpies have been calculated as

where E(X) represents the computed total energies of X )
CeO2 (solid), Ce2O3 (solid), O2(gas), CO2 (gas), and CO (gas)
per formula unit. The experimental values have been obtained
from the corresponding heats of formation of reactants and
products.63 The computed reduction energies, along with the
experimental values are reported in Table 4. Zero-point
vibrational energy contributions have not been included. A
major problem that we encounter which makes it hard to
extract any conclusions with respect to the reliability of the
different functionals is that the experimental heats of
formation of cerium oxides are not easy to measure. This
problem is related to difficulties in the preparation of defect-
free oxides in a well-defined oxidation state. Comparing the
most recent reported data for reaction 3, shown in Table 4,
with other values available in the recent literature (3.57 eV),2

the uncertainty in the experimental value might be estimated
to be ∼0.5 eV. With this caution in mind we can, anyhow,
comment on the values computed in this work with different
hybrid functionals. The estimated reaction energies for
reaction 3 show a dispersion (standard deviation) of 0.67
eV, with an average value of 3.92 eV, in close agreement
with the last reported experimental value. Excluding the
HHLYP value, that shows the larger absolute error with
respect the experimental value, the average reaction energy
increases to 4.12 eV (slightly larger than the experiment)
and the dispersion is reduced to 0.50 eV, similar to the
experimental error bar. Thus, regarding the computed reac-
tion energies for reaction 3 we can say that all theoretical
values fit within the experimental error bar, being the HH
and PBE0 functional the ones that produce the data with the
smaller deviation with respect to the currently accepted
experimental reaction enthalpy. However, we can see once
again a significant difference between the PBE0 estimated
values obtained using plane-waves or GTO as basis set.

In the case of reaction 4, we can assume a similar error
bar for the experimental value reported. Similar comments

can be made with respect to the computed theoretical values.
Excluding again the value obtained with the HHLYP
functional (that predicts an exothermic reaction), the calcu-
lated average reaction energy will be 0.80 eV, in close
agreement with the experimental reaction enthalpy of 1.02
eV. The standard deviation of the theoretical values is, in
this case, only 0.36 eV, well within the experimental error
bar. In this case, the HH and B1-WC functionals produce
the theoretical values in better agreement with the experi-
mental data.

In summary, we can state that, excluding the HHLYP
functional, all tested functionals produce values for the
reaction energy that are within the experimental error bar of
0.5 eV.

3.4. Effect of the Fock Exchange. In addition, to evaluate
the performance of different hybrid functionals in the
description of the geometric and electronic structure of CeO2

and Ce2O3, and in selected reaction energies involving ceria,
we have also investigated to what extent the amount of HF
exchange affects the three properties that we are looking at
in this work: the cell parameters, the band gaps, and the
reaction energies involved in the Ce3+ T Ce4+ redox
process. Taking into account the results we have obtained
so far, we have limited this analysis to the B3LYP, PBE0,
and B1-WC functionals.

3.4.1. Cell Parameters. Figure 3 shows the influence of
the amount of exact exchange in the computed values of the
lattice parameters of CeO2 and Ce2O3. Starting with the a0

parameter of CeO2, the computed lattice parameter decreases
in all cases on increasing the percentage of HF exchange.
This first result is in contrast with that reported on NiO,
where the lattice constant was found to increase when the
amount of exact exchange was raised.40 For the PBE0
functional, the value computed with the standard amount of
exact exchange (25%) is already very close to the experi-
mental value, while for the B3LYP functional, the experi-
mental lattice parameter is only reached at ∼55% of exact
exchange and for the B1-WC functional the most accurate
value is obtained at 0% of exact exchange.

With respect to the lattice parameters of Ce2O3, we find
that the a0 parameter is quite insensitive to the amount of
exact exchange in the three functionals tested. Only for the
B3LYP functional, the experimental value of a0 is reached
(for 10-20% of HF exchange), while for PBE0 and B1-
WC the computed value is always below the experimental
one. The a0 lattice parameter remains almost invariant with
the B1-WC functional: the absolute change is less that 0.01
Å in the tested range (10-50% of HF exchange). The value
of c0 is more sensitive than that of a0 to the fraction of HF
exchange included in the hybrid functional. For the B3LYP
and PBE0 functionals, the computed value decreases on
increasing the participation of HF exchange, while for the
B1-WC functional c0 increases slightly. In the case of the
PBE0 functional, the value closest to the experimental data
is reached at about 10% of exact exchange, even though,
with the standard value of HF exchange the error is only
-0.35%, which is quite accurate and keeps the advantages
of using a standard definition of the functional. In the case
of the B3LYP functional, the experimental value of c0 is

2 CeO2(s) + CO(g) f Ce2O3(s) + CO2(g) (4)

∆H1 ) E(Ce2O3) + 1/2 E(O2) - 2 E(CeO2) (5)

∆H2 ) E(Ce2O3) + E(CO2) - 2E(CeO2) - E(CO) (6)

Table 4. Computed and Experimental Reaction Energies
(in eV) for 2 CeO2 f Ce2O3 + 1/2 O2 and 2 CeO2 + CO
f Ce2O3 + CO2

2 CeO2 f Ce2O3 +
1/2 O2

CeO2 + CO f Ce2O3 +
CO2

method ∆H error ∆H error

B3LYP 3.52 -0.47 0.44 -0.58
HH 4.37 0.38 0.93 -0.09
HHLYP 2.88 -1.11 -0.16 -1.18
PBE0 3.66 -0.33 0.40 -0.62
B1-WC 4.45 0.46 1.05 0.03
PBE023 3.14 -0.85
HSE23 3.16 -0.83
LDA+U23 3.04 -0.95
PBE+U23 2.29 -1.70
experiment63 3.99 1.02
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not reached for any amount of exact exchange, being only
approximated when the amount of HF exchange if increased
up to 90%. The variation of c0 with the percentage of HF
exchange in the B1-WC functional is (as it did happened
with a0) quite small. The computed lattice parameter
increases only slightly in the tested range of exact exchange,
the total increment being less than 0.05 Å.

In summary, the analysis of the variations in the cell
structure suggests that overall the PBE0 at its original
formulation is the more appropriate choice to simultaneously
render the three parameters. Although in the case of the
sesquioxide the B3LYP answer for a0 is very good, it needs
to incorporate a large amount of Fock exchange to get closer
to the experimental c0 value. In the general comparison the
B1-WC functional seems to perform satisfactorily with small
variations.

3.4.2. Band Gaps. The evolution of the computed band
gaps with the amount of Fock exchange included in the
functional shows, for the three functionals tested, a marked

linear behavior (see Figure 4). In all cases, and in agreement
with the well-known trend,40,64 the computed band gaps
increase with the amount of exact exchange, the increment
being practically linear, showing similar slopes, with many
of the fitting lines overlapping. A direct consequence of this
behavior is that similar values of the band gaps are computed
for similar contributions of the Fock exchange, regardless
of the functional utilized. The O 2p-Ce 4f experimental band
gap of CeO2 is, thus, most approximated in the 10-15%
range of exact exchange. On the contrary, the computed O
2p-Ce 5d band gap of CeO2 is always larger than the
experimental value of 6.0 eV,61 but it approaches the
∼7.0-7.5 eV value62 obtained from XPS and BIS data, for
about 10% Fock exchange. In the case of Ce2O3, the
experimental value is, again, more closely approached in the
10-15% range of exact exchange and the computed value
increases linearly with increasing contribution of the HF
exchange in the functional. It is particularly striking again

Figure 3. Dependency of the computed lattice parameters
for CeO2 (top) and Ce2O3 (a0, middle and c0, bottom) on the
amount of exact exchange in the B3LYP, PBE0, and B1-WC
functionals. The triangles denote the standard HF percent for
each functional. The horizontal lines show the experimental
value (full) and the acceptable error bars (dashed).

Figure 4. Dependency of the computed band gaps for CeO2

(top and middle) and Ce2O3 (bottom) on the percentage of
exact exchange in the B3LYP, PBE0, and B1-WC functionals.
Refer to Figure 3 for labeling.
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that, regardless of the functional used, all experimental band
gaps are nearly approximated in a similar range of HF
exchange, around 10-15%. This can be interpreted in the
sense that the different band gaps (the relative position of
the bands) are mostly dependent on the exchange functional
and basically independent of the correlation functional
utilized.

Summarizing again, when we analyze the plots for the
three band gaps reported in Figure 4, the B1-WC functional
is the one that gives a better result. Only this functional at
its original formulation is able to reproduce band gaps within
the (0.5 eV error bar, even though the O 2p-Ce 5d gap
still is overestimated.

3.4.3. Energetics. The dependence on the computed
reduction energies for reactions 3 and 4 on the percentage
of HF exchange included in the functional is shown in Figure
5. In both cases, the estimated reaction energies are decreased
on increasing the contribution of exact exchange and show
a similar dependency as demonstrated by the curve fitted to
the computed reaction energies. It is always possible to adjust
the contribution of HF exchange to reproduce the experi-
mental reaction energy. For the reduction of CeO2 with CO,
reaction 4, amounts of HF exchange of 10-15% seem to
give the best agreement with the experimental reaction
energy. For reaction 3, however, the dispersion of the
computed reaction energy is larger and, as result, the
percentage of HF exchange required to for the experimental

value also spawns a larger range: ∼10% for B3LYP, ∼18%
for PBE0, and ∼28% for the B1-WC functional. At its
original formulation, the B1-WC functional is once again
the best well-behaved functional as it is very accurate for
reaction 4 and within the bar error in the case of reaction 3.

A complete view of the final ranges of possible HF
fractions for which the different calculated values fall within
the error bars might be obtained inspecting Table 5. As can
be seen, the fraction for a given functional giving results
within the error bars for lattice constants, band gaps, and
energetics may differ, however, the three hybrids with the
same nominal fraction of roughly 10-16% give results in
fairly good agreement with the experimental data.

4. Conclusions

In this work, we report an analysis of the performance of
five exchange-correlation functionals implemented in the
CRYSTAL06 code to describe three properties of ceria that
include crystal structure, band gaps, and reaction energies
involved in the Ce3+ T Ce4+ redox process. Concerning
the cell parameters, all five functionals give values that are
within the 2.5% error, usually found for a vast majority of
inorganic crystals, although the PBE0 hybrid functional is
found to be the most accurate, giving parameters also very
close to those estimated using the HSE screened functional.
In general, when the fraction of HF exchange increases, a
moderate lowering in the cell parameters is observed. Things
change when we look at the band gaps of both cerium
dioxide and sesquioxide. First the HH and HHLYP func-
tionals lead to band gaps too large as they incorporate too
much HF exchange that pushes the empty states too high. It
is shown that for any functional used, the gaps are overes-
timated, and the agreement improves lowering the amount
of the HF exchange. In this case, the overall best answer is
provided by the B1-WC functional, which actually, among
the functionals here considered, incorporates the lowest
amount of HF exchange in its original formulation. The
suitability to render the reaction energies normally involved
in the rich ceria chemistry has been evaluated estimating the
energetics associated to the CeO2f Ce2O3 reduction process.
For the two reactions considered, the reaction energies are
in general underestimated, and lower when the amount of
HF exchange increases, which is in contrast with the gaps
behavior. Overall, the B1-WC functional is once again the
most well-behaved functional to reproduce the correct
energetics.

Figure 5. Dependency of the computed reaction energies
on the percentage of exact exchange in the B3LYP, PBE0,
and B1-WC functionals. Refer to Figure 3 for labeling.

Table 5. Summary of the Effect of the Fock Exchange
Contribution on the Structure, Band Gaps and Reaction
Energiesa

property
error
limit B3LYP(20) PBE0(25) B1WC(16)

structure (cell parameters) 2.5% [0-100] [0-100] [0-100]
band-gaps CeO2 0.5 eV [10-18] [8-16] [8-16]
band-gaps Ce2O3 0.5 eV [4-12] [8-16] [10-16]
energy for reaction 3 0.5 eV [8-20] [8-32] [16-50]
energy for reaction 4 0.5 eV [2-18] [2-22] [7-30]
the whole set [10-12] [8-16] 16

a Values that fulfill the accuracy criteria are in brackets, and the
standard fractions between parentheses.
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In summary, the present work shows that as far as the
structure is concerned, any of the functionals that we have
considered, in the original formulation, are accurate enough,
giving parameters within the usual error bar. In general, the
cell parameters are found to depend only moderately on the
HF exchange fraction. However, caution should be taken in
the case that the structure might favor a given state or
property, in which case the PBE0 functional should be the
choice. In the case of band gaps and reaction energies, a
stronger dependency on the amount of HF exchange is
observed. Its lowering improves band gaps and reaction
energies with both PBE0 and B3LYP functional. Otherwise,
at its standard formulation, the B1-WC functional (the one
with the smallest fraction of HF exchange), seems to be the
best choice as it provides good band gaps and reaction
energies, and very reasonable crystal parameters.
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Density functional theory (DFT) based approaches within the local-density approximation or gener-
alized gradient approximation frameworks fail to predict the correct electron localization in strongly
correlated systems due to the lack of cancellation of the Coulomb self-interaction. This problem
might be circumvented either by using hybrid functionals or by introducing a Hubbard-like term
to account for the on site interactions. This latter DFT+U approach is less expensive and therefore
more practical for extensive calculations in solid-state computational simulations. By and large, the
U term only affects the metal electrons, in our case the Ce 4f ones. In the present work, we report a
systematic analysis of the effect of adding such a U term also to the oxygen 2p electrons. We find that
using a set of Uf = 5 eV and Up = 5eV effective terms leads to improved description of the lattice
parameters, band gaps, and formation and reduction energies of CeO2. © 2012 American Institute of
Physics. [doi:10.1063/1.3678309]

Cerium oxides constitute a class of materials widely used
in catalysis both as support and active phases. Typical exam-
ples of industrial applications are the three-way catalysts in
automotive catalytic converters, fluid-cracking catalysts in re-
fineries, and ethylbenzene dehydrogenation in the production
of styrene.1 Either CeO2 or non-stoichiometric CeO2-x, here-
after referred to generically as ceria, are also an active com-
ponent in a number of processes such as low-temperature CO
and VOC oxidation catalysts, wet-oxidation of organic pol-
lutants in water, hydrocarbon reforming and the water-gas-
shift reaction. Although the promoting effect of ceria was ini-
tially attributed to the enhancement of the metal dispersion
and the stabilization towards thermal sintering,2, 3 subsequent
work has shown that ceria can act as a chemically active com-
ponent as well, working as an oxygen reservoir able to deliver
it in the presence of reductive gases and to incorporate it upon
interaction with oxidizing gases.4–6

The broad use in heterogeneous catalysis of ceria relies
on its facile Ce3+ ↔ Ce4+ redox conversion;7 however, the
adequate description of the electronic configuration of Ce3+

ions constitutes a challenge in density functional based the-
oretical chemistry due to the strongly correlated nature of
the 4f electrons. Indeed, the 4f electrons in Ce2O3 are local-
ized and the material behaves like a typical antiferromagnetic
Mott-Hubbard insulator.8 However, due to the well-known
lack of cancellation of the Coulomb self-interaction, density
functional theory (DFT) approaches within the local-density
approximation (LDA) or generalized gradient approximation
(GGA) frameworks predict metallic behavior.9–16 To circum-
vent this problem within the DFT framework, the use of hy-
brid functionals, has been recently reported using both plane
waves and Gaussian-Type Orbitals (GTO) as basis set.13, 17, 18

Such functionals, in particular HSE, PBE0, and B1-WC, are

a)Author to whom correspondence should be addressed. Electronic mail:
sanz@us.es.

found to correctly reproduce lattice constants and band gaps,
although its general use is limited by the high computational
cost involved in extensive solid state (periodic) calculations.
That is why a more pragmatic but much less computationally
demanding approach that makes use of a Hubbard-like term,
U, to account for the strong on-site Coulomb interactions is
generally used in surface reactivity studies. The choice of U
is a subtle point, as it has to be large enough to properly local-
ize the 4f electron of Ce3+, but without introducing undesired
artifacts, such as overestimated band-gaps. Usually its value is
selected by fitting a given property,11, 12 from linear-response
calculations,19, 20 or even on a self-consistent basis,21, 22 al-
though, as suggested by Castleton et al.,15 the optimal U value
might be different for different properties under study. For in-
stance, let us consider the case of CeO2 fluorite structure for
which the experimental lattice parameter value is a0 ≈ 5.41 Å
(5.406 Å (Ref. 23) or 5.411 Å (Ref. 24)). The LDA+U (Ueff

= 5.30 eV) value is a0 = 5.40 Å, in good agreement with the
experiment, while GGA (PBE+U, Ueff = 4.5 eV) (Ref. 13)
moderately overestimates it: a0 = 5.49 Å. This 1.3% error of
the GGA represents a 4.5% increase in the equilibrium vol-
ume and it has been shown to be critical in the determination
of the charge state of gold atoms deposited on CeO2 (111)
surfaces.25–27

In spite of these limitations, the DFT+U is currently the
method of choice in the analysis of structure and reactivity
of surfaces of reducible metal oxides, in particular in ceria,
where including the U Ce 4f term provides a consistent treat-
ment of reduced Ce ions. The common approach to setup
DFT+U calculations in a metal oxide is to select a U pa-
rameter for the metal (Ueff = 4.5–5.5 eV in the case of Ce
4f orbitals) and to perform the calculations at just a little ex-
tra cost. Yet, the price to pay concerns not only some inac-
curacies in the structure but also in the energetics as will be
shown later. Additional effects might be introduced, in partic-
ular the inter-site correction, or DFT+U+V approach, lately

0021-9606/2012/136(4)/041101/4/$30.00 © 2012 American Institute of Physics136, 041101-1
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implemented by Campo et al.,28 and successfully applied to
NiO among other materials. Recently Park et al.,29 based on
earlier ideas of Nekrasov et al.,30 showed that, in the case of
reduced titania, adding a correction on the oxygen 2p orbitals
dramatically improved the description. By employing the so-
called LDA+Ud+Up approach, systematic shifts for both the
valence and conduction bands were observed. In the present
communication, we extend these ideas to cerium oxide with
the aim to estimate a set of Ueff parameters for both the Ce 4f
and O 2p electrons that could improve the GGA+U descrip-
tion of the dioxide and sesquioxide.

Periodic DFT+U calculations were carried out with the
Vienna ab initio simulation package (VASP).31–33 This code
solves the Kohn–Sham equations for the valence electron den-
sity within a plane wave basis set and makes use of the pro-
jector augmented wave (PAW) method to describe the interac-
tion between the valence electrons and the atomic cores.34, 35

The valence electron density is defined by the twelve (5s25p6

6s25d14f1) electrons of each Ce atom and the six (2s2 2p4)
electrons of each O atom. The plane-wave expansion includes
all plane waves with kinetic energy smaller than a cut-off
value set to 500 eV, which ensures adequate convergence with
respect to the basis set.

The GGA functional proposed by Perdew et al. (PW91)
(Refs. 36 and 37) was selected. The Hubbard-like term was in-
troduced according to the formalism due to Dudarev et al.,38

which makes use of a single Ueff parameter, hereafter denoted
simply as Uf and Up, to design the effective values used for the
Ce 4f and O 2p electrons, respectively. CeO2 and Ce2O3 were
represented by minimal 1 × 1 × 1 cells. For the numerical
integration within the Brillouin zone, Monkhorst-Pack gener-
ated grids of special k-points were used: 12 × 12 × 12 for
CeO2 and 12 × 12 × 6 for Ce2O3.39

We start our analysis by exploring the behavior of the
GGA+Uf+Up approach in the description of the lattice pa-
rameters in the CeO2 fluorite type structure. In a preliminary
step, we examined the variations of the lattice constant a0

when the U parameters are systematically set to Uf = 3, 4.5,
5, 6 y 7 eV, and Up = 0, 3, 4, 5, 6, 7, 8, 9 y 12 eV as de-
picted in Figure 1. In general for a given Uf, increasing Up

leads to smaller values a0, closer to the experimental value
of 5.41 Å. For instance, the set Uf = 5 eV and Up = 12 eV
(hereafter, we will denote this couple of values by just the fig-
ures, i.e., in this case: 5+12) leads to a0 = 5.45 Å, better than
the (5+0) result of 5.48 Å, but still overestimated. In con-
trast, for a given Up, increasing the value of Uf also increases
the lattice parameter in agreement with that observed for the
case in which Up = 0.12 For the sake of comparison, we have
gathered in Table I a series of values from this work and other
taken from the literature. Any way, the conclusion to be drawn
from this systematic analysis is that the inclusion of an addi-
tional Hubbard-like on-site parameter on the O 2p electrons
slightly affects the CeO2 structure, and only relatively large
values of Up are able to reduce the a0 by a few hundredths
of Å.

Let us now analyze the effect of the Up parameter on the
band gaps of CeO2, a well-know issue as GGA approaches
tend to underestimate the band gaps. In Figure 2, the DOS
for CeO2 is depicted together with the gaps labeling, whose

FIG. 1. Dependency of the CeO2 lattice parameter, a0, on the Uf and Up

values.

evolution against the U values is plotted in Figure 3. Starting
with the 2p-4f gap, one can see that for a given Uf

, increasing
Up also increases the gap. For the set (5+5) the gap is 2.3 eV,
still below the experimental value that is in the 2.6–3.9 eV
range.40 The behavior observed for the 2p-5d gap is essen-
tially the same, as it rises when the value of Up increases. For
the couple (5+5) this band gap amounts to 5.4 eV, once again
smaller than the experimental value of 6–8 eV.40, 41

Although the above discussion seems to suggest that the
larger the Up value, the shorter the lattice constant of CeO2,
the larger the band gaps, and consequently the better the
agreement, one can wonder whether such high values are
not penalizing the description of other properties that we can
look at, namely its formation and reduction energies, as well
as the cell parameters of Ce2O3. To this aim, we have first

TABLE I. Calculated and experimental lattice parameters (in Å) for CeO2

and Ce2O3.

CeO2

Ce2O3

GGA+(Uf+Up) a0 a0 c0 References

(3+0) 5.48 3.92 6.08 This work
(5+0) 5.49 3.93 6.08
(3+5) 5.46 3.91 6.08
(5+5) 5.47 3.90 6.05
(5+6) 5.47 3.90 6.06
(5+12) 5.45 3.88 6.01
(7+7) 5.48 3.91 6.04
(4.5+0) 5.48 3.92 6.08 [12]
PBE(4.5+0) 3.87 5.93 [14]
HSE 5.41 3.87 6.06 [13]
PBE0 5.39 3.87 6.07 [13]

5.40 3.86 6.04 [18]
B1-WC 5.38 3.84 5.93 [18]
Experiment 5.41 3.89 6.06 [23 and 24]
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FIG. 2. Total density of states (DOS) for CeO2 with the definition of the
band gaps. Obtained with the (5+5) set.

FIG. 3. Dependency of the CeO2 band gaps on the Uf and Up values.

TABLE II. Energy (eV) of CeO2 formation and its reduction: CeO2 →
Ce2O3 + 1/2 O2.

Method –Eform Ered References

(5+0) 9.79 4.83 This work
(3+5) 10.09 3.03
5+5 9.04 4.01
5+6 8.88 3.94
5+12 7.84 3.46
PBE+U 2.29 [13]
PBE0 11.15 3.14–3.66 [13 and 18]
Experiment 10.44 3.99 [42]

estimated these energies for a series of Uf and Up figures as
reported in Table II. As can be seen, compared to the experi-
mental formation energy of −10.44 eV,42 the theoretical esti-
mates agree reasonably well, although they are quite sensitive
to the U parameters. At first glance, the (3+5) set would be the
choice, however, taking in to account the reduction energies,
the (5+5) and (5+6) pairs seem to be more adequate. It is
worth to note that in contrast with the behavior observed with
gaps and lattice parameters, increasing Up beyond 5–6 eV de-
creases these energies, the description getting worse. We can
now analyze how the variation of U parameters affects the lat-
tice constants of the sesquioxide Ce2O3. The trends observed
are similar to those found in CeO2, thus for a given Up (for in-
stance Up = 0) increasing values of Uf lead to larger a0, with
c0 practically unchanged. In contrast, for a given Uf, increas-
ing Up decreases a0. For instance, going from (3+0) to (3+5)
decrease a0 from 3.92 to 3.91 Å. Also, on going from (5+5) to
(5+12) a0 decreases from 3.90 to 3.88 Å, and c0 from 6.05 to
6.01 Å. Compared to the experimental values 3.89 and
6.06 Å, it appears that the couples (5+5) and (5+6) perform
reasonably well.

A further question that might be examined concerns the
oxygen vacancy formation energy, an issue that has deserved
considerable theoretical work,43 and that, besides the theoret-
ical approach itself, needs to deal with the defect concentra-
tion. To this aim, we used a larger cell consisting of 32 CeO2

units, and in this case the Brillouin zone was integrated over
a 2 × 2 × 2 grid of special k-points. Using the (5+5) cou-
ple, the calculations were done in two steps: in the first one,
the four Ce atoms around the vacancy were kept to be sym-
metrically equivalent obtaining a vacancy formation energy of
3.05 eV. This delocalized structure was then allowed to relax
leading to a more stable configuration in which two Ce atoms
neighboring the hole were bearing one 4f electron each. This
localized structure was found to be more stable, the vacancy
formation energy being 2.64 eV, significantly lower than that
estimated by Nolan et al.,44 3.39 eV, using the same functional
(PW91) and also the same supercell (Ce32O64), with a Uf of
5 eV. It appears then that the use of the Up parameter in this
case decreases this energy by a 20%. Our value is also close
to that recently reported by Kehoe et al.,45 2.23 eV, using a
very similar theoretical setup. It should be noted that them all
are underestimated when compared with experimentally de-
termined formation energies (3.94–4.98 eV)46 as previously
reported.47 On the other hand, the spin electron density for
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FIG. 4. Electron spin density of bulk CeO2 after removing an oxygen atom
showing the formation of two CeIII centers localized around the vacancy.

this localized structure is shown in Figure 4. The structure
around the hole appears to be slightly distorted, with CeIII–O
bond distances of 2.42 Å, i.e., larger that the non-defective
bond distance (2.36 Å).

In summary, the present work shows that, within the
DFT+U formalism, adding a Hubbard-like parameter not
only to the cerium 4f electrons but also to the oxygen 2p elec-
trons leads to a moderately improved description of some crit-
ical aspects that concern structure, electronic properties, and
thermochemistry of both CeO2 and Ce2O3.
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3.4 GW approximation

Despite this computational effort, it is difficult to conclude which functional or U f and Up

parameters are the best choice in order to describe the electronic structure of ceria. This is
related to the wide range of values for the experimental band gap. Many-body perturbation
theory (MBPT) in the GW approach can be considered as a first step towards a systematic
ab initio understanding of the electronic structure of ceria. It has been reported that the
GW approach is able to predict transition metal oxides band gaps within an error below
0.5 eV in most of these compounds.15 Thus, these results can be used as a reference to
elucidate which of the previous approaches is the most appropriate for the theoretical
study of big ceria systems.

The GW approach corresponds to the first order term of a systematic expansion in
MBPT16 and has become the method of choice for the description of quasiparticle band
structures in weakly correlated solids.17 The screened Coulomb interaction W captures
the screening among itinerant electrons while at the same time treats exchange at the exact
exchange level. The GW method is typically applied in a perturbative manner (denoted
as G0W0) in which the quasiparticle (QP) energies εQP

nk are calculated as a first-order
correction to the eigenenergies εnk and eigenvectors ψnk of a reference single particle
Hamiltonian Ĥ0.17 We have used the HSE method as starting point for G0W0 which can
be denoted as G0W0@HSE.

Figure 3.1: Total density of states (DOS) for CeO2 using G0W0@HSE approach

The density of states of bulk ceria using G0W0@HSE is depicted in figure 3.1. The
2p-5d gap is around 6.46 eV while the 2p-4 f gap is 3.78 eV. These values are close to
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previous results published by Scheffler et al. using a G0W0@PBE+U approach.18 They
obtained 4.5 and 6.0 eV for 2p-4 f and 2p-5d gap respectively without any dependence on
the U value. Both data are quite close to the experimental results obtained by Wuilloud et.
al..19

3.5 Conclusions

Different methods have been used in this chapter to reproduce structural and electronic
properties of ceria and related materials. Hybrid functionals reduce the problem of the
self-interaction error, however the amount of exact exchange and the functional have to be
chosen carefully. While all hybrid functionals can describe accurately the crystal structure
of CeO2 and Ce2O3 oxides, high deviations were found for the band gaps. A big amount
of exact HF exchange produces an overestimation of the band gap, so the agreement
with the experimental gap is obtained for these functionals with a lower amount of HF
exchange. Because of the wide range of values that we can find in experimental results,
we have calculated the electronic structure of ceria using a G0W0@PBE+U approach.
These results are quite similar to the values that were obtained using HSE and B1-WC
functionals. The energetics associated to ceria reduction process was also evaluated
being the B1-WC once again, the most well-behaved functional to reproduce the correct
energetics.

Hybrid functionals describe correctly CeO2 and reduced ceria, however, this approach
is quite expensive to study big systems using planewaves. Here, we have proposed a
new DFT+U approach in which a U parameter for the 2p oxygen states is also used.
The combination of U f and Up leads to a moderately improved description of the lattice
parameters, band gap and reaction energies and partially corrects the self-interaction error.
We have found that the best combination of both parameters is U f = 5 and Up = 5 quite
close to the combination proposed recently by Keating et al.20
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4.1 Introduction

In the previous chapter, different methodological approaches were used in order to describe
the crystal and electronic structure of ceria. However, the technological applications of
ceria are related to the ability of this material to act as an oxygen storage material and the
easy Ce 3+/Ce 4+ equilibrium. The oxygen dynamics at ceria surface is closely related to
the electronic properties of this material.

In this regard, the ion difussion processes play a key role on the use of CeO2 as an
oxygen storage material and is the basis for its use as solid electrolite or anode in SOFC.1–3

Oxygen vacancy formation in ceria results in the partial reduction of the material as the
two electrons left by the removal of the neutral O atom reduce two Ce 4+ to Ce 3+. These
two electrons located in Ce 3+ cations are responsible for the electronic conductivity of
this solid. Both, electronic and ionic conductivity are important for the correct fuel cell
operation. The electrolyte in solid oxide fuel cells serves as a medium through which ions
diffuse reach the anode surface. Here, they electrochemically oxidize the fuel and produce
two electrons that, after doing some work in an external circuit reach the catode where
they reduce molecular oxygen into oxygen anions that enter into the solid electrode again.

In catalysis and photocatalysis the Ce3+-Ce4+ redox conversion, the formation of
oxygen vacancies at the ceria surface and their interplay with electron transfer processes
are also important factors that influence the efficiency of many applications.4–8

For these reasons this chapter will be dedicated to electron transfer process and oxigen
migration in ceria materials. Initially ab initio quantum theory methods will be employed
to understand the nature of the electron transfer process between adjacent Ce3+ and Ce4+

centers in bulk ceria. The electron transfer process will be examined within the two-state
Marcuss model in order to calculate the most important parameters that characterize this
process. Later on the principal characteristics of ionic conductivity will be analyzed on
ceria (111) surface. Recent studies have demonstrated that the concentration of vacancies
in higher at the surface than in the bulk. Thus, the understanding of oxygen migration at
the surface is highly important to rationalize the ionic conductivity process. Finally, ion
and electron conduction sometimes cannot be analysed separately because coupling effects
between motion of cations and electrons have been reported in some transition metal
oxides.9–13 In last years, experimental results14,15 have suggested that ceria and doped-
ceria material are in this group of oxides. Thus we will end this chapter by examining the
coupling between these two processes in the ceria (111) surface.
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4.2 Electron Mobility via Polaron Hopping in Bulk Ceria: A
First-Principles Study

José J. Plata, Antonio Márquez, and Javier Fdez. Sanz
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Abstract: The outstanding catalytic properties of cerium oxides, and, consequently,
the broad use in heterogeneous catalysis rely on the easy Ce3+ ↔ Ce4+ redox conversion.
Within the two-state model of Marcus, the electron transfer associated to the redox
process is governed by the electronic coupling matrix element VAB that accounts for
the interaction between the diabatic electronic states at the crossing seam. Here we
present a computational analysis based on ab initio quantum mechanics theory that allows
for a characterization of negative polaron structures and intrinsic polaron hopping in
perfect bulk CeO2. The relevant parameters inherent to the model: reorganization energy,
activation barrier and electronic coupling for the 4 f → 4 f electron hopping are estimated
for several models. Our analysis predicts an activation barrier of 0.4 eV and a transmission
coefficient κ = 0.81 confirming the earlier proposed adiabatic theory of small polaron and
hopping conductivity in reduced bulk ceria.

Introduction

Cerium oxide is one of the most used materials in catalysis both as support and ac-
tive phases. Typical examples of industrial applications are the three-way catalysts in
automotive catalytic converters, fluid-cracking catalysts in refineries, and ethylbenzene de-
hydrogenation in the production of styrene.16 Either CeO2 or non-stoichiometric CeO2−x,
hereafter generically referred to as ceria, are also an active component in a number of
processes such as low-temperature CO and VOC oxidation catalysts,17 wet-oxidation
of organic pollutants,18 hydrocarbon reforming,19 and the water-gas-shift reaction.20

Although the promoting effect of ceria was initially attributed to the enhancement of the
metal dispersion and the stabilization towards thermal sintering,21,22 subsequent work has
shown that ceria can act as a chemically active component as well, working as an oxygen
reservoir able to deliver it in the presence of reductive gases and to incorporate it upon
interaction with oxidizing gases.23–25

The outstanding catalytic properties of ceria rely on its ability to undergo rapid and
repeatable Ce3+ ↔ Ce4+ redox cycles depending on the conditions in the reactor stream.
Stoichiometric CeO2 is an insulator and its electronic structure might be described as a
formally fully occupied O 2p band and empty 4 f and 5d states, with an experimental band
gap of 6-8 eV between the O 2p and Ce 5d states,26,27 although there is agreement with the
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facts that the valence band contains a non-negligible admixture of f-symmetry orbitals.28

When CeO2 is reduced (metal doping, for instance) or exposed to reducing conditions (O2
deficient atmosphere and high temperature), the in gap 4 f states are occupied, leading
to states strongly localized at Ce sites. In the limit, the configuration of the sesquioxide
Ce2O3, described as a Mott insulator, is reached. Therefore, we might conceive that
partially reduced cerium oxide phases consist of a distribution of Ce3+ and Ce4+ centers
that may easily interconvert,29 which, actually, involves oxidation and reduction of the Ce
4 f levels. On the other hand, the capability to store and mobilize oxygen within the ceria
matrix should also be related with this interconversion between Ce3+ and Ce4+ centers,
which, in fact, involves electron transport through the material.

The electronic conduction in cerium oxide has been attributed to the formation of small-
polarons that diffuse according to a hopping mechanism. From electrical conductivity
measurements performed by Naik and Tien,30 it was reported that in nonstoichiometric
ceria the electrons are localized and the high temperature electrical conduction occurs by
a hopping mechanism in which electrons jump from a Ce3+ ion to a neighboring Ce4+ ion.
The small-polaron model developed by Holstein and Friedman31,32 satisfactorily explains
the observed temperature dependence of the high temperature drift mobility. A similar
conclusion was drawn from the work of Tuller and Nowick,33 that showed ceria to be
perhaps the clearest case of small polaron hopping conductivity. The mobility in CeO2−x

was found to be activated, with activation energy Ea = 0.40 eV at small x and increasing
to 0.52 eV at x = 0.25. Moreover, the so-called hopping integral, t, a key quantity in the
analysis of the electron mobility of a system, has been investigated. However, depending
of the methos to compute this value, a large discrepancy has been reported.34

From a theoretical point of view the study of electron transfer hopping in ceria has
been hampered by the intrinsic difficulty in the explicit treatment of 4 f electrons in a
solid-state context. Here we must recall that the Ce 4 f electrons in reduced ceria are
localized, and that to render this situation in a density functional theory approach needs to
incorporate either the exchange, via a hybrid xc-functional, or an explicit Hubbard type
term (DFT+U). In fact, and as far as we know, ab initio computations of the electron
transfer integral in an f - f system have never been reported. This is contrast with the d-d
systems, some of which have been analyzed by Dupuis and coworkers.35–38 Notice on the
other hand, that the CeIII(4 f 1)-CeIV (4 f 0) electron hopping is the simplest case among the
possible f - f systems.

In this paper, we report a first-principles study of the electron mobility parameters in
perfect bulk cerium oxide as a first step to obtain an inclusive theoretical characterization of
charge transport in ceria. Our aim is to present a computational description of the structure
of negative polaron arrangements and polaron hopping in perfect CeO2. According to the
theoretical model described below, several quantities are needed for such a characterization.
For instance, choosing the Marcus terminology39,40 we must provide an estimate for the
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Figure 4.1: General description of the main features of the Marcus
model for a symmetric electron transfer. ΨA and ΨB stands for the
diabatic wavefunctions. The adiabatic activation barrier is denoted by
∆G∗ , estimated by subtracting to the diabatic barrier ∆G∗

′

the elec-
tronic coupling matrix element, defined as half the energy splitting at
the intersection point.

electronic coupling, VAB, the adiabatic barrier, ∆G∗, and the reorganization energy λ (see
Figure 4.1). Because one of our concerns refers to the suitability and reliability of our
approach for the present system, we use a variety of computational techniques making
use of both embedded cluster and periodic approaches. The paper is arranged as follows.
First we summarize the theoretical foundations that are rooted in the Marcus two-state
model for electron transfer, or in its equivalent description of polaron movement in solids
as formulated by Emin and Holstein41,42 and Austin and Mott,43 (EHAM). In Section 3
the computational methods and models are described. Section 4 reports the results and
discussion, and finally, the conclusions are outlined in Section 5.

Theoretical framework

As noted by Deskins and Dupuis,38 there is a parallelism between the EHAM theory
and the two-state Marcus model that we briefly review here. The electron transfer (ET)
process between adjacent cerium cations in oxidation states +3 and +4 is schematically
represented in Figure 4.2. At the top of this figure the negative polaron is localized on
the left, corresponding to a local electronic configuration of CeIII(4 f 1)-CeIV (4 f 0), and
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conforming a nuclear arrangement labeled as qA. At the bottom, the polaron is on the right,
CeIV (4 f 0)-CeIII(4 f 1), and the nuclear arrangement is denoted as qB. The structure at the
middle, qC , corresponds to the transition state, where the electron charge is shared by the
two cations. Because of the lower positive charge of CeIII centers, the interatomic distance
CeIII-O is expected to be larger than in the case of CeIV -O, therefore, passing from A to B
involves an antisymmetric breathing vibration mode. The idealized energy profiles for the
process following a generic reaction coordinate are represented in Figure 4.1. The two
curves are assumed to be parabolic with minima at qA and qB, while the transition state is
at qc, that corresponds to the crossing point between the two localized wavefunctions ΨA

and ΨB. The other highlighted parameter in Figure 4.1 is the reorganization energy λ that
corresponds to the energy of the final state ΨB at the geometric configuration qA.

Figure 4.2: Schematic description of the electron transfer between
two Ce ions. At the top, qA, the electron is occupying a 4 f orbital
localized on the left Ce ion. At the bottom, qA, the electron is
localized on the right Ce ion. At the transition state qC , the electron
is shared between the two cations.
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The adiabatic or non-adiabatic nature of the ET process relies on the relative value
of the time it takes the electron to jump between two adjacent centers, tel, which in turn
is related to the electron transfer integral, J, or electronic coupling VAB. Briefly, in the
adiabatic process the electron coupling is strong, VAB is large, and the activation barrier
lowers by this amount, in which case the main mechanism occurs via thermal hopping.
If the electron transfer integral is small, the process is non- adiabatic and the ET mainly
takes place by tunneling. In summary, whatever the process is, adiabatic or non-adiabatic,
the electronic coupling element VAB plays the crucial role.

Within the Marcus theory the electronic coupling matrix element VAB is defined as
half the energy difference between the two adiabatic states at the crossing seam, 2 VAB =

E− - E+, where E− and E+ are the energies of upper and lower states respectively. However,
to estimate this quantity one may follow different strategies depending on the actual states
used for this purpose. We can choose the localized states ΨA and ΨB, and the formula:

VAB =
|HAB − S AB(HAA + HBB)/2|

1 − S 2
AB

(4.1)

where HAA = 〈ΨA|H|ΨA〉, HAB = 〈ΨA|H|ΨB〉,... are the matrix elements of the full
Hamiltonian on the basis of diabatic states, and S AA = 〈ΨA|ΨA〉, S AB = 〈ΨA|ΨB〉,... the
overlap elements. In the present work we used this strategy using the technique reported
by Farazdel et al.44 Also using orthogonalized diabatized states one can compute directly
the off diagonal term of the 2x2 Hamiltonian representation HAB, to several orders of
perturbation which renders more accurate estimates of the transfer integral.45,46 On the
other hand, one can formally compute the adiabatic energies E+ and E− although now the
difficulty relies on the calculation of the ground and first excited state to the same degree
of accuracy. This latter point is of outstanding importance because the electronic coupling
elements VAB use to be small quantities, many times of the order of a few hundreds
wavenumbers, and therefore reliable estimates are needed. We will see in the next section
how the symmetry of the system can be exploited to achieve such a calculation.

Models and Computational Methods

The present work makes use of both periodic and embedded cluster calculations to explore
the different properties of the system. Firstly periodic calculations were performed to
analyze the local structure of the negative polaron that results when a cerium atom in
perfect CeO2 is populated with an extra electron. Also using a periodic model, we
estimated the energy barrier of the electron hopping process. These calculations were
undertaken using the CRYSTAL09 code47 and CGTOs basis sets. The CeO2 fluorite
crystal ( Fm3m ) was represent by a 2x2x2 supercell containing 96 atoms. Inner electrons
of Ce atom were replaced by an effective core potential developed by the Stuttgart-Dresden



i
i

“thesis” — 2013/6/27 — 15:59 — page 82 — #94 i
i

i
i

i
i

82 Chapter 4. Ceria as ionic and electronic conductor

group.48 The Ce electrons explicitly treated were the 4s24p64d105s25p64 f 16s25d1, with
a (10sp7d8 f )/[4sp2d3 f ] basis set optimized to properly describe oxides where the metal
features III and IV oxidation states.49 For O an all-electron (8s6sp1d)/[1s3sp1d] basis set
proposed for ionic crystals was adopted.50 The two most external sp and d exponents have
been re- optimized for cerium oxide, their resulting values being 0.4798717, 0.1801227
and 0.2991812 bohr−2, respectively.51,52

Spin-polarized density functional, DFT, calculations were performed using the Perdew-
Burke-Ernzerhof PBE0 functional,53 that has been shown to perform adequately when
both CeIII and CeIV ions are present.51 This hybrid functional is a combination of the
GGA exchange-correlation functional PBE54 and the exact Hartree-Fock (HF, EXHF)
exchange following the expression: EPBE0

XC = EPBE
XC + 1/4(EHF

X − EPBE
X ). However, near

the crossing seam such admixture led to delocalized solutions, therefore, we decided to
keep the reaction path exploration at the UHF level of theory. The calculations were
performed in the reciprocal space, and a 4x4x4 Monkhorst-Pack grid,55 corresponding to
36 reciprocal space irreducible points, was used to sample the Brillouin zone. The SCF
procedure was considered converged when the energy changes between the iterations were
smaller than 10-8 hartree. To analyze the polaronic structure, the ions positions were fully
optimized until gradients were lesser than 0.00045 hartree/bohr. The lattice parameter at
the UHF level of theory was found to be 5.37 Å in agreement with that obtained from
PBE0 calculations, 5.40 Å.51

Using the structures obtained in the above described ab initio optimizations, model
clusters were designed following two lines. In the first one, two molecular clusters were
used. The minimal model consisted of a pair of cerium octahedra (minimal dimer cluster),
having formula Ce2O4(H2O)10 that will be labeled as small. This cluster, shown in Figure
4.3, is stoichiometric, represents the smallest structural unit able to exhibit the pair CeIII-
CeIV , and has D2h symmetry at the crossing seam. To include in the calculations additional
effects of environment atoms a larger molecular model of gross formula Ce6O12(H2O)20,
labeled as big and D2h was built from the bulk calculations. Again, the oxygen atoms
were kept at their optimized positions and saturated with hydrogen atoms in order to
have stoichiometric non-charged clusters. The second type of finite models was of the
embedded cluster type. A Ce6O32 cluster was excised from the bulk, and embedded in
an array of point charges (PC) to incorporate the effect of the Madelung potential in the
calculations. To avoid the excess of polarization of the outer oxygen atoms, the nearest
layer of counterions was represented by Ce total ion potentials (TIPs), giving place to a
model of formula Ce6O32(CeTIP)30PC. The whole system was symmetrized to preserve
D2h symmetry and will be labeled big+PC.

The calculation of the electronic coupling matrix element VAB started by determining
the geometry at the crossing point. Once the geometry of the system with, for instance, the
extra electron localized on the left, so the pair CeIII-CeIV , is determined, the crossing-point
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Figure 4.3: Structure of the cluster models used to compute the electronic coupling
VAB. a: small; b: big; c: big+PC. Red spheres are oxygen atoms and small light
spheres hydrogen atoms. In model c, the blue spheres stand for Ce TIPS, The array
of charges is also shown on the bottom left part of the figure

configuration for the system might be estimated using the linearized reaction coordinate
approximation. If the electron-transfer reactant and product potential-energy surfaces are
assumed to be parabolic, a reasonable approximation of the reaction coordinate is given
by

q(α) = αqA + (1 − α)qB (4.2)

where 0≤ α ≤1 , and if α = 0.5 then q(α) = qC . Broken symmetry (C2v) Hartree-Fock
solutions for the cerium dimer cluster holding the electron localized left and right are then
obtained and used to compute VAB using the approach of Farazdel et al.44 The calculations
were performed using a home-adapted version of HONDO program. The effective core
potential and basis sets used were essentially the same that in the periodic approach unless
that the basis set for oxygen (and hydrogen) atoms was the standard DZP. Notice that the
C2 axis of the reduced symmetry cluster falls along the Ce-Ce axis, so the according to
Figure 4.3, we should speak in terms of up and down instead of left and right localization.
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Figure 4.4: Schematic representation showing the structure of the polaron
obtained from DFT and UHF calculations.

Results and Discussion

Polaron structure and reorganization energy
We start the section analyzing the deformation induced in the cerium ion CeIV co-

ordination shell when it is reduced to CeIII . The PBE0 optimization leads to a Ce-O
interatomic distance of 2.429 Å, that compared with that of perfect CeO2 (2.338 Å)51

shows a noticeable lengthening, which, on the other hand agrees with the lowering of the
electrostatic interaction. This interatomic distance falls within those reported for Ce2O3
bulk: 2.321, 2.435 Å.51 The expansion of the coordination shell around the CeIII center is
accompanied by a shortening of the neighboring O-CeIV interatomic distance, 2.309 Å, as
depicted in the scheme of Figure 4.4. The next neighbor CeIV -O distances are computed
to be 2.342, 2.336 and 2.336 Å, recovering thus the usual value of bulk ceria. These
results indicate that the perturbation induced by the reduction almost exclusively involves
the first coordination shell around the concerned Ce center, which is consistent with the
small polaron nature experimentally proposed.30,33 Population analysis of this structure
confirms that the extra electron is occupying a Ce 4 f orbital. As shown in the scheme of
Figure 4.4, the optimization at the UHF level of theory leads to values very close to those
obtained from DFT calculations.

Using an adequate initial guess we were able to obtain a converged UHF wavefunction
for this configuration when the electron is localized on one of the neighboring Ce atoms.
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Figure 4.5: Electron transfer energy profiles along the ideal reaction
coordinate q.

Formally speaking, the difference of energy associated to these states gives the reorgani-
zation energy λ, which in the present case is found to be 1.92 eV. This value might be
considered as an upper bound and is in reasonable agreement with that of 1.4 eV obtained
from the experimental optical absorption coefficient of reduced ceria samples.56 On the
other hand, employing this optimized structure and the linearized reaction coordinate
approximation aforementioned we performed a series of static calculations to reach the
crossing point and estimate the diabatic barrier. The results are summarized in Figure
4.5 where the parabolic shape of the potential curves is clearly observed (coefficient of
determination for a square fitting R2=1.0018). The diabatic barrier was found to be 0.48
eV, that is, just a fourth of λ, as ideally expected.

Electronic coupling matrix element

The determination of VAB from cluster models and equation (1) involves first obtaining
localized wavefunctions at the crossing seam. In principle the highly symmetric 4 f atomic
orbital that bears the extra electron may correspond to any of the four possible symmetry
species that result after splitting under the reduced symmetry (C2v). Because these states
may be close in energy we were compelled to obtain the four different solutions and
therefore to perform four electronic coupling type calculations. The localized nature of the
solutions was verified for every model, and the shape of the active orbitals for the lowest
solutions each symmetry is reported in Figure 4.6. For the small model cluster, the A1
symmetry state is found to be the lowest state, while the other states are found to lye more
than 0.1 eV higher. The electronic coupling matrix element for this state is 65 meV or 522
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Figure 4.6: Shape of the active orbitals obtained for the small cluster model.

cm−1, a relatively small value. For the states of the other symmetries the coupling is even
smaller, ranging between 2 and 34 meV. Increasing the model cluster leads to variations in
the ordering of the states and also in the estimated coupling. Thus, for the big model the
lowest state still has A1 symmetry, however for the big+PC model the B2 state is found to
be the ground state, though almost degenerate with the A1 state. This result agrees with
the periodic calculations in which a B2 state was found to be one of the precursor states.
If we now analyze the dependence of the electronic coupling with the model we can see
that changing the model cluster also changes the coupling. Thus, one can see that for A1
states the estimated values are quite stable indicating that even the simplicity of the small
model cluster captures the main physical factors affecting the coupling. The same can be
roughly said of the B2 symmetry states. However, for the two other symmetries one can
see that at least the big model cluster is needed. The largest differences found are when
passing from the small to the big cluster models, while the addition of the electrostatic
field through the point charges is of lesser importance in the coupling, although appears to
be essential to stabilize the B2 component, and correctly account for the ground state.

One further aspect that may be considered concerns the adequacy of the extrapolating
procedure to estimate crossing seam geometry. Although in principle a geometry optimiza-
tion could be performed, it has been shown that, in general, the electronic coupling slightly
depends on the geometry. In the present work no attempts to carry out such optimization
were envisaged, however, preliminary calculations at different geometries were done. For
instance, in the case of the small cluster model, the electronic coupling was calculated for
a configuration in which both Ce and O atoms were kept frozen at the experimental bulk
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positions of CeO2. The values of VAB obtained were 61, 2, 26 and 18 meV, that are quite
close to those obtained incorporating the polaronic distortion at the crossing point. This
low dependency of the ET matrix element on the geometry agrees with that observed in
the mixed valence CuI-CuII system.57

Let us now consider the results obtained with the adiabatic strategy. As the largest
coupling is that of A1 states, we will focus on this symmetry in the following discussion.
If the full D2h symmetry is allowed in the SCF procedure at the crossing seam, the open
shell orbital, SOMO, is of Ag symmetry. This molecular orbital actually corresponds to a
symmetric (g or gerade) combination of the two A1 localized active orbitals, one of which
is shown in Figure 4.6. For the antisymmetric (ungerade) combination of the pair of active
orbitals one obtains u-symmetry molecular orbitals. The shape of these molecular orbitals
is shown in Figure 4.7. As the associated states are of different symmetry one can in
principle achieve convergence in the SCF procedure, and according to the Marcus theory
we have assumed that half the difference of energy between the ground state (Ag) symmetry
and the lowest root of u-type symmetry, a B3U state, corresponds to the electronic coupling
matrix element. Because of the stability observed in the coupling matrix element for
A1 states with respect to the cluster model, we have limited our analysis to the small
model. Also, we have explored several exchange-correlation functionals, in particular
B3LYP,58–60 HSE06,61 and M06,62 besides the PBE0 approach. These calculations were
performed using the same basis sets and theoretical setup but using Gaussian09 program.
The values obtained for VAB are: 85, 83, 68 and 88 meV for the functionals PBE0,
B3LYP, HSE06, and M06 respectively. As can be seen these values appear to be steady,
though somewhat larger than that obtained using the diabatic approach (65 meV). This
behavior has been already reported in the calculation of the electronic coupling in other
metal transition dimer clusters. For instance, hole-doped La2CuO4 perovskites, where the
B3LYP computations led to an ET matrix element of 217 meV, noticeably larger than that
obtained using the diabatic procedure, 189 meV, but underestimated with respect to the
value of 262 meV using a selected CI (DDCI).63

The analysis of the values calculated for the electronic coupling is generally performed
on the basis of through-bond and through-space contributions although this evaluation can
only be made on very simple models. However, in order to put our results in context first, it
is worth comparing them with those found for related systems. The closest (and simplest)
system is the 3d1-3d0 present in reduced titanium dioxide extensively investigated by
Deskins and Dupuis.38 These authors considered electron transfer in both anatase and
rutile phases, along different directions, obtaining values ranging between 10 and 200
meV. The differences were attributed to there factors: the Ti-Ti distance, the degree of
oxygen bridging, and the orientation of active d orbitals. Yet, the gross analysis was
consistent with the well-known decay of the electronic coupling with distance, as one of
its main ingredients relies on the overlap between donor and acceptor pairs. In particular,
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Figure 4.7: Shape of the highest occupied molecular orbital, Ag, and
its antisymmetric counter part of B3u symmetry for the small cluster
model.

for those cases where Ti atoms are linked by two bridging oxygens, the ET coupling
element lowers from 200 meV (rutile [001] direction, Ti-Ti distance of 2.97 Å), to 30 meV
(anatase, [201] direction, Ti-Ti distance of 3.09 Å). Since in our case two oxygen atoms
link two Ce atoms, with a Ce-Ce distance of 3.80 Å, our estimate of 64 meV appears
to be reasonable. A similar conclusion might be inferred when we compare with the
results obtained for a related system, the CuI(3d10)-CuII(3d9) where the ET process also
involves only one d electron.57 For this system the metal-metal distance was 3.1 Å and
a comparable calculation gave an ET element of 189 meV. Let us now compare with
other values of the electronic coupling derived from experimental data. Taking a value
for λ of 0.88 eV and the mobility reported by Tuller et al.,33 Shoko et al.35 estimated an
ET integral of 20 meV. However, this value was suggested to be too low, as using the
Harrison method a much larger hopping integral was obtained (∼100 meV). Beyond the
approximations assumed in these estimations, we suggest that the discrepancy is due to
the small value of the reorganization energy used for the calculation. Although our value
for λ (1.96 eV) calculated at the UHF level might be overestimated, it is interesting to
note that assuming T=1000 ◦C, the estimated value for the ET hopping integral is 79 meV,
remarkably close to the value of 65 meV obtained using the diabatic UHF wavefunctions.

To end up with this discussion let us analyze the adiabatic barriers for the ET process.
For the ET matrix element we can take the mean of the values determined from the
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adiabatic DFT approach (81 meV). For the diabatic barrier we can chose as a reasonable
approximation the difference between the UHF energies computed at the crossing seam
and at the minima reported in the energy profiles of Figure 4.5 (0.48 eV). Disregarding
ZPE corrections we can estimate an adiabatic barrier of 0.40 eV, which is agreement with
the 0.42-0.50 eV range experimentally determined.30,33 On the other hand, the adiabatic
or diabatic behavior of the ET transfer is governed by the transmission probability κ. This
coefficient gives the probability of passing from the initial state to the final state and is
given by κ = 2P0

12/(1 + P0
12),64 where P0

12 is the probability of conversion to the final state
per passage through the crossing seam. A value near 1 for κ indicates adiabatic transfer.
For a self-exchange process,65 the probability P0

12 might be estimated through the Landau
and Zenner expresin:66,67

P0
12 = 1 − exp[−(V2

AB/hν0)(π3/λkBT )1/2] (4.3)

Here ν0 is a typical frequency for nuclear motion, and in our case it corresponds to the
specific phonon mode describing the antiphase breathing mode of the oxygen atoms bound
to the CeIII site. Taking for this quantity the experimental accepted value of 595 cm−1

for longitudinal optic-mode phonon,26,68 we obtain a coefficient transmission κ = 0.81,
i.e. close to the ideal adiabaticity. This finding agrees with the adiabatic theory of small
polaron and reinforces the proposed hopping conductivity mechanism in which electrons
jump from a Ce3+ ion to a neighboring Ce4+ ion.

Conclusions

Ab initio quantum theory has been employed to determine and characterize the nature
of the electron transfer process between adjacent Ce3+ and Ce4+ centers in bulk ceria.
Using a supercell model, periodic boundary conditions and DFT calculations with the
PBE0 xc-functional, we have demonstrated that the reorganization that takes place when
a Ce4+ is reduced to Ce3+ involves almost exclusively the first coordination shell with
an increasing in the Ce(III)-O interatomic distance of 0.09 Å . This result allows us to
confirm the small polaron nature of reduced ceria previously proposed. The analysis
of the spin and electronic density shows a strongly localized charge distribution around
the Ce3+ ions. Within the two-state Marcus model, we have estimated the electronic
coupling matrix element or electron transfer integral, VAB, following two approaches.
Using diabatic wavefunctions determined at the Hartree-Fock level of theory we obtain for
this quantity a value of 65 meV. The analysis of the active orbitals nicely shows the strong
localized nature of the 4 f states. Using an adiabatic approach enabled us to estimate VAB

from DFT calculations employing several exchange-correlation functionals. The obtained
values fall in the 68-88 meV range (mean value VAB = 81 meV).

From the energy profiles determined at the UHF level of theory for the electron transfer
process along an idealized reaction path we obtained a reorganization energy λ of 1.96
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eV, and an adiabatic barrier for the polaron hopping of 0.40 eV, in very good agreement
with activation energy estimated from conductivity experiments performed on reduced
ceria. Finally, the transmission coefficient κ was estimated to be 0.81, indicating that the
electron transfer process is mainly adiabatic, confirming the earlier proposed adiabatic
theory of small polaron and hopping conductivity in defective bulk ceria.
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4.3 Transport properties in CeO2−x(111) surface: from charge
distribution to ion-electron collaborative migration.

José J. Plata, Antonio Márquez, and Javier Fdez. Sanz

Abstract: Charge distribution and ion and electron migration have been theoretically
studied in reduced CeO2 (111) surface by means of density functional calculations in-
cluding on-site localization corrections (DFT+U). The analysis of the charge distribution
shows that nearest-neighbor and next-nearest-neighbor configurations of Ce3+ and oxygen
vacancies are the most stable arrangements for both surface and subsurface oxygen vacan-
cies. Electron transfer between Ce3+ and Ce4+ centers correspond to a polaron hopping
involving the exchange of a 4 f electron across the surface, with activation energies of
about 0.3 eV. Activation barriers for oxygen atom migration on the surface strongly depend
on the charge of the ions surrounding the atom that actually moves. Namely, the migration
is particularly facile when the migration occurs crossing the line through Ce4+ ions. The
present results afford a quantitative depiction of the low barrier for the oxygen diffusion
across the cerium oxide surface.

Introduction

Cerium oxide or ceria (CeO2) has been one of the most studied materials during the last
decade because of its outstanding properties in a variety of technological applications.
This material is used as catalyst in a diversity of processes such as automotive exhaust
converters, water-gas shift reaction, production and purification of hydrogen, or crude oil
refining.16,69–72 Initially, the promoting effect of ceria was attributed to the enhancement
of the metal dispersion and the stabilization of the support towards thermal sintering.21,22

However, subsequent work has shown that ceria can act as a chemically active component
as well, working as an oxygen reservoir able to release it in the presence of reductive
gases and to stock it upon interaction with oxidizing gases.23,25,73 On the other hand, due
to its relatively high oxygen ion conductivity, ceria is an interesting material as electrolyte
in high temperature devices, such as solid oxide fuel cells, or oxygen gas sensors.73,74

The suitability of ceria in this broad range of technological fields is due to the well-
known ability of cerium to cycle between Ce3+ and Ce4+ oxidation states, on one side,
and the easiness to create oxygen vacancies, on the other side. This ability, related to the
reducibility of the material, is accompanied by a facile electron transfer across the bulk
and surface, together with an easy oxygen transport, and later healing of the defects under
oxidizing conditions. Understanding the behavior of surface reactive sites is essential in
order to establish the reaction mechanisms, and a great effort has been made in recent
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years to describe the charge distribution in CeO2−x materials and thus rationalize the
processes involved in ionic and electron migration.34

Electron mobility in ceria was first experimentally studied by Tuller and Nowick,33 that
from electrical conductivity measurements proposed a small polaron hopping mechanism
in which electrons jump from a Ce4+ ion to a neighboring Ce4+ ion, according to the
model developed by Holstein and Friedman.31,32 The mobility in CeO2−x was found to be
activated, with an activation energy Ea = 0.40 eV at small x and increasing to 0.52 eV at
x = 0.25. A similar conclusion was drawn from the work of Naik and Tien,75 though at
very low vacancies concentration the activation energy reported was lower: 0.20 eV. From
a theoretical point of view, the so-called hopping integral, t, a key quantity in the analysis
of the electron mobility of a system, has been investigated. However, depending of the
method to compute this value, a large discrepancy has been reported.34 In a recent work
we have described an ab initio prediction of this quantity based on quantum chemical
calculations.75 In bulk ceria the electron coupling matrix element or hopping integral was
estimated to be 0.08 eV, with an adiabatic activation barrier for the polaron hopping of 0.4
eV. Moreover the transmission coefficient κ was estimated to be 0.81, indicating that the
electron transfer process is mainly adiabatic, confirming the earlier proposed adiabatic
theory of small polaron and hopping conductivity in defective bulk ceria.

Oxygen transport in ceria materials has been experimentally and theoretically studied
too.16 On one hand, experiments have been performed in order to analyze the diffusion of
oxygen vacancies in ceria and doped ceria. One of the most common techniques used to
obtain activation energy for oxygen diffusion is the ac impedance analysis of the measured
electrical conductivity. The barriers obtained range from 0.5 to 0.9 eV, a rather high
value that together with the low concentration of vacancies in pure ceria makes it not
specially suited as solid electrolyte. Ceria doped with lower valence cations contains
intrinsic oxygen vacancies, which improve the conductivity, and actually doping ceria
with rare-earth trivalent cations is the usual technique to improve the conductivity.76 From
a theoretical point of view, oxygen transport in ceria has been analyzed in several works.
For instance, Andersson et al.77 analyzed the connection between defect association
and ionic conductivity using density functional theory based calculations, DFT, within a
generalized gradient approach, GGA. Dholabhai et al.78 included a Hubbard like term in
the computational approach, DFT+U, in order to elucidate oxygen vacancy migration in
bulk ceria and Pr-doped ceria. However, ionic and electron conduction cannot be in general
analyzed separately because coupling effects between motion of cations and electrons
have been reported in some transition metal oxides.12,13,79 In last years, experimental
results have suggested that ceria and doped-ceria material are in this group of oxides
in which there is a relation between electronic and ionic currents.15,80,81 In fact, charge
distribution of Ce3+ and vacancies have been intensively discussed. Nakayama et al.82

calculated high association energies (0.49-0.80 eV) between the oxygen vacancies and
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Ce3+ ions, an therefore the formation of isolated vacancies would be negligible in bulk.
However, other authors assumed that Ce3+ ions show a preference for next nearest neighbor
positions instead of nearest neighbor sites at low concentration of defects in bulk and (111)
surface.34,83,84

In a recent work Chueh et al.1 performed a spectroscopy study to quantify simulta-
neously the concentration of Ce3+ species on the surface and in the bulk of Sm-doped
ceria. They showed that the surface Ce3+ concentration is substantially enhanced from
the bulk, especially at low bulk oxygen nonstoichiometries, and is only weakly dependent
on temperature and oxygen activity. Likewise, the reduced surfaces have high oxygen
vacancy concentration, meaning that Ce3+ segregation is accompanied not only by electron
transfer but also by oxygen diffusion through the first surface layers.

In light of the crucial and distinctive role exhibited by the surface in the charge
transport process in reduced ceria, we decided to undertake a theoretical analysis of the
electron mobility and oxygen migration in a defective ceria surface. We used DFT+U
methodology in which the U parameter is also applied to O 2p orbital (Up). This strategy
was reported to improve the description of some oxides as CeO2 and Ce2O3.85–87 In this
study, we start by analyzing the charge distribution and vacancy formation in reduced
(111) ceria. Then the energy barriers associated with the electron hopping between Ce3+

and Ce4+ ions are estimated for several vacancy arrangements. In a third step we compute
the barriers for oxygen migration. The whole analysis shows some coupling between
polaron hopping and oxygen diffusion, suggesting that, for specific arrangements, the
polaron hopping someway assists the vacancy migration at the surface.

Computational details and surface model

Periodic DFT+U spin polarized calculations were carried out with the Vienna ab initio
simulation package (VASP).88–90 This code solves the KohnSham equations for the
valence electron density within a plane-wave basis set and makes use of the projector
augmented wave (PAW) method to describe the interaction between the valence electrons
and the atomic cores.91,92 The valence electron density is defined by the twelve (5s25p6

6s25d14 f 1) electrons of each Ce atom and the six (2s2 2p4) electrons of each O atom. The
plane-wave expansion includes all plane waves with kinetic energy smaller than a cut-off

value set to 500 eV, which ensures adequate convergence with respect to the basis set.
The GGA functional proposed by Perdew et al.93,94 (PW91) was selected. To take into
account the on-site Coulomb correction a Hubbard-like term was introduced according
to the formalism due to Dudarev et al.,95 which makes use of a single Ue f f parameter,
hereafter denoted simply as Uf and Up, to design the effective values used for the Ce 4 f
and O 2p electrons, respectively. For Ce and O we have used a U f and Up of 5 eV which
leads to a moderately improved description of some critical aspects that concern structure,
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electronic properties, and thermochemistry of both CeO2 and Ce2O3.51,87

Forces on the ions were calculated through the Hellmann-Feyman theorem, including
the Harris-Foulkes correction to forces.96 This calculation of forces allows one to employ
the conjugated gradient scheme in geometry optimization. Iterative relaxation of the
atomic positions was stopped when the forces on the atoms were < 0.01 eV/Å. The
barriers for vacancy-oxygen migration were located using the climbing image version
of the nudged elastic band (NEB) algorithm.97 Barriers for the polaron hopping were
calculated using a linear interpolation scheme. This method is based on the appropriate
localization of electrons on initial and final site, and has been successfully used in previous
studies.38,75,98 This method captures the physics of the key phonon mode associated with
the polaron transfer, the antiphase breathing polaronic expansion around the reduced metal
site, and the contraction around the oxidized metal site.

Figure 4.8: A) Model of the (3x3), four-layer thick, CeO2¸ (111) surface. B) Top view of CeO2
(111) surface supercell. Blue circles show different kind of neighbors around subsurface
oxygen. C) and D) Top view of reduced surface with surbsurface (Vss) and surface (Vs)
vacancies respectively. Atom colors: red=O, white=Ce, green=subsurface O (Osub), yellow=

surface O (Osur f ), grey= subsurface Ce (Cesub), dark grey=surface Ce (Cesur f ).
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The bulk ceria lattice constant is taken from previous work87 in which the same
theoretical approximations of this work were used. The resulting parameter is 3.47 Å,
which is within 2% of the experimental value (a0 = 3.41 Å). The CeO2 (111) surface
was described by a slab model with three-dimensional boundary conditions. We used
a (3x3) supercell in which three different kinds of cerium ions can be distinguished on
the surface depending on the proximity to an oxygen vacancy: nearest neighbor (NN or
2N), next-nearest neighbor (3N) and next-next-nearest neighbor (4N). The cell was 12
atomic layers thick or four CeO2 trilayers. The supercell model and different sites and
arrangements are depicted in Figure 4.8. In all cases, the lower CeO2 trilayer was kept
frozen while the rest of the atoms were allowed to fully relax their atomic positions. The
supercell model is separated from their images by a vacuum of 15 Å, considered enough
to avoid interaction between the slabs. To sample the Brillouin zone a 2x2x1 grid of
k-points generated by the Monkhorst-Pack scheme was used. Two kinds of defects were
considered, surface and subsurface oxygen vacancies, which have been reported as the
most stable defects in the (111) surface.84

Results and discussion

Charge distribution

To analyze the charge distribution in reduced ceria (111) surface, we first computed
oxygen vacancy formation energies (Ev f ) in surface (Osur f ) and subsurface (Osub) sites.
For these calculations, we took molecular O2(g) and stoichiometric surface energies as
references. Vacancy creation generates two Ce3+ ions, with electronic configuration 4 f ,
which can couple ferromagnetic (FM) or antiferromagnetically (AF). However, we limit
the study to FM states that have been recently reported as slightly more stable due to
superexchange mechanism.99 The results obtained for different arrangements are reported
in Table 4.1. One can observe that, in general, the vacancy formation energies are lower
when the vacancy is located at the subsurface oxygen layer, in agreement with previous
calculations.83,84,100 The Ce3+ ions tend to remain apart each other, and located at the
surface sites, reflecting that they can relax more efficiently than if they were located at the
subsurface. The most stable site for the vacancy corresponds to a 3N 3N arrangement,
in agreement with previous PBE+U calculations.83 On the other hand, the Ev f values
estimated using the Up on-site term are found slightly smaller compared to previous HSE
or DFT+U calculations, which is in agreement with bulk results.87 However, the relative
stability between different possible configurations remains essentially unchanged. For
both the surface and the subsurface defects the 3N 3N configuration is the most stable,
indicating that the 3N sites are the preferential distribution for Ce3+ on the reduced surface.
NN or 3N site preference has been study in lanthanide trivalent-doped systems in which
two different effects were described.77 On one hand, the Coulomb interactions between
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the vacancy and dopant charged defects are stronger (negative) for NN than 3N site.
This interaction decreases slowly in the lanthanide series from left to the right. On the
other hand, elastic contributions related to lattice deformations are stronger (positive) and
decrease faster than Coulomb interactions for NN sites. When both contributions are
taken into account, this model predicts 3N preference from La3+ to Pm3+-Sm3+ (including
Ce3+) while the other trivalent cations of the series prefer NN sites.

Table 4.1: Table1. Vacancy formation energies (Ev f ) on the CeO2 (111) surface. The s
prefix was used to label Ce3+ ions at the subsurface Cesub sites.

Ev f

Surface vacancy Subsurface vacancy
Configuration This work PBE+Ua Configuration This work PBE+Ub

3N 3N 2.18 2.06c 3N 3N 1.81 1.87c

NN 3N 2.24 2.16c NN 3N 1.90 2.00c

NN NN 2.31 2.22c 3N 4N 1.94 -
3N s3N 2.32 - s3N s3N 1.95 -
3N s3N 2.32 - 3N sNN 2.10 2.08c

3N 4N 2.33 - NN sNN 2.17 2.40c

NN 4N 2.44 2.28c 3N s3N 2.23 -
NN s3N 2.47 2.45c 3N s3N 2.26 2.38c

s3N s3N 2.65 2.59 s3N sNN 2.34 -

aValues calculated using a 3x3 supercell. 100 bValues calculated employing a 2x2 supercell. 84 cSimilar defect-
formation energies have been calculated using a 3x4 supercell. 83

Electron mobility

To explore the electron mobility near the surface we computed the adiabatic activation
barriers for electron transfer between Ce3+ and Ce4+ ions in the defective surface. To
cover all possible situations in the surface, we estimated three different barriers for both
surface and subsurface vacancy arrangements, which essentially differ by the proximity to
the vacancy. In a first step, we analyzed the Ce3+-Ce4+ electron hopping far away from the
vacancy (3N 3N→ 3N 3N). A pathway closer to the vacancy was modeled calculating
the barrier for electron transfer from a 3N site to a NN site (3N 3N→ NN 3N). Finally,
an immediate electron hopping directly across the vacancy was considered (NN 3N→
NN 3N), as shown in Figure 4.9. The adiabatic activation barriers computed for the three
pathways for both surface and subsurface oxygen vacancies are reported in Table 4.2. The
largest barriers correspond to the first case, in which the Ce3+ and Ce4+ ions exchanging
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the electron are located well away from the vacancy, and would be representative of a
sort of isolated Ce3+-Ce4+ pairs. The estimated barriers are 0.45 and 0.50 eV, larger
than the experimental data. However, when the polaron is located at the surroundings
of the vacancy, a significant lowering of the barrier (30-50%) can be observed. This
behavior is found for both surface and subsurface vacancy models. The computed barriers
now fall in the 0.28-0.37 eV range, in very good agreement with the experiment. On
the other hand, our values appear to be somewhat larger than those recently found by
Nakayama et al. that for a bulk model using a PBEsol+U approach, a jellium background
and dipole corrections reported barriers for the electron transfer lower than 0.2 eV. To
check whether the differences are due to the different setup in the calculations we carried
out a computation of the barrier in a bulk model described by a 2x2x2 supercell containing
an oxygen vacancy (95 atoms). To avoid Ce3+-Ce3+ coupling effects one of these reduced
Ce atoms was substituted by a Ce3+ pseudopotential, which allows one to perform the
calculations for an electronic doublet without including the jellium background. The
result of this calculation gave an activation barrier for the polaron hopping of 0.31 eV, in
agreement with the values above reported, and consistently lower than the barrier for the
perfect crystal (0.40 eV). Such a lowering of electron transfer barrier near a vacancy also
is qualitatively in agreement with the findings reported by Nakayama et al.

Table 4.2: Activation energy (eV) for polaron hopping in the CeO2 (111) surface.

Path Vs Vss

NN 3N→NN 3N 0.30 0.28
3N 3N→NN 3N 0.37 0.29
3N 3N→3N 3N 0.45 0.50

The findings obtained so far theoretically corroborates that the presence of vacancies
facilitate the electron mobility experimentally observed. This phenomenon should be
related to the breathing polaronic expansion and contraction of the bridging oxygen atoms
between Ce3+ and Ce4+ ions. If the oxygen vacancy is in the contiguity to one of the
Ce atoms involved in the electron transfer, the relaxation is expected to be easier than
when it is a the vicinity of a fully coordinated ion. Experimental data suggest that electron
conductivity is highly depending on the surface area and the vacancy concentration.
Litzelman and Tuller reported that electron conductivity is pO2 dependent while ionic
conductivity is not.101 In fact, electron conductivity is higher at low pO2 levels, in
which the concentration of vacancies increases. Also, Tschope analyzed how electronic
conductivity increase upon reduction of the grain size of polycrystalline cerium oxide.102

A reduction of the grain size derives in more grain boundaries and surface area in which
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Ev f is lower than in bulk, and therefore, an increase in the surface concentration of
vacancies is expected. Both experimental works show that the electronic conductivity
increases when surface vacancy concentration is higher, which is in agreement with the
model here proposed.

Figure 4.9: Top. Spin density isosurfaces (dark blue) for polaron migration
from NN 3N site to NN 3N site, labeled as Ce3+-Ce3+ in defective CeO2
(111) surface. Bottom. Reaction energy profile for polaron transfer.
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Ionic transport

Oxygen migration has been intensively studied not only for its applications in solid fuel
cell but also for its importance in the oxidation catalytic process in which the surface act as
oxygen reservoir. Oxygen or vacancy migration barriers have been computed in reduced
CeO2−x bulk systems, with estimated values in the 0.40-0.70 eV range.77,78,82 However,
studies of vacancy migration on the surface are much more scarce, and in fact, as far as we
can ascertain, the ionic mobility in the (111) surface has never been studied. In the present
simulations we will consider the oxygen migration between surface and subsurface, which
actually would represent the first (or the last) step in the oxygen exchange across the
surface. The starting point will be the most stable vacancy, i.e. located at the subsurface.
For an oxygen ion to move from the surface towards the subsurface it has to follow a path
through two cerium atoms. The distance between a pair of Ce4+ ions in the stoichiometric
surface is 3.80 Å. However, this interatomic distance will be different for the reduced
surface, as Ce3+ features larger ionic radius. Since the charge is also different, the energy
profiles along the reaction coordinate will depend, therefore, on the nature of the pair
(Cex-Cex) across which the oxygen atom migrates. To take into account this diversity
four different possibilities were considered. In the first, labeled Ce3+-Ce3+, the oxygen
moves through a pair of Ce3+ ions. The second refers to the movement of the oxygen
atom crossing the line Ce3+-Ce4+. In the two remaining possibilities the oxygen makes its
way between Ce4+ ions, in which case the Ce3+ ion might be located far from the vacancy
(Ce4+-Ce4+)A, or close to the vacancy (Ce4+-Ce4+)B. The transition states for these four
oxygen migrations were located using the well-known NEB algorithm and the activation
energies are reported in Table 4.3. As can be seen, the activation energy involving two
trivalent Ce ions is significantly high, 0.73 eV, close to that previously estimated from bulk
ceria models. Substitution of a trivalent ion by a tetravalent ion involves a drastic lowering
(Ea = 0.39 eV), with further reduction when the migration takes place across two Ce4+

ions (Ea= 0.27 and 0.12 eV). The analysis of the charge distribution along the reaction
paths reveals that in the Ce3+-Ce3+ pathway, oxygen atom migration is accompanied
by a electron shift from one of the closest Ce3+ ions (NN) towards a Ce4+ ion located
at site 3N. This kind of assisted mechanism is depicted in Figure 4.10, where one can
see that in the transition state structure, one of the 4 f 1 electrons has also moved. Such
a concerted mechanism has been also reported for oxygen migration in bulk ceria by
Nakayama et al. Indeed, instead of surmounting a high barrier through two Ce3+ ions, an
initial electron shift allows for a much easier relaxation of the transition state structure.
It should be noticed however that, in the surface, even with the assisted mechanism, the
barrier is considerably high, and the preferred migration will always proceed through
(Ce4+-Ce4+) pairs. This statement is also reinforced with the fact that 3N 3N and NN 3N
arrangements are energetically favored. For oxygen atom to migrate it will find its way
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through a (Ce4+-Ce4+) pair even though a preliminary electron transfer (easier and faster)
is needed. In this sense, the oxygen migration might be viewed as an electron-hopping
assisted mechanism.

Table 4.3: Activation energy, Ea for oxygen migration in the CeO2 (111) surface.

Path Ea / eV
Ce3+-Ce3+ 0.73
Ce3+-Ce4+ 0.39

(Ce4+-Ce4+)(A) 0.27
(Ce4+-Ce4+)(B) 0.12

Figure 4.10: Top. Isosurfaces (dark blue) and reaction path of the (FM) spin density for oxygen
migration from NN NN (Vss) site to NN NN (Vs) site in defective CeO2 (111) surface. In the
transition state structure the oxygen that moves from the surface to the subsurface is colored
in orange.

Conclusions

A theoretical study of the charge distribution and ion and electron motilities in reduced
CeO2 (111) has been performed using DFT calculations that include on-site Hubbard-
like corrections on both Ce and O atoms (DFT+U). The analysis of the electron density
shows that Ce3+ ions prefer to be located at nearest-neighbor and next-nearest-neighbor
arrangements with respect to the oxygen vacancies. With respect to the position of oxygen
vacancies, they are found be more stable in the subsurface layer than in outermost layer of
the surface, in agreement with previous calculations.

The electron transfer between Ce3+ and Ce4+ ions, responsible for the electron mobil-
ity, is an activated process whose barrier depends on the proximity of the oxygen vacancy.
When the Ce3+-Ce4+ pair is located well apart from the defect, the estimated barriers
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are 0.45 and 0.50 eV, values that are closed to that found for non-defective bulk ceria.
However, when the polaron is located at the surroundings of the vacancy, a significant
lowering of the activation energy can be observed for both surface and bulk models, with
barriers in the 0.28-0.37 eV range. This result is in agreement with experimental data
suggesting that the electron conductivity is highly dependent of properties that modify the
number of oxygen vacancies.101,102

With respect to the oxygen migration, the energy profiles indicate that the lowest
pathway involves oxygen atom making its way through a (Ce4+-Ce4+) pair toward the
adjacent vacancy. Under these conditions the estimated barrier may be as low as 0.12
eV. However, the activation energy significantly increases when the oxygen moves to a
vacancy traversing between (Ce3+-Ce4+) or (Ce3+-Ce3+) pairs. In such a case it would be
preferable to transfer an electron to a nearby Ce4+ to facilitate the oxygen migration.

In summary, charge transport in ceria might be viewed as a collaborative movement
of electron transfer and ionic migration. Electron transfer is facilitated by the presence
of oxygen vacancies, while oxygen (vacancy) migration is much easier when the atomic
displacement occurs through non-reduced Ce4+ ions. This coupling between electronic
and ionic conductivity is consistent with previous experimental results in which the
measurements of Onsager cross coefficient and the ionic and electronic charge of transport
reveal that both carriers do not migrate independently.14,15
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5.1 Introduction

In the recent years, development of new ceria nanomaterials has received much attention in
the literature as new synthetic techniques has enabled the prepararion of low dimensional
nanostructures such as nanorods, nanotubes, nanoplates, nanocages or epitaxial het-
erostructures which exibit excelent properties for different technological applications.1–14

However, fabrication of nanocrystalline systems with the desired dimension and shape
to provide the desired activity and efficiency for catalytic purposes is still an ultimate
challenge in modern material research.

The success of ceria as a catalyst is strongly related to the easy Ce 3+/Ce 4+ conversion.
As a consequence, surface oxygen vacancies are easily stabilized and ceria can behave as
an oxygen buffer in many oxidizing reactions. These properties are strongly related to the
surface structure, specifically to the nature of the exposed surface planes of CeO2.15–18

In fact, the effect of the structure of the exposed crystal plane has been found to strongly
affect the activity of ceria supported gold particles in WGS and low temperature CO
oxidation reactions.19–21 For this reason, the development of new ceria nanostructures
controlling their structure and exposed planes has recently led to the appearance of more
active and efficient ceria-based catalysts.22,23

Taking into account all these considerations, ceria nanotubes are strong candidates to
be the basis for highly active ceria based catalyst. Nanotubes exhibit high specific surface
area and can be tuned to expose a desired plane. Moreover it has been reported that ceria
nanotubes presents high density of oxygen vacancies and Ce 3+ ions.24 In fact, highly
active metal clusters supported on ceria nanotubes where reported recently for different
oxidation reactions.25–28 However, the mechanism of formation and stabilization of these
1D nanostructure is not well known yet.

Solid oxide fuel cell (SOFC) is among the most promising, sustainable and enviro-
mental friendly technologies for power generation. Their main disadvantage is their high
working temperature (800 − 1000 ◦C) wich introduces difficulties related to materials and
structure stabilities. A current objective is, thus, to reduce the operating temperature to
about 500 − 700 ◦C by increasing the ionic conductivity of the solid electrolite. Different
strategies are being pursued simultaneously to reach this goal. Rare earth doped ceria
are promising electrolite materis due to their high electronic conductivity at low tempera-
tures.29 Nanocrystalline materials are also actively investigated as increases of about 2-3
orders of magnitude in ionic conductivity have been found compared to microcrystalline
systems.30–33 This is related to the high number of surface atoms that expose these systems
that are active sites for reactions and allow to enhance the ionic conductivity across the
interfaces. Moreover, many of these systems develop mixed ionic/electronic conductivity
properties which also makes them anode candidates in SOFCs.

In this chapter we will analyze the formation and stabilization and rationalize the
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properties of some low dimensional CeO2 nanostructures. Ceria (100) nanotubes (NT)
will be studied in order to explore their stability, geometric, and electronic structure. The
stability of these systems will be rationalized in terms of reduction of NT strain and bond
covalency reinforcement. Moreover, gold adsorption on ceria nanotubes will be evaluated
to analyze its potential use as catalyst. The second part of this chapter will be dedicated
to ceria epitaxial heterostructures on yttria stabilized zirconia (YSZ). First, the effect of
the strain lattice on the oxigen migration barrier in the zirconia phase will be evaluated.
Later on, Ce 3+ and vacancy stabilization will be explored. Finally, we will rationalize the
enhancement of the ionic conductivity of these nanostructures based on the properties of
doped ceria layers.
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5.2 Ceria(100) Nanotubes with Negative Strain Energy: A First-
Principles Prediction
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Ceria(100) Nanotubes with Negative Strain Energy: A First-Principles
Prediction
Jose ́ J. Plata, Igor Ruiz-Tagle,† Antonio M. Maŕquez, and Javier Fdez. Sanz*

Departamento de Química Física, Facultad de Química, Universidad de Sevilla, E-41012 Sevilla, Spain

ABSTRACT: Over the past decade, one-dimensional (1D)
ceria nanotubes (NTs) have been synthesized and reported as
promising candidates for catalysis. Here, for first time, we
address the structural and electronic properties of a family of
ceria single-walled NTs by means of state-of-the-art periodic
density functional theory (DFT) calculations using a hybrid
functional. Strain energies were found to be negative in almost
the whole diameter range for the (0,N) series, indicating the
stability of these NTs relative to the ceria flat layer. Both
O2p−Ce4f and O2p−Ce5d band gaps are found to widen with
respect to the bulk values. Gold atoms have been deposited on
both the outer and inner surfaces of a prototypical NT, the interaction energy being of ∼1.4 eV. These surfaces appear to be
easily reducible with the formation of cationic Au+ species, which make them especially attractive for catalytic purposes.

SECTION: Physical Processes in Nanomaterials and Nanostructures

Cerium oxide (either CeO2 or nonstoichiometric CeO2−x),
commonly referred to as ceria, is one of the most

important rare earth materials, and has been extensively studied
for many technological applications such as heterogeneous
catalysis, luminescence, fuel cells, and solar cells due to its
chemical stability, high oxygen storage capacity, and so forth.1−3

Ceria nanoparticles supported on either another (reducible)
metal oxide (TiO2),

4,5 or a metal such as Cu (the inverted
catalyst), have also been considered and actually found to
display a high catalytic activity in the water−gas shift (WGS)
reaction.6

It is recognized that one-dimensional (1D) nanostructures
may exhibit unique electrical, optical, magnetic, mechanical, and
thermal properties that are obviously different from those of
bulk materials, and they have been the focus of intense research
owing to their fascinating physical and chemical properties.
Recently, 1D ceria nanostructures as nanowires, nanorods, or
nanotubes (NTs), have been synthesized.7,8 Moreover, ceria
NTs have been reported to be active catalyst for the WGS
reaction at low temperatures.9 High porosity and oxygen
storage capacity, and excellent reducibility are some of the
properties found for these systems.10−12 Although much has
been learned about the synthesis of ceria NTs,13 the mechanism
of formation and its structural and electronic properties remain
poorly understood. In fact, as far as we can ascertain, this type
of 1D ceria nanostructures have never been studied from a
quantum chemical point of view, and only classical atomistic
simulations have been reported.14 In this study, for the first
time, periodic density functional theory (DFT) calculations
using a hybrid functional were carried out to model and analyze
the stability, structure, and electronic properties of ceria NTs.
As a preliminary study focused on the catalytic behavior of
these systems, the interaction between gold atoms and ceria

NTs was also studied in order to predict the possible
applications and properties as catalyst.
Catalytic and optical performance of nanometer-sized cerium

oxide strongly depends on its morphology and crystallographic
orientation. Ceria (100) layers are one of the possible wall
structures found in CeO2-based NTs.15 This surface is
reconstructed because of a dipole moment perpendicular to
the surface, so a removal and shift of 50% of the terminating
oxygen species is performed.16 The reconstructed surface
presents three different atomic layers corresponding to one
layer of 4-fold coordinated Ce atoms in between two O layers.
The O layers consist of rows of 2-fold coordinated or bridging
oxygen atoms (Ob) perpendicular to each other. Three rollup
vectors were chosen to obtain single-walled monolayer
nanotubes (SWNTs) with different chirality: (N,0), (0,N)
and (N,N), as depicted in Figure 1a. Different oxygen
terminations are generated depending on the folding. The
(N,0) and (0,N), which actually are not chiral, differ in the
orientation of the outer/inner Ob rows (see Figure 1b). Thus,
the (N,0) rollup leads to Ob rows perpendicular to the growing
vector of the NT in the outer layer (outO⊥) and parallel in the
inner layer (inO∥). The opposite arrangement is obtained in the
case of the (0,N) rollup. For the (N,N) rollup mode, rows of
oxygen atoms forming a 45° angle (diag) with the growing
vector of the NT are obtained; in this case, the NT is chiral.
The outstanding catalytic properties of ceria rely on its facile

Ce3+ ↔ Ce4+ redox conversion;17 however, the strongly
correlated nature of the 4f electrons means that pure GGA

Received: June 5, 2012
Accepted: July 23, 2012
Published: July 23, 2012

Letter

pubs.acs.org/JPCL

© 2012 American Chemical Society 2092 dx.doi.org/10.1021/jz300731n | J. Phys. Chem. Lett. 2012, 3, 2092−2096

Section 5.2. Ceria(100) Nanotubes 111



i
i

“thesis” — 2013/6/27 — 15:59 — page 112 — #124 i
i

i
i

i
i

functionals are not well suited to model oxidized and reduced
ceria. In this work, we use the hybrid B1-WC functional,18

which has been found to consistently describe structural and
electronic properties of ceria materials.19 To model the NTs,
we took advantage of the helical rototranslational symmetry
recently implemented in the periodic CRYSTAL09 code.20 The
symmetry is used for the automatic generation of the structure,
for the calculation of one and two-electron integrals and for the
diagonalization of the Fock matrix, where each irreducible
representation is treated separately.21,22 The calculations setup
is similar to that previously reported in ref 19, and additional
information is given in the Computational Details section. In
order to measure the stability of the NT, we compute the strain
energies, Es, defined as Es = ECeO2

NT − ECeO2

NS , where ECeO2

NT is the

energy of one CeO2 unit in the NT, and ECeO2

NS is the energy of
one CeO2 unit in the nanosheet.22

The strain energy for the (N,0), (0,N) and (N,N) NTs are
reported in Figure 2a. In general, the strain originating from the
curvature of the NT is expected to increase when its diameter is
reduced, and the (N,0) and (N,N) series show this trend.
However, while the (N,N) curve quickly converges to zero, the
(N,0) curve shows higher strain energy values and a slower
decay to zero. Both structures presented positive strain energy
values in the whole range, indicating that they are not stable
compared to the ceria (100) nanosheet. Interestingly, the
behavior of the (0,N) series is completely different from that
observed for the two other series. First, the values of the strain
energy are negative, i.e., more stable than the 1-layer ceria
nanosheet. Second, the higher the curvature of the NT, the
lower the strain energy obtained, which is quite a peculiar
behavior since, as commented above, one could expect that
rolling a flat slab leads to less stable structures. This behavior
has also been theoretically observed in single-layered SrTiO3
NTs,23 and shows how the modification of the rollup vector
dramatically modifies the stability of the structure.
To elucidate the factors affecting the stability of these

systems, we have carefully analyzed the structural and electronic
properties of each series. If we compare the (N,0) and (0,N)
strain energies, the curves look like mirror images. In fact, their
structures just differ in the Ob termination at the inner and
outer surfaces. Ob rows in the inner and outer surface are
perpendicular and parallel, respectively, to the growing vector
of the NT in (0,N) systems, while the situation is the opposite
for (N,0) structures. This suggests that oxygen termination may

determine the stability of the structure. Over all the structures
considered, the Ce−O interatomic distance changes less than
0.020 Å with respect to the nanosheet; however, the Ce−O−
Ce angle and Ce−Ce distance are strongly modified depending
on the rollup mode, as shown in Figure 2b. While for the (N,0)
NT series the Ce−Ce distance increases when the diameter
grows, this distance lowers for the (0,N) NT series. An almost
mirror image relationship between both curves was again
observed.
To rationalize this behavior, we first realize that (N,0) and

(0,N) modes actually correspond to upward and downward
folding of the same sheet (Figure 1a). Depending on the up/
down mode, the outer Ob rows are perpendicular or parallel to
the growing vector. A Mulliken population gives an average net
charge for these atoms of −1.24 |e|. Since these rows of
bridging oxygen atoms are facing each other, it is reasonable to

Figure 1. (a) Rollup vectors for the ceria NTs and top view of the one-
layer (001) ceria nanosheet. Side-view pictured at the top showing the
oxygen rows. (b) Oxygen terminations for the different growing
modes. Atom colors: red = O, white = Ce.

Figure 2. Properties of single-walled monolayer ceria (001) NT versus
the NT diameter. (a) Strain energy; (b) interatomic Ce−Ce distance;
(c) O2p−Ce5d band gap; (d) O2p−Ce4f band gap. Horizontal
dashed lines correspond to the values computed for the ceria
nanosheet.

The Journal of Physical Chemistry Letters Letter
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assume that the repulsion between these negatively charged
atoms is the main reason for the energy differences observed
between the series. The interbridge distance decreases in the
(N,0) rollup, while it increases in the (0,N) mode. To gain a
deeper insight into the structure, we have reported in Figure 3

strain energies against some relevant structural parameters in
such a way that both growth modes might be viewed in the
same plot. Figure 3 shows the dependence of the strain energy
on the distance between parallel oxygen rows. As indicated
above, these are in the inner layer in the (N,0) NTs and in the
outer layer in the (0,N) NTs. If we start from the nanosheet
(3.805 Å, the reference in Figure 3), decreasing this value
(lowering the diameter in the (N,0) series) leads to a higher
strain energy partly due to the larger repulsion between O∥.
Concomitantly, the O⊥−Ce−O⊥ angle increases, which also
adds to the instability. On the contrary, when the distance
between parallel oxygen atoms increases (i.e., the diameter in
the (0,N) NTs decreases), the electrostatic repulsion between
these atoms lowers and so does the strain energy. The
minimum is obtained for the (0,7) NT, where the O⊥−Ce−O⊥
angles are slightly higher than the tetrahedral value. For the
(0,6) NT, the energy suddenly raises mainly due to the quasi-
linearity of the Ce−O⊥−Ce bond angles needed to
accommodate the Ce atoms in such a reduced circle. Indeed,
this angle grows when the diameter lowers until near 170° for
the (0,6) NT.
To analyze the dependence of the electronic properties on

the NT diameter, we have estimated the density of states
(DOS) for the three series. Plots for the relevant band-gaps are
reported in Figure 2c,d. As can be observed, the O2p−Ce4f gap
increases with the diameter of the NT in the three series;
however, different trends were obtained for O2p−Ce5d gaps.
For the (N,0) and (N,N) series, this band gap increases with
the diameter, according to the lowering of the strain energy.
Yet, it monotonously decreases with the diameter converging to
the value found for the nanosheet (dashed line) for the (0,N)
family, which is the structure with negative strain energy values.
This finding suggests that this behavior could be related to the
stability of the NT and tentatively accounted for taking into
account that in this case the Ce−O distance is slightly reduced
when the diameter lowers, leading, therefore, to a better overlap

between Ce and O orbitals. Consequently, a reinforcement of
the covalency occurs, widening the gap between the bands
corresponding to the involved orbitals, the Ce 5d (formally
empty) and the O 2p orbitals. In summary, the stability found
for (0,N) NTs might be due to both structural reasons (the
presence of O⊥ in the inner surface and O∥ in the outer surface)
and electronic reasons (the reinforcement of the covalency
between O 2p and Ce 5d orbitals). Moreover, due to quantum
confinement, both O2p−Ce4f and O2p−Ce5d band gaps are
found to widen with respect to bulk values computed with the
same functional (3.18 and 7.48 eV),19 although, compared with
TiO2 NTs, the increments are relatively small.22

To model the interaction of coinage metals with these ceria
nanostructures, we considered the deposition of single gold
atoms on a prototypical NT. To this aim, we chose one of the
most stable NT, the (0,8), with a diameter of 8.8 Å. We took a
supercell consisting of four units that, with a length of 15.288 Å,
ensures that Au−Au lateral interactions are minimized. Au
atoms were added both at the inner and outer surfaces, and
several sites were explored, and in both cases two stable sites
were found. In site Otop, the Au atom binds on top of an oxygen
atom, although in the optimized structure it appears to be
somewhat tilted toward the O∥ row. In the second site, the Au
atom bridges two parallel oxygen atoms forming a quasi-linear
O−Au−O bond, normal to the growing direction: the
outO∥−outO∥(⊥) site in Figure 4. The labeling used for the

inner surface follows a similar scheme. Adsorption basis set
superposition error (BSSE)-corrected energies and gold
population analyses obtained from spin-polarized calculations
are shown in Table 1. The interaction energies at the bridging
sites are large, falling in the range 1.15−1.43 eV, while the atop
position gives place to weaker interaction. In the table, data
obtained for the deposition of gold on a two-layer nanosheet
have also been included. As can be seen, the energetics
obtained for the nanosheet and the outer surface of the NT is
quite similar. These values are noticeably larger than those

Figure 3. Strain energy of ceria (001) NTs versus the O∥−O∥
interatomic distance (circles) and O⊥−Ce−O⊥ bond angle (triangles).

Figure 4. Most stable structure of gold atoms (yellow) adsorbed on
inner and outer surfaces of ceria (0,8) NT.

Table 1. Computed Adsorption Energies (in eV) and Charge
of Gold Deposited on the (0,8) NT and the Two-Layer Ceria
Nanosheet

surface position Eads/eV charge/|e|

outer Otop −0.64 0.29
outO∥− outO∥ (⊥) −1.43 0.87

inner inO⊥−inO⊥ (∥) −1.15 0.90
inO⊥−inO⊥ (⊥) −1.38 0.88

nanosheet Otop −0.34 0.63
Ob−Ob −1.45 0.92

The Journal of Physical Chemistry Letters Letter
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estimated for the CeO2(111) surface from DFT+U calcu-
lations.24−26 When the charge of gold is analyzed, one can see
that there is a clear reduction of the surface, and gold atoms are
found to be almost monopositive in the most stable sites. A
correlation between the charge and the interaction energy is
observed too. The oxidation of the gold atom is consistent with
the increment in the electron population found in a
neighboring atom, as indicated in Figure 4. The Mulliken net
charge computed for this atom decreases after gold deposition
from +2.48 |e| to +2.15 |e|, mainly involving the 4f orbitals, and
the bond-distances of the neighboring oxygen ions are found to
be slightly lengthened. This oxidation of gold atoms is also in
contrast with the almost negligible oxidation of gold observed
in the CeO2(111) surface from DFT+U calculations.24

Moreover, the reducibility of the NTs might be analyzed by
comparing the vacancy formation energy, Evac, with those of
low-index ceria surfaces. For the (0,8) NT, we estimate an Evac
of 2.18 eV, close to that reported for the CeO2(100) surface
(2.27 eV), which in turn is smaller than that estimated for the
CeO2(111) surface (2.60 eV) from DFT+U calculations.27

In summary, negative strain energies have been predicted
using DF calculations with a hybrid functional for single walled
monolayer ceria NTs. The NT stability has been interpreted on
the basis of interactions between terminating surface oxygen
atoms. The reduction of NT strain and the reinforcement of
covalency have been identified as the main factors determining
the NT stability. Gold atoms show different behavior
depending on the adsorption site (inside or outside the NT).
Compared to CeO2(111) surface, we found that gold atoms are
more easily oxidized upon deposition, and therefore high
catalytic activity is expected for these systems in processes
where either the reducibility of the support or the presence of
cationic gold are expected to be key factors.

■ COMPUTATIONAL DETAILS
Inner electrons of Ce atom were replaced by an effective core
potential developed by the Stuttgart−Dresden group.28 The Ce
electrons explicitly treated were the 4s24p64d105s25p64f16s25d1,
with a (10sp7d8f)/[4sp2d3f] basis set optimized to properly
describe oxides where the metal features III and IV oxidation
states. The corresponding exponents and coefficients can be
found in ref 29. For O, an all-electron basis set proposed for
ionic crystals was adopted.30 The two most external sp and d
exponents have been reoptimized for cerium oxide, their
resulting values being 0.4798717, 0.1801227, and 0.2991812
bohr−2, respectively. Inner electrons of Au atom were replaced
by an effective core potential developed by Hay and Wadt.31

The Au electrons explicitly treated were the 5s25p65d106s1, with
a (8s4p3d)/[3s2p2d] basis set.32 The reciprocal space was
sampled according to a regular sublattice determined by the
shrinking factor 6 6 (four independent k-points in the
irreducible part of the Brillouin zone). Full optimization
(lattice constants and atomic positions) of CeO2 NTs was
carried out using a convergence criterion of 3 × 10−4 hartree/
bohr for the root-mean-square values of forces and 1.2 × 10−3

bohr in the root-mean-square values of atomic displacements.
The counterpoise method was applied to correct for the BSSE
in adsorption energy values. Mulliken population analysis was
also performed in order to quantify charge transfer effects.
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H.; Hernańdez, N. C.; Sanz, J. F.; Neyman, K. M.; Illas, F. On the
difficulties of present theoretical models to predict the oxidation state
of atomic Au adsorbed on regular sites of CeO2(111). J. Chem. Phys.
2009, 131, 094702.
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5.3 Influence of Dopants on the Conductivity of Ceria/Zirconia
Heretoepitaxial Structures

José J. Plata, Antonio Márquez, and Javier Fdez. Sanz

Abstract: In this paper, a systematic computational study of epitaxial YSZ/CeO2
system was carried out. The influence of lattice strain, interface effects, stoichiometry,
and specially presence of dopants on the conductivity have been evaluated. Lattice strain
and interface effects are found to reduce the migration barrier at YSZ phase and the
vacancy formation energy respectively. Nevertheless, they alone cannot explain the huge
enhancement of the conductivity experimentally observed in these systems. Dopants
seems to be the key factor that changes drastically the properties of the system. Ceria
doping increases the vacancy concentration at the interface and can considerably reduce
the oxygen migration barrier. Finally some considerations for best dopant selection are
discussed and a smart design of new heterostructured materials for solid electrolyte in
SOFCs is proposed.

Introduction

Solid oxide fuel cells (SOFC) is one of the most promising, sustainable and environmental
friendly technologies for power generation. Their main disadvantage is their high working
temperature (800 − 1000 ◦C) which introduces structural instabilities in the constituent
materials. A high effort is, thus, being directed towards the development of new nanos-
tructured materials that allow to reduce the working temperature at intermediate ranges
(500 − 700 ◦C). To this end, enhancement of the ionic conductivity of the solid electrolyte
is a key point and one of the main current research issues.34 During the last decade, a new
generation of high ion conductivity solid electrolyte based on epitaxial oxide heterostruc-
tures35–38 has substituted yttria stabilized zirconia (YSZ) and doped ceria oxides.39,40

There are two main groups of structures based on coupling i) an ionic-conductor with an
insulator (e.g. in LiI/Al2O3 or AgCl/Al2O3)41–44 and ii) two ion-conducting oxides (e.g.
in YSZ/Sm-CeO2 or YSZ/Gd2Zr2O7).33,45 Barriocanal et al. have reported colossal ionic
conductivity at YSZ/SrTiO3 (STO) interface heterostructures in which YSZ thickness
is a few nanometers.32 Conductivity measurements as high as 40 S cm−1 at 550 K were
obtained. This is eight orders of magnitude higher than the conductivity in bulk YSZ. This
observation has led to an important discussion in the literature, indeed, and some authors
attribute this phenomena to the electron conduction in the STO layers.46–48

Nowadays, the mechanism of ionic conductivity at oxide interfaces is not well known.
Some authors have attributed this behavior to the space charge region at the interface
originiated in the redistribution of ionic and electronic defects.49 However, heterostructures
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made of doped oxides build up very narrow space charge regions, so the accumulation of
charge carriers at this region should not affect significantly the conductivity.38 Based on
this argument other authors have explained high ionic conductivity in these heterostructures
by means of the strain produced in the interface due to he different lattice parameters
of the two oxides.50–52 Depending on the mismatch degree between the two adjacent
phases, the interface can be classified as coherent, semicoherent or incoherent. Misfit
dislocations are created at incoherent and semicoherent interfaces in order to reduce the
interfacial strain caused by the mismatch. These lower packing density regions can act
as a diffusion pathway for ionic conduction.53 On the contrary, coherent interfaces do
not produce misfit dislocations and the mismatch is compensated by the elastic strain
which causes the ionic mobility.54 Strain lattice is difficult to evaluate and only in a few
examples have been possible to correlate lattice elastic strain with interfacial conductivity.
Interfacial strain can also relax through the formation of defects in the interface as grain
boundaries which modify the conductivity of the system. Yildiz et al.54 have studied
oxygen diffusivity in stained YSZ by means of Density Functional Theory (DFT) and
kinetic Monte Carlo (KMC). They observed as a moderate increasing of the strain in the
system reduces drastically the oxygen migration barrier. However, this factor alone is
not enough to explain the colossal conductivity reported by Barriocanal et al. for the
YSZ/STO interface.32

The substrate in which the heterostructure is constructed, is another issue to take into
account when investigating the interfacial conductivity. Traversa et al. have used MgO,
which is a good insulator even at high temperatures, as substrate with a thin film of STO as
buffer to prepare YSZ/CeO2 heterostructures.33,46 This method ensures that the obtained
measurements do not incorporate contributions to the conductivity from the substrate
or the formation of new grain boundaries and misfit dislocations. Surprisingly, while
YSZ/Sm−CeO2 presents a enhancement of ionic conductivity compared with YSZ bulk,33

YSZ/CeO2 heterostructures have a negligible effect on the transport properties of YSZ
bulk.46 DFT calculations performed to investigate defect formation in this interface55

have shown that vacancy formation and the presence of dopants at the interface seems
to be more favorable than in strained bulk phases. However there are many unsolved
questions about the mechanism of interfacial conductivity.

In this paper, DFT+U calculations have been performed over a realistic model of the
YSZ/CeO2 interface. In YSZ intrinsic oxygen vacancy migration is first investigated in
models of the strained thin film. Then, the energetics of Ce3+ cations formation, that is
simultaneous to vacancy creation, and oxygen migration at the interface, are evaluated.
Finally, doping effects on vacancy concentration and oxygen migration are studied in
order to understand the influence of dopants in the interfacial conductivity.
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Computational Details and Interface Model

Periodic DFT+U calculations were carried out with the Vienna ab initio simulation
package (VASP).56–58 This code solves the Kohn-Sham equations for the valence electron
density within a plane wave basis set and makes use of the projector augmented wave
(PAW) method to describe the interaction between the valence electrons and the atomic
cores.59,60 The valence electron density is defined by the twelve (5s25p66s25d14 f 1)
electrons of each Ce atom, twelve (4s24p65s24d2) electrons of each Zr and the six
(2s22p4) electrons of each O atom.

Figure 5.1: Fully relaxed YSZ/CeO2 heterostructure model. Atom
color: O=red; Ce=white; Zr=blue; Y=yellow

In these calculations the energy was computed using the GGA functional proposed
by Perdew et al.61,62 (PW91) and the electronic states were expanded using a plane wave
basis set with a cutoff of 500 eV which ensures adequate convergence with respect to
the basis set size. The Hubbard-like term was introduced according to the formalism of
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Dudarev et al.63 which makes use of a single Ueff parameter, hereafter denoted simply
as U f and Up, to design the effective values used for the Ce 4 f and O 2p electrons,
respectively. For Ce and O we have used U f and Up values of 5 eV which leads to a
moderately improved description of some critical aspects that concern structure, electronic
properties, and thermochemistry of both CeO2 and reduced ceria.64 Given that the O Up

parameter is applied to all oxygen atoms we have also included a Ud parameter for the
4d levels of Zr atoms. In this case, an Ud value of 2 eV was chosen in order to reproduce
lattice parameter of cubic yttria.

According to system size all the calculations were performed at the Γ point of the
Brillouin zone. The convergence of the energy with this setup was confirmed in a previous
paper.54 Forces on the ions were calculated through the Hellmann-Feyman theorem,
including the Harris-Foulkes correction to forces.65 Iterative relaxation of the atomic
positions was stopped when the forces on the atoms were < 0.01 eV/Å. The barriers for
vacancy-oxygen migration were located using the climbing image version of the nudget
elastic band algorithm.66.

Our model consisted on a 3D fully relaxed supercell which contained 2 oxide layers
with 96 atoms each one. The YSZ phase was taken from a previous model developed
by Yildiz et al.54 and consisted in 9% Y2O3 doped YSZ made of 26 Zr, 6 Y and 61 O
atoms in the YSZ layer. The three vacancies and six Y dopant atoms were distributed
homogeneously to enable the stability of the cubic phase (see Figure 5.1). The ceria phase
consisted on 32 CeO2 units in which 2 Ce cations are substituted by two trivalent cations
if the phase was doped. The interface was built as a ceria-zirconia stacking of both phases
along the [100] direction.

Figure 5.2: Migration path of the oxygen vacancy. M and N are the
cations at the shared edge. Colors: Oxygen= red; Vacany= green
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Results and discussion

YSZ vacancy migration

YSZ presents fluorite crystal structure with the yttrium and zirconia cations on a face-
centered-cubic cation lattice and oxygen and vacancies on a simple cubic anion lattice.
Each cation is at the center of a cube of eight anions and each oxygen ion or vacancy is
at the center of a cation tetrahedron. In this structure, oxygen ions migrates by hopping
across and edge of a tetrahedron between two cations as shown in Figure 5.2. Thus, the
migration barrier depends on the neighboring atoms which form the tetrahedra, specially
atoms M and N which are in the shared edge. Because of that, migration path barriers
were computed in the YSZ phase taking into account different combinations for the two
cationic sites that are involved. Computed barriers have been represented in Figure 5.3 as a
function of the sum of the ionic radii of the two cations that are in the shared edge (R1+R2).
Three different combinations can be considered in YSZ phase if we focus on the two
cations of this shared edge, Zr4+-Y3+, Zr4+-Zr4+, and Y3+-Y3+. The lowest barrier found
is 0.19 eV for a Zr4+-Zr4+ combination which is quite close to other barriers found for
strained YSZ bulk by Yidiz et al.54 while the highest barrier is observed for the Y3+-Y3+

configuration (' 1.5 eV).54

Figure 5.3: Activation energy for oxygen migration at the YSZ layer as a function
of the radius of the two cations in the tetraheda shared edge.
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Data on Figure 5.3 clearly shows that the larger the ionic radius of these two cations
the higher the migration barrier. As in the transition state (TS) the oxygen anion is located
in between the two cations the available space for hopping gets reduced with increasing
cation size and, thus, the barrier for oxygen anion hopping is increased. This phenomena
has been reported previously in YSZ and other fluorite-like structured solids as ceria.54,67

Interface vacancy migration

The strain which is produced by the heteroepitaxial structure decreases the barrier for
oxygen migration in the YSZ layers and should increase the ionic conductivity of the
system.54 However this is not enough to produce the huge enhancement of the ionic
conductivity reported in the experiments.32,33 For this reason we have also explored the
oxygen ions difussion at the interface. Migration barriers were computed taking into
account different cation combinations as it was done in the previous section. As migration
takes place at the interface, one of the cations that are placed on the shared edge of
both tetrahedra is Ce4+ while the second site is occupied by either Zr4+ or Y3+ cations.
Thus, Ce4+-Y3+ and Ce4+-Zr4+, cation combinations have been considered. Moreover,
as oxygen vacancies are a common defect in ceria specially at surfaces and interfaces,
the presence of Ce3+ cations at the interface must be taken into account. Thus, an extra
vacancy has been generated at the interface in order to obtain Ce3+ cations and two new
different cation combinations for the migration: Ce3+-Y3+ and Ce3+-Zr4+.

Figure 5.4: Activation energy for oxygen migration at the interface as a function
of the radius of the two cations in the tetraheda shared edge.
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Computed oxygen migration barriers at the interface are depicted in Figure 5.4. The
same trend that was observed in YSZ phase is obtained at the interface: the larger the cation
size, the higher the barrier. However two important differences must be pointed out. First,
the smallest barrier found is ' 0.05 eV which is considerably smaller than the barriers
which were obtained in the YSZ layer. Thus, the enhancement of the conductivity in these
heterostructures can be attributed to an interfacial phenomenon. Second, the presence
of Ce3+ ions increases considerably the barrier. The average values for the barriers with
Ce4+-Zr4+ and Ce4+-Y3+ combinations are 0.19 and 0.61 eV respectively while these
values increase to 0.55 and 1.69 eV when replacing Ce4+ by Ce3+. This fact could explain
recent experimental results in which a negligible effect on the transport properties of
YSZ/CeO2 epitaxial structures can be assigned to the interfacial conductivity.46 In order
to evaluate the concentration and stabilization of Ce3+ at the interface, vacancy formation
energies have been computed at the different layers of heterostructure (see Table 5.1).

Table 5.1: Vacancy formation energy, Ev in different oxygen layer of YSZ/CeO2 system.

Layer I+2 I+1 I I−1 I−2
Ev / eV 2.42 2.19 1.72 2.18 4.00

There are five non-equivalent oxygen layers in our model, so five different configura-
tion were explored. All the configurations were labeled as I±X, where ± symbol indicates
the phase in which the vacancy has been generated (+ for the ceria phase and − for the
YSZ phase) and X the relative position of the layer taking as reference the oxygen interface
layer. The Ce3+ cations were located in adequate positions trying to minimize the vacancy
formation energy. Thus they were placed in the same layer of the vacancy if the vacancy
is in then ceria layer in the interfacer layer if the vacancy is located at the YSZ phase. The
vacancy formation energy at the middle layer of the ceria phase (I+2), is ' 2.4 eV which
is quite close to values reported using the same set up for bulk ceria.64 However, vacancy
formation at the YSZ phase is significantly higher than for equivalent positions in the ceria
phase, ' 4 eV. The vacancy formation energy decreases considerably for I±1 positions,
2.18 − 2.19 eV. Nevertheless, the most stable site for vacancy formation is the interface
where the vacancy creation energy drastically decreases to 1.72 eV. These data suggest
that oxygen vacancy and thus Ce3+ ions are strongly stabilized at the interface. Therefore
two main consequences can be extracted. First, the vacancy concentration at the interface
is going to be higher than in the separated oxides. This fact can explain the increase
in conductivity at the interface of the heterostructure compared to the separated phases.
Second, Ce3+ cations will be located at the interface and this will result in and increased
oxygen hopping barrier. This fact agrees with previous results reported by Traversa et



i
i

“thesis” — 2013/6/27 — 15:59 — page 123 — #135 i
i

i
i

i
i

Section 5.3. Ceria/Zirconia Heretoepitaxial Structures 123

al.46 in which a negligible effect on the transport properties of YSZ/CeO2 heterostructure
is observed if this system it is compared with other YSZ bades systems.

Doped ceria

While YSZ/CeO2 does not exhibit a enhancement of the ionic conductivity,46 YSZ/doped-
CeO2 systems were reported to drastically increase the conductivity of YSZ by some
orders of magnitude.33 Different trivalent cations have been used for doping ceria, however
lanthanide elements has been the most employed group.29,33,45 The first YSZ/doped-CeO2
epitaxial heterostructure was reported by Azad et al.45 and used Gd3+ ions. Some years
later the YSZ/Sm-doped CeO2 (YSZ/SDC) epitaxial heterostructure was synthesized
and characterized.33 Both systems present a significant increase in conductivity at the
interface.

Figure 5.5: Activation energy for oxygen migration at the interface of YSZ/M-
CeO2 heterostructures.

In order to understand this phenomenon, we have computed the vacancy formation
energy in the YSZ/SDC heterostructure. To generate a model for the Sm-doped system two
Ce atoms were substituted by two Sm atoms at the interface. This way the formation of
Ce3+ cations is avoided when the oxygen vacancy is generated. While the lower vacancy
formation energy for undoped system was 1.72 eV, this value decreases to −0.86 eV
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in the Sm-doped heterostructure. This figure agrees pretty well with previous results
for bulk doped ceria.29 Thus vacancy formation energy is drastically reduced at the
interface in doped systems and the concentration of vacancies and dopant ions should be
considerably higher at the interface. However, ionic conductivity not only depends on the
vacancy concentration but also on the oxygen migration barrier. To rationalize the possible
effects in the oxygen hopping process we have computed this barrier at the interface for
different doped systems. For doped-ceria systems, the least favorable situation (that can be
associated to the rate limiting step in the anionic conduction mechanism) can be associated
to the combination of the dopant cation (M3+) and yttrium cation (Y3+) at the tetrahedra
shared edge. The data in Figure 5.5 show the same trend that was observed in undopped
ceria systems: the barrier height decreases with decreasing cation size: i.e. while for
the Ce3+-Y3+ the barrier is 1.57 eV for the Sc3+-Y3+ combination the barrier is 1.10 eV.
This is a decrease of 0.47 eV while the decrease in the radius is just 0.29 Å. Therefore,
it could be concluded that trivalent dopants which present a radius lower than that of
the Ce3+ cation, will decrease the oxygen migration barrier and increase the interfacial
ionic conductivity. However, the presence of trivalent atoms with short ionic radius have
been reported to result in the formation of vacancy–dopant atoms pairs.67 The presence
of these associations derive in an increased probability of finding arrangements where
these trivalent cations are in one of the sites of the shared edge that define the vacancy
migration path. This situation should be avoided as the radius of those trivalent cations
are higher than the Ce4+ cation radius. Thus, dopants that prefer a next nearest neighbor
configuration are more convenient (e.g. Sm3+, Nd3+, La3+)67 and a balance between both
effects should be established when selecting the most appropiate dopant.

To summarize, the ideas exposed in the preceeding paragraphs allow us to rationalize
the huge ionic conductivity of these epitaxial heterostructures in terms of a combination
of different phenomena.

1. Strain effects have been shown to decrease the migration barrier for the intrinsic
vacancies of YSZ. However, this factor is not determinant as it has been reported
that YSZ/CeO2 heterostructure exhibits a negligible effect on the ionic transport
properties compared to YSZ bulk phase.46

2. Vacancy formation energy has been shown to be lower at the interface, thus a
higher vacancy concentration and ionic conductivity should be expected but the
simultaneous presence of Ce3+ cations increase the oxygen hopping barrier.

3. This shortcoming can be solved by introducing dopant elements in the ceria phase.
The presence of trivalent dopant cations reduces the vacancy formation energy
and the vacancy concentration should increase at the interface. Simultaneously,
it is possible to reduce the activation energy of the oxygen migration process by
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selecting M3+ dopants whose radius is smaller than that of the Ce3+ cation and
prefer a next nearest neighbor configuration with respect to the oxygen vacant.

Conclusions

In this paper, a systematic study of the microscopic factors affecting the ionic conductivity
in YSZ/doped CeO2 epitaxial heterostructures has been carried out by means of plane-
wave pseudopotential DFT+U calculations. It has been found that the most important
factors that influence the ionic conductivity are the interface structure and the doping of
the ceria phase.

In undoped YSZ/CeO2 systems, computed oxygen migration barriers at the interfase
are found to follow a similar trend that in the YSZ phase: the barrier decreases with
decreasing cation size. At the same time, oxygen vacancy formation energy is found
to be lower at the very same interface layer. As result, the vacancy concentration is
expected to increase at the interfase. Thus, the enhancement of the conductivity in these
heterostructures can be attributed to the interface structure. At the same time, the presence
of Ce 3+ cations at the interface is found to considerably increase the oxygen barrier
hopping. This could explain recent experimental results that assigned a negligible effect
to the interfacial conductivity in these heterostructures.

Doping the ceria phase with Sm3+ cations is found to result in a significant decrease of
the oxygen vacancy formation energy. Simultaneously, trivalent dopants with lower radius
than that of the Ce 3+ cation are found to significantly decrease the oxygen migration
barrier. Thus, doping the ceria phase with trivalent cations should increase the vacancy
concentration at the interfase and, at the same time, reduce the oxygen migration barrier.
However, the presence of trivalent cation of small ionic radius has been reported to result
in the formation of vacancy-dopant atoms associations. These associations derive in an
increased probability of findind arrangements where one of these trivalent cations are
in one of the cationic sites that define the oxygen migration path. This situation should
be avoided by selecting cations that prefer a next nearest neighbor configuration and a
balance between both effects should be established when selecting the most appropiate
dopant.
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6.1 Introduction

Catalytic and photocatalytic activity of ceria is one of its most appreciated properties for
the industry. The applicability of ceria cover a wide range o chemical processes, such as
hydrogenation reactions, steam reforming, CO oxidation, hydrocarbon oxidation, nitrogen
oxide reduction with ammonia and hydrogen generation by ethanol reforming.1 In this
section we will focus on catalytic processes related to the so-called hydrogen economy, in
particular the water gas shift (WGS) reaction and the photocatalytic water splitting.

The WGS reaction (H2O(g) + CO(g)←−→ H2(g) + CO2(g)) plays a key role in several
industrial processes. For instance, it is used to produce high-purity hydrogen for ammonia
synthesis or it is also also a part of methanol synthesis. During the last decade, there has
been renewed interest in the WGS reaction in connection with fuel cell-powered vehicles,
where hydrogen is obtained via partial oxidation and steam reforming of hydrocarbons.
Pt anodes in fuel cell are poisoned by CO so the reformed fuel, which contains 1-10%
CO, have to be treated.2,3 The WGS reaction is an exothermic process, so low reaction
temperature favors high conversion rates. Because of that, the development of a more
active catalyst is crucial to lower the temperature and reduce the volume of the reformer
system. Current industrial catalysts for the WGS reaction are commonly mixtures of
Fe-Cr and Zn-Al-Cu oxides, used at temperatures between 350-500 ◦C and 180-250 ◦C,
respectively.4 These catalysts have some drawbacks: the low activity of the former catalyst
at high temperature, the pyrophoric nature of the latter, the lengthy preconditioning of
both types and the large reactor volume dictated by the slow kinetics of the Cu-ZnO-
Al2O3 catalyst. These limitations therefore make classical WGS catalysts unsuitable for
use in small-scale reformers for fuel cells, where fast response and low catalyst volume
are mandatory. Improved catalysts are being sought, particularly for low temperatures.
A second generation of improved catalysts able to work at lower temperature (e.g., at
T¡150) are based on coinage metals (Au, Cu or Pt) supported on ceria and titania. These
nanostructured catalysts are very promising candidates for high activity, low temperature
operation in WGS systems. In this chapter we will analyze several systems belonging
to a new family of highly active catalysts, in particular mixed heterostructures that put
tohether the ceria/titania interface and noble metal.5

From an environmental poitn of view, the main disadvantage of the reforming and
WGS processes is that massive production of carbon dioxide.6 That is why it is impor-
tant to find alternatives to produce H2 by employing carbon-free energy precursors.7,8

Among the methods for H2 generation outside of the carbon cycle, that based on solar
irradiation attracts the greatest attention in view of its potential to use the abundance of
solar energy. Solar energy can be used to produce hydrogen from water using inorganic
photo-semiconductors that catalyze the water-splitting reaction (H2O −−→ 1

2 O2 + H2(g)).
Two types of experimental configurations are used to design photocatalysts for photochem-
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ical water splitting, photoelectrochemical cells and particulate photocatalytic systems.
Photoelectrochemical cells are more efficient so far but photocatalytic systems are sim-
pler and less expensive. Taking into account the processes involved in the dissociation
of water on particulate photocatalysts under visible light irradiation, the materials used
as photocatalysts must satisfy several functional requirements with respect to band gap
energy and electrochemical properties:9

1. The material should present suitable solar visible-light absorption capacity, and
band edge potentials appropriate for overall water splitting

2. It should be able to separate photoexcited electrons from reactive holes.

3. It is necessary to minimize energy losses related to charge transport and recombina-
tion of photoexcited charges

4. The photocatalyst should be chemical stable to corrosion and photocorrosion in
aqueous environments

5. It should exhibit kinetically suitable electron transfer properties from photocatalyst
surface to water interface.

Because of most of these properties are going to be associated to the electronic structure
of the semiconductor, to modify or tune the band gap of the material of paramount
interest. For instance, anion-cation codoping is one of the most used techniques, and its
scope has been theoretically examined in previous work carried out in our group. In this
chapter, we will look into a different direction, related with the properties of semiconductor
heterostructures which have exhibited excellent performance as photocatalyst.
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6.2 A Theoretical Insight into the Catalytic Effect of a Mixed-
Metal Oxide at the Nanometer Level: The Case of the
Highly Active metal/CeOx/TiO2 (110) Catalysts
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A theoretical insight into the catalytic effect of a mixed-metal oxide at the
nanometer level: The case of the highly active metal/CeOx /TiO2„110…
catalysts
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The structural and electronic properties of CeOx species supported on the rutile TiO2�110� surface
have been examined by means of periodic density-functional calculations that use a generalized
gradient approximation functional including a Hubbard-like type correction. Deposition of Ce atoms
leads in a first step to Ce3+ ions bound to the surface through bridge and in-plane oxygen atoms, the
released electrons occupying the Ti 3d empty orbitals. Further addition of Ce and molecular oxygen
gives place to Ce2O3 dimers diagonally arranged on the surface, in agreement with the spots
observed in the scanning tunnel microscope images. The formation process of CeOx nanoparticles
�NPs� on the TiO2 surface is highly exothermic and our calculations show that the redox properties
of the Ce�III�-Ce�IV� couple are significantly altered when it is supported on TiO2. In particular the
reactivity against CO /O2 indicates that on the surface the presence of Ce�III� is favored over Ce�IV�
species. Our results also indicate that the CeOx /TiO2 interface should be seen like a real
mixed-metal oxide rather than a supported NP of ceria. Finally, in the context of the high catalytic
activity of the M /CeOx /TiO2 �M =Au,Cu,Pt� systems in the water-gas shift reaction, we
have examined the dissociation of water on the CeOx /TiO2 surface and estimated a barrier as
small as 0.04 eV, i.e. �8 times smaller than that computed for a TiO2 oxygen vacancy. This result
agrees with the experimental superior catalytic activity of the M /CeOx /TiO2 systems over
M /TiO2. © 2010 American Institute of Physics. �doi:10.1063/1.3337918�

I. INTRODUCTION

Catalytic processes able to reduce the environmental
pollution or generate new clean renewable sources of energy
have received an increasing attention and become one of the
hot spots in chemistry.1–5 In this regard, a number of works
have been devoted to design new better catalyst intended to
eliminate CO, either by plane oxidation �CO+ 1

2O2→CO2� or
further transformation through, for instance, the water gas
shift �WGS� reaction, �CO+H2O→CO2+H2�, widely used
to produce H2 clean enough to be used in fuel cells.3–7 Many
metal/metal-oxide systems have been found to catalyze these
important reactions under different conditions, and among
them, two of the most efficient systems are based on gold
nanoparticles �NPs�, supported on a reducible metal oxide
such as titania or ceria �Au /TiO2 and Au /CeO2�.3–15 The
ability of both systems to easily generate reduced species of
Ti and Ce �Ti3+ /Ce3+� has been found to play a crucial role
on their catalytic activities.16–19

In the WGS reaction, previous work performed on a va-
riety of systems such as Au /CeO2, Au /TiO2, Au /TiO2−xNy,
Cu /TiO2, CeOx /Au�111�, CeOx /Cu�111�, and
Au /CeOx /TiO2, has shown that the main role of the metal is
to adsorb CO while the role of the oxide is to dissociate
water.12,20–23 Although all the steps involved in the WGS

reaction might occur on the surface of the metal, or metal
NP, the high activation barriers estimated for the dissociation
of H2O makes the bare metal a quite inefficient catalyst.24,25

That is why it is critical that the properties of the oxide
facilitate H2O dissociation.20,12 On its turn, metal-oxide sur-
faces readily adsorb water, and are able to dissociate H2O
easily, mainly at the O vacancy sites, to produce hydroxyls
that cover the surface. However, in a WGS environment,
these hydroxyls usually react with CO to give rise to very
stable intermediates �HCOO, COx� that stop the reaction.20

Therefore, an adequate combination of the metal oxide and
metal properties leads to a high active catalyst: H2O is easily
dissociated on the oxide and less stable intermediates which
evolve to products with low activation barriers are formed on
the metal particle or at the interface.

Oxygen vacancies, which involve the presence of Ti3+ or
Ce3+ species, are the main active sites for dissociative chemi-
sorption of water on TiO2 and CeO2.20,12,22,26–31 Therefore
the presence of reduced species Ti3+ or Ce3+ is essential to
achieve high catalytic activity in the WGS. For instance, a
catalyst consisting of CeOx NPs supported on Au�111� has
activities higher than those of standard WGS catalysts such
as Cu�111� or Cu�100�.20 The activity was found to be di-
rectly related to the presence of some Ce3+ species. Another
way to enlarge the concentration of active Ce3+ sites is to
modify the pure oxide by mixing it with a different metal
oxide. The properties of these mixed-metal oxides can be
very different from those of the pure oxides. Higher effects

a�Author to whom correspondence should be addressed. Electronic mail:
graciani@us.es.
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can be expected by mixing the oxides at the nanometer level.
In fact, in our previous work21 we have shown that the grow-
ing of CeOx NPs on TiO2 leads to the formation of some
structures of cerium oxide imposed by the interaction with
the host oxide in which the relative stability of Ce4+ /Ce3+ is
strongly affected to the point that all Ce atoms are in a +3
oxidation state. Deposition of Au nanoclusters on these
mixed metal-oxide CeOx /TiO2 surfaces leads to catalysts
that show a dramatic improvement in the activity, even larger
than that observed for the WGS on CeOx /Au�111� or
Au /CeO2.20,21 Extremely high WGS activity is also found
for the Cu /CeOx /TiO2�110� and Pt /CeOx /TiO2�110�
systems.32

Although a direct influence of the mixed-metal oxide
properties on the catalytic activity has been suggested, a de-
tailed analysis of the CeOx /TiO2 interface at the electronic
level has not yet been reported. For instance, the origin of the
predominance of Ce3+ over Ce4+ species at the surface, or the
ability of such a system to dissociate water molecules, still
remain open questions. In the present paper we report a the-
oretical work based on periodic density-functional calcula-
tions of the formation process of CeOx NPs on the TiO2

surface from the interaction of Ce /TiO2 with O2, as well as
their redox properties, e.g., their reactions with CO /O2. We
study the relation between the geometrical and electronic
structures and their impact on the reactivity. Finally we ex-
amine the interaction and dissociation of water on the
CeOx /TiO2 surface. Since the TiO2−x system has also been
found to be a good system for the dissociative chemisorption
of water, and the formation of TiOx species on the surface of
TiO2 from interstitial Ti has been recently shown,33 we have
also performed some calculations for the TiOx /TiO2 system
in order to compare it with CeOx /TiO2.

II. DENSITY-FUNCTIONAL CALCULATIONS

The density functional theory �DFT� calculations were
performed using the plane-wave-pseudopotential approach
within the projector augmented wave method34 together with
the GGA exchange correlation functional proposed by Per-
dew et al.35 as implemented in the VASP 4.6 code.36,37 A
plane-wave cutoff energy of 400 eV was used. We treated the
Ti �3s ,3p ,3d ,4s�, Ce �4f ,5s ,5p ,5d ,6s�, and O �2s ,2p�
electrons as valence states, while the remaining electrons
were kept frozen as core states. To obtain faster convergence,
thermal smearing of one-electron states �kBT=0.05 eV� was
allowed using the Gaussian smearing method to define the
partial occupancies. We chose a �4�2� surface model with
the aim to have isolated CeOx monomers and dimers on the
TiO2�110� surface. The distance between two nearest Ce2O3

dimers was �6 Å, which is a reasonable distance with a
computationally affordable model. In order to avoid spurious
effects due to the finite thickness of the slab representing the
surface, we used a recently published model of six
layers.38,39 In this model the two lowest layers were fixed at
the optimized atomic bulk positions while atoms in the upper
four layers were allowed to relax. This surface model has
been shown to minimize the well-known energy oscillations
as a function of the number of layers �even-odd� and reaches

convergence for both the geometric and electronic surface
structures.38,39 This surface model, that amounts to 288 at-
oms, has been successfully used in previous works.21,22,40,41

The energy was estimated at the gamma point. In order to
represent adequately the electronic structure of Ce �in par-
ticular the 4f level of the Ce3+ species� we used the GGA
+U formalism. The Hubbard U term was added to the plain
GGA functional employing the rotationally invariant ap-
proach proposed by Dudarev et al.,42 in which the Coulomb
U and exchange J parameters are combined into a single
parameter Ueff=U−J. For Ce we have used the Ueff of 4.5
eV which was self-consistently calculated by Fabris et al.43

using the linear-response approach of Cococcioni and de
Gironcoli44 and which is in the range of values usually pro-
posed in the literature �4.5–5.5 eV� for GGA+U
calculations.45–53 For the 3d states of Ti we also chose a Ueff

parameter of 4.5 eV as it reproduces the experimental values
of the gap between the Ce3+ 4f and Ti3+ 3d levels observed
in the valence photoemission spectra of Ce /TiO2�110�
system.21 Although lower values for Ueff have also been pro-
posed for a balanced description of bulk CeO2 and Ce2O3

oxides,54,55 the set of parameters we have selected allows for
a correct description of the gaps observed in the experimen-
tal photoemission spectra of our systems consisting of CeOx

clusters supported on the TiO2�110� surface.21 Furthermore,
the presence of Ce3+ species was indicated by a characteristic
4f peak in the band gap and later confirmed by the magne-
tization of the Ce atoms �higher than 0.9 electrons� found in
the calculations.

The adsorption energy for a given species X �where X
stands for Ce atom, H2O, CO, etc.� has been calculated as

Eads�X� = E�X/TiO2� − E�X� − E�TiO2� ,

where Eads�X� is the adsorption energy of X on TiO2�110�,
E�X /TiO2� is the total energy of the system in which X is
adsorbed on the TiO2�110� surface, E�X� is the energy of the
isolated X and E�TiO2� is the energy of the slab model of the
surface.

Transitions states have been calculated by using the
climbing image �CI� version of the nudged elastic band
�NEB� algorithm56 and in all cases, after a vibrational analy-
sis, a single imaginary frequency has been obtained for these
structures. Since these calculations have a huge computa-
tional cost in the transitions state searches, the model was
reduced to four layers. The reliability of this reduced model
was verified by comparing the reaction energy for the water
dissociation at the surface from both models: �0.70 eV �six-
layer thick model� versus �0.64 eV �four-layer thick model�.

III. RESULTS AND DISCUSSION

A. Growth of the CeOx particles on TiO2„110…

Previous scanning tunneling microscopy �STM� results
have shown the formation of CeOx NPs when depositing Ce
on TiO2�110� in oxygen atmosphere.21 At low Ce coverage,
two kinds of CeOx spots were identified and assigned to
single Ce atoms and Ce–Ce dimers, which were bonded to
bridge O atoms. To determine the structure, stability and oxi-
dation state of these species, we have simulated a process of

104703-2 Graciani et al. J. Chem. Phys. 132, 104703 �2010�
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sequential adsorption-oxidation for Ce deposited on TiO2.
Figure 1 shows the energy pathway for such a process. The
adsorption energy of the first Ce atom is very high ��7.01
eV�. On the most stable adsorption site the Ce atom is three-
fold coordinated and interacts with one O from the plane and
two bridge O �see Fig. 1, step 1�. The formal oxidation state
is +3, which gives rise to the characteristic 4f peak above the
O 2p band on the projected density of states �DOS� �bottom
panel in Fig. 2�. Upon adsorption, the Ce atom �6s25d4f�
formally releases three electrons to the oxide, that are trans-
ferred from the Ce 6s and 5d levels to the lower energy Ti 3d
states, reducing three Ti atoms to Ti3+. Two of them are

located in the surface layer and the third one is located in the
subsurface layer. The fourth valence electron of Ce remains
in a 4f orbital, whose energy is lower than the empty Ti 3d
levels �Fig. 2�, and therefore is not transferred, leaving the
oxidation state of Ce as +3. To make a Ce4+ ion it would be
necessary to have empty states in the O 2p band that is lower
in energy than the Ce 4f level. The high chemisorption en-
ergy that we calculated can be understood bearing in mind
that there are two complementing contributions to the bond:
the large stabilization of the three electrons that shift from
high to low energy levels, Ce�5d6s2�→Ti�3d�, and the
strong electrostatic energy gain that arises from the interac-
tion of the Ce3+ cation with three surface O2− anions. Thus,
the adsorption process of atomic Ce involves direct bonding
with O atoms of the titania and an electron transfer that could
be described as

Ce + 3Ti4+�TiO2�→ Ce3+ + 3Ti3+�TiO2� . �1�

On the other hand, to get Ce4+ ions on the stoichiometric
oxide would need the presence of extra oxygen. Given that
CeOx species are formed in the presence of O2,21 it is appro-
priate to study the interaction of adsorbed Ce with oxygen.
The adsorption-dissociation of O2 over adsorbed atomic Ce
is a highly exothermic process ��6.88 eV�. The final struc-
ture is a unit of CeO2 over TiO2, where the O atoms are
adsorbed on the in-plane Ti atoms and strongly interact with
the Ce atom that remains in the initial position �see Fig. 1,
step 2�. This structure is similar to that observed by Wendt et
al.33 for interstitial Ti interacting with O2 on the TiO2�110�
surface. The formal oxidation state of the Ce in this configu-
ration is +4. This was neatly observed on the projected DOS
on Ce �not shown� where the characteristic 4f peak of Ce3+

completely disappeared. A further electron rearrangement
comes from the fact that to fill the O 2p orbitals, in addition
to the Ce 4f , three more electrons are needed, and therefore
3Ti3+, previously reduced, are reoxidized to Ti4+.This new
multielectron transfer, together with the strong electrostatic
Ce4+–O2− interaction explain the high energy released in the
process, which could be described as

Ce3+ + 3Ti3+�TiO2� + O2→ CeO2�Ce4+� on TiO2. �2�

We will call this CeO2 particle a monomer, which is identi-
fied as the small spots observed in STM images for
CeOx /TiO2�110�.21

Deposition of the second Ce atom at a surface position
far from the monomer �see Fig. 1, step 3� releases an energy
of �8.03 eV. As in the case of the first Ce atom, the incom-
ing second Ce atom releases three electrons, one of them
does not go to the relatively high energy Ti 3d levels, but
rather to the lower energy Ce 4f of the CeO2 monomer.
Therefore, the Ce4+ of the monomer is reduced to Ce3+. If we
now move this second Ce atom close to the neighbors of the
first Ce atom, there is a release of energy that becomes larger
when it is placed in between the two extra O atoms from the
CeO2 monomer and a row of bridge O of the TiO2�110�
surface �Fig. 1, step 4�, the stabilization being in this case of
�2.45 eV. Formally it corresponds to a Ce2O2 dimer ad-
sorbed on the surface. The energy exchange for the whole
process, i.e. direct transformation from steps 2 to 4, would be

FIG. 1. Energy pathway for the formation of CeOx and TiOx species on
TiO2�110� starting from the adsorption of Ce/Ti atoms and subsequent pro-
gressive interaction with O2. M indicates Ce or Ti metal adatoms in each
case. Colors: Ce/Ti adatoms �dark gray�, Ti atoms of the TiO2 support �soft
gray� and O �soft red�. Steps: �1� M atom adsorption, �2� O2 adsorption-
dissociation: formation of the 1st monomer �MO2�, �3� 2nd M atom adsorp-
tion, �4� 1st dimer formation �M2O2�, �5� �1 /2�O2 adsorption and 2nd dimer
formation �M2O3�, and �6� �1 /2�O2 adsorption and degradation in mono-
mers �2MO2�.

FIG. 2. Experimental photoemission spectrum �top� �Ref. 21�, and calcu-
lated DOS projected on the reduced Ti atom �middle� and the adsorbed Ce
atom �bottom� for the deposition of Ce on TiO2�110�. In the calculation the
Ueff parameter used for both Ce 4f and Ti 3d is 4.5 eV. �Reproduced from
our previous work in Proc. Natl. Acad. Sci. U.S.A., Ref. 21�.

104703-3 Nanomixed-metal oxide: The catalytic effect J. Chem. Phys. 132, 104703 �2010�
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as large as �10.48 eV. This highly exothermic process
clearly implies that as long as “free” Ce atoms and mono-
mers coexist on the surface, dimers will be formed from their
interaction. The oxidation state for both Ce atoms in the
dimer was Ce3+. The process could be described as

CeO2�Ce4+� on TiO2 + Ce + 2Ti4+�TiO2�

→ Ce2O2�Ce3+� on TiO2 + 2Ti3+�TiO2� . �3�

We will now consider the interaction of a Ce2O2 dimer
with oxygen to form a dimer with a composition of Ce2O3

�Fig. 1, steps 4 and 5�. It is well known that the presence of
oxygen vacancies on TiO2�110� �which formally involves
two Ti3+ cations/vacancy� generates adsorbed O atoms under
oxygen pressure. After deposition of Ce atoms and formation
of the first dimers we have generated Ti3+ species �see Eqs.
�1� and �3�� which are able to dissociate oxygen. The pres-
ence of such adsorbed O atoms after Ce deposition under
oxygen pressure were observed in STM images,21 and
prompted us to consider models with a extra atomic oxygen
adsorbed on the surface. Indeed, the O atoms readily react
with the surface reoxidizing Ti3+ centers and forming Ce2O3

dimer. The process could be described as

Ce2O2�Ce3+� on TiO2 + 2Ti3+�TiO2� + 1
2O2

→ Ce2O3�Ce3+� on TiO2. �4�

The energy that is released in this process is �2.59 eV and
the structure obtained is reported in Fig. 1, step 5.

Let us now complete the oxidation of the system by
adding an extra oxygen atom, i.e., the transformation from
the Ce2O3 dimer to two CeO2 monomers �Fig. 1, steps 5 and
6�. As can be seen the process is exothermic but, in contrast
to the previous oxidation step, �steps 4→5�, the released
energy amounts for only �0.92 eV �roughly one third�. The
reason for this is that now there are no longer high energy Ti
3d electrons but two electrons in relatively low energy Ce 4f
states. Since the incoming O 2p states are lower in energy
than the 4f , the electronic transfer process from 4f to 2p
states is still favorable, but the released energy is much
lower. This means that as long as Ti3+ species exist, O2 will
prefer to adsorb and dissociate on them because the stabili-
zation energy for the system is much higher. Therefore, even
though the oxidation process of dimers is favorable, it is not
the preferred site for the adsorption and dissociation of O2.
In consequence, the oxidation of Ce2O3 will not happen until
all the Ti3+ species completely disappear from the system.
The process could be described as

Ce2O3�Ce3+� on TiO2 + 1
2O2→ 2CeO2�Ce4+� on TiO2.

�5�

B. Formation energy and redox properties

The structures seen in Fig. 1 and in STM images21 for
the ceria clusters in contact with TiO2�110� are quite differ-
ent from the fluorite structure characteristic of bulk CeO2.
Furthermore, the energetic analysis that we have discussed
so far might appear surprising if we compare it with the same
process in bulk. The energy involved in the oxidation process

from Ce2O3 �bulk� to 2CeO2 �bulk� in the presence of 1
2O2

�g� is �2.56 eV �theory� and �3.95 eV �exp�, respectively.57

The fact that the oxidation is less favored when CeOx NPs
are supported on the TiO2�110� surface might arise from two
possibilities: either Ce2O3 NPs are stabilized, or CeO2 NPs
are destabilized when they are deposited on the titania sur-
face, and of course it may also due to a combination of both
contributions. In order to try to quantify these effects we
have estimated the formation energy for such mixed-metal
oxide phases, and compared with the formation of the bulk
phases. The formation energy �per Ce atom� for the bulk
phase may be written as

�Ef�CeOx� = E�CeOx� − E�Ce,atom� −
x

2
E�O2,g�

and for the particles on the surface as

�Ef�CeOx� = E�CeOx/TiO2� − E�TiO2,slab�

− E�Ce,atom� −
x

2
E�O2,g� ,

where E�CeOx� is the bulk energy per Ce atom,
E�CeOx /TiO2� is the energy of the TiO2 slab with a CeOx

particle adsorbed, E�Ce,atom� is the energy of one Ce atom,
E�O2,g� is the energy of the O2 molecule, and E�TiO2,slab�
is the energy of the TiO2 slab. It is known that the formation
energy is calculated with respect to the most stable phase �in
this case we should use for Ce the energy from metallic bulk
Ce per Ce atom�. However, we are not interested in the exact
values for the formation energy but in the difference among
them, which is the same and not dependent on the reference
energy for Ce. The results are shown in Table I.

The formation energy for a CeO2 particle on the surface
is lower �in absolute value� than for bulk CeO2. It means that
the particle would prefer to be as CeO2 bulk rather than an
isolated particle on TiO2�110�. This is rather easy to under-
stand, considering the reduction on coordination with the O
atoms and the loss of Madelung energy. The instability intro-
duced by the change in environment is 0.62 eV/Ce atom �see
Table I�. Instead, the Ce2O3 particle is stabilized on the sur-
face with respect to the bulk by �0.25 eV/Ce atom �see
Table I�. Therefore, the combined effect of the Ce2O3 stabi-
lization and the CeO2 destabilization on the surface is the
responsible for reducing the relative stability of CeO2 and
Ce2O3 from 1.28 eV/Ce atom in the bulk to 0.41 eV/Ce atom
when in the form of a mixed-metal oxide on TiO2�110�. Our
calculations show that the destabilization of CeO2 is signifi-
cantly higher than the stabilization of Ce2O3 �see Table I�.

TABLE I. Formation energies �eV� per Ce atom �see the text for details� of
bulk and adsorbed-particle phases of CeO2 and Ce2O3 species. The differ-
ences between the phases for each species and between the species for each
phase are shown for easy measuring of the supported-particle effect on the
formation energy �0.87 eV/Ce atom�.

Bulk Particle on surface �E �particle-bulk�

CeO2 �14.50 �13.88 0.62
Ce2O3 �13.22 �13.47 �0.25
�E�Ce2O3–CeO2� 1.28 0.41 0.87

104703-4 Graciani et al. J. Chem. Phys. 132, 104703 �2010�
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The fact that the formation energies of CeO2 and Ce2O3 are
similar in the case of a mixed-metal oxide �the difference is
only 0.41 eV in 13.88 eV, i.e. 3%� means that the system is
almost equally stabilized, on a per Ce atom basis, by the
formation of CeO2 monomers or Ce2O3 dimers. This result
appears to be of great importance for catalysis on cerium
oxides, as the CeO2↔Ce2O3 conversion has been found to
play an essential role in many catalytic processes as the
three-way car exhaust catalysis, SOx destruction, alcohol
synthesis from hydrogenation of CO or CO2, and the water
gas shift reaction.58–60 There is evidence that in these cases
CeO2 does not only work as a support for different precious
metals, but rather, due to its facile reducibility, ceria can also
directly participate in different steps of the catalytic process.
Its activity is precisely ascribed to its oxygen storage
capacity,58,60 i.e., easily taking up and releasing oxygen un-
der oxidizing and reducing conditions, respectively, which
takes place according to the formal reaction scheme:
2CeO2→Ce2O3+0.5O2. Our calculations bring theoretical
evidence that the energetic preference for this reaction can be
related to the similarity of the formation energy of Ce3+ and
Ce4+ species on the TiO2�110� substrate. It also suggests that
we could easily tune the system to favor a given oxidation
state, as the main final oxidation state will be determined by
the specific conditions under which the reaction takes place,
but not by the intrinsic nature of the Ce species. If the system
reacts with reducing species the main final oxidation states
will be Ce3+ while an oxidizing environment will lead the
system to Ce4+. So, if the oxygen storage capacity is high in
the bulk phase, it will be even higher in the mixed-metal
oxide phase at the nanometer level in the system CeOx /TiO2,
what allows us to expect a higher catalytic activity than that
of bare CeO2. This has been shown for the WGS reaction
case where the catalytic activity of M /CeOx /TiO2 �M =Au,
Cu or Pt� was found to be more than two times higher than
that of M /CeO2 or M /TiO2.21,32

To check the effect of environment on the
CeO2↔Ce2O3 exchange, we have calculated the energies
involved in the processes of oxidation of Ce2O3 with O2 to
give CeO2, and reduction in CeO2 with CO to give CO2 and
Ce2O3. Table II shows the energetics for both bulk ceria and
CeOx NPs supported on TiO2�110�. In the bulk phase, it has
been experimentally found that the oxidation process is
strongly favored ��3.95 eV� while the reduction process by
CO is not �the energy cost is 1.02 eV�.57 Our DFT calcula-
tions show a similar trend: the oxidation is more favored
than the reduction ��2.56 eV versus �0.71 eV�. We can see
in Table II that the tendency in the mixed-metal oxide phase
at the nanometer level is just the opposite than in bulk phase.

The reduction by CO is now clearly more favored ��2.35
eV� than the oxidation ��0.92 eV�. Therefore, an inversion
of the oxidation-reduction tendency of the system takes place
when we move from bulk to CeOx particles supported on
TiO2. At the nanometer level the mixed-metal oxide effect on
the redox properties of the couple Ce2O3 /2CeO2 could be
estimated to be 1.64 eV, as the reduction process is favored
by �1.64 eV and the oxidation hampered by 1.64 eV with
respect to the bulk �see Table II�. Our conclusion that to
reduce Ce4+ to Ce3+ is easier for the mixed-metal oxide, was
confirmed by comparing the behavior of CeO2�111� and
CeOx /TiO2�110�. For example, a CeO2�111� surface did not
undergo reduction under an atmosphere of 20 Torr of CO at
400 K, while a CeO2 /TiO2�110� surface under the same con-
ditions was completely transformed into Ce2O3 /TiO2�110�.21

C. TiOx versus CeOx particles on TiO2„110…

In a recent article the formation of TiOx clusters on the
TiO2 surface, formed by direct interaction of O2 with inter-
stitials Ti atoms which move from the bulk to the surface,
has been reported.33 To compare the behavior of CeOx and
TiOx species on TiO2 we report in Fig. 1 the adsorption-
oxidation path for Ti. As can be seen the M4+ states �where
M is the metal� are more stable for Ti than for Ce �Fig. 1,
steps 2 and 6�. In contrast, the M3+ states are always more
stable with Ce than with Ti �Fig. 1, steps 1, 3–5�. The differ-
ence is due to the higher energy of the 3d Ti3+ valence elec-
tron �see Fig. 2�, while for Ce3+ the 4f electron is in a sig-
nificantly lower level. In this case, the Ce center is neither
greatly destabilized by forming Ce3+ nor greatly stabilized
when moves to Ce4+. This is in contrast to Ti, which is rela-
tively more destabilized when reduced to Ti3+ and, conse-
quently, the stabilization is much higher when it is reoxidized
to Ti4+. This makes the oxidation step from supported Ti2O3

to TiO2 in O2 presence much more favored �3.23 eV than
the same step in the case of Ce ��0.92 eV� �see Fig. 1, steps
5→6�. It also explains that the reduction from supported
TiO2 to Ti2O3 in the presence of CO is almost thermoneutral
��0.04 eV�, while the same step in the case of supported
ceria is neatly exothermic �2.35 eV.

D. Electronic structure and the relative stability

Overall, our calculations show that Ce2O3 is stabilized as
mixed-metal oxide on the surface of TiO2 compared to the
bulk phase, while CeO2 is destabilized. As a result, the
TiO2-supported ceria cluster can be oxidized or reduced in a
much easier way than the bulk materials. To better under-
stand the different stability between these phases, we have
calculated the DOS projected on Ce and O atoms in both
bulk and supported-particle phases for Ce2O3 and CeO2.
Here, the DOS for the isolated free particle with the same
geometry that the supported particle has also been included
for comparison, in order to determine the effect of the struc-
ture of the NP and the effect of the interaction with the sup-
port. As shown in Fig. 3, the formation of the mixed-metal
oxide involves significant changes in the electronic structure.
For the free particle, molecular bands with strongly mixed
Ce 4f and O 2p were observed, indicating a high degree of

TABLE II. Redox properties of the couple Ce2O3 /CeO2 measured through
their reaction energies with CO /O2 for supported particle and bulk phases.
The difference in the reaction energy between both phases for each reaction
is shown for easy measuring of the supported-particle effect.

Particles �P� Bulk �B� � �P-B�

Oxidation Ce2O3 + 1
2O2→ 2CeO2 �0.92 �2.56 1.64

Reduction 2CeO2+CO→Ce2O3+CO2 �2.35 �0.71 �1.64

104703-5 Nanomixed-metal oxide: The catalytic effect J. Chem. Phys. 132, 104703 �2010�
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covalency. That is, the isolated Ce2O3 unit is electronically
transformed into a molecule. However, when this particle is
deposited on TiO2, the electronic structure of the particle
returns to a solidlike DOS with wide O 2p and Ce 4f bands
�see Fig. 3�.The effect of the interaction with the support is
very important since it “crystallizes” the electronic structure
of the cerium oxide particle from an initial “molecular” dis-
tribution, leading to a true mixed-metal oxide rather than a
supported particle.

Compared to bulk Ce2O3, the 2p and 4f main bands are
wider in the nanomixed-metal oxide. As a consequence, after
deposition, the band-gap between the top of the O 2p band
and the bottom of the main Ce 4f band is reduced by 1.44
eV. In addition, the Ce 4f band, that corresponds to the va-
lence electron of the reduced specie Ce3+ and locates in the
midband gap between the main O 2p and the conduction
bands, is shifted by 0.8 eV to the lower energies in the
mixed-metal oxide. In other words, the 4f valence electron
of Ce3+ is stabilized with respect to bulk phase. As shown in
Fig. 3, there is almost no gap between the O 2p band and 4f
Ce3+ little band in the mixed-metal oxide. This close distri-
bution allows a higher mixing between the two bands, and
therefore increases the covalent character of the bond. In
fact, we can see in Fig. 3 that O 2p band appears at the same
energy as Ce3+ 4f band, indicating a certain covalent char-
acter of the Ce–O bond in the particle. In contrast, the Ce–O
overlapping is, however, much lower in the bulk phase. Fur-
thermore, the width of the little 4f peak of Ce3+ is also re-
duced by 0.25 eV when going from bulk to surface
nanomixed-metal oxide, indicating a more localized molecu-
lar feature �approaching a single level energy like in the mol-
ecules� with respect to the bulk. That is, the Ce2O3 unit
seems to be crystallized by the interaction with the support,
but some covalent character coming from the molecular elec-
tronic structure of the isolated particle remains in the sup-

ported particle. This remaining covalency helps stabilizing
the supported Ce2O3 unit by lowering the energy of the Ce3+

4f band.
As the 4f band of fully oxidized Ce4+ is completely

empty no electronic-induced change in the energy is ex-
pected by the interaction with the support. Indeed, no signifi-
cant differences are observed when the DOS of the supported
CeO2 unit and that of the bulk are compared �Fig. 4�. There-
fore, there is no electronic stabilization in the CeO2 unit
when going from bulk to surface nanomixed-metal oxide.
Accordingly, the loss of the Madelung potential and coordi-
nation with O atoms is not electronically compensated, and
CeO2 is more stable as bulk phase than as nanomixed-metal
oxide on the TiO2 surface.

E. Adsorption and dissociation of H2O on
CeOx /TiO2„110…

As stated in Sec. I, all the steps involved in the WGS
reaction can take place on the surfaces of the plain metals or
metal NPs, but for the dissociation of H2O a high activation
barrier has been predicted.24,25 In contrast, water easily dis-
sociates on the metal oxide, therefore, an adequate coupling
of the oxide and metal properties leads to a high active cata-
lyst. That is why Au /TiO2 or Cu /TiO2 are efficient WGS
catalysts.22 The activation energy for the dissociation of H2O
on TiO2 oxygen vacancies has been calculated to be 0.35 eV
�Ref. 27� while on the �111� surface of Au and Cu the barrier
increases to 1.95 eV �Ref. 61� and 1.36 eV,62 respectively.
Although, the presence of steps in the metal surfaces can
decrease the activation energy for the dissociation of H2O on
Cu from 1.36 eV in Cu�111� to 0.9 eV �or 0.71 eV with the
zero-point correction� in Cu�321�,63 the activation energy is
still twice the activation barrier in the TiO2�110� oxygen
vacancy. Therefore, any oxide, which decreases the barrier
for the dissociation of H2O, is expected to improve the cata-
lytic activity of the system M /MOx �where M is a metal�.
Since we have shown that the Au /CeOx /TiO2 system is
three times more active than Au /TiO2 for the WGS reaction
and four times more active than Cu/ZnO, the most common
WGS catalyst used in the industry,21 it has been postulated
that the barrier for the water dissociation on the CeOx par-

FIG. 3. DOS projected on Ce and O atoms of the Ce2O3 unit for the sys-
tems: perfect bulk �bottom�, supported particle on TiO2�110� �middle�, and
isolated particle with the same geometry than that of the supported one
�top�. O1c and O2c stand for oxygen atoms mono- and bi-coordinated to Ce
atoms respectively.

FIG. 4. DOS projected on Ce and O atoms of the CeO2 unit for the systems:
perfect bulk �bottom� and supported particle on TiO2�110� �top�.

104703-6 Graciani et al. J. Chem. Phys. 132, 104703 �2010�
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ticles will be smaller than on TiO2−x. With the aim to confirm
this aspect we report here an energetic analysis for the dis-
sociation of water on CeOx /TiO2�110�.

To begin our analysis we examined the adsorption of a
water molecule in the molecular and dissociated forms. Two
different orientations were taken into account in which water
can establish one or two hydrogen bonds �Fig. 5�. Labels M
and D refer to molecularly and dissociatively adsorbed water
molecules, while the numbers indicate the oxygen atom to
which is bound through hydrogen bond. Results for adsorp-
tion energies are reported in Fig. 5. For the molecular case,
the larger interaction energy is �0.86 eV �site M3�, although
there is another site, �M1� slightly less favored ��0.73 eV�.
However, in the case of dissociated water there is a clear
preference for site D1, where the transferred hydrogen binds
oxygen O1 �see Fig. 5� that is the one with lower coordina-
tion, and therefore, the one with larger basicity. Given that
the D1 site is by far the most stable, we considered a path for
the water dissociation process, that may be easily visualized
as the cleavage of an O–H bond starting from the configura-
tion corresponding to M1 �Fig. 6�. The transition state search
using the CI-NEB algorithm showed an activation barrier of
only 0.04 eV, i.e., eight times smaller than that found in the
TiO2 oxygen vacancy �see Fig. 6�.27 Moreover, the reaction
energy for the dissociation of water on CeOx /TiO2 was
found to be �0.70 eV, while on the oxygen vacancies of
TiO2 the estimated value was �−0.4 eV. These results un-
ambiguously indicate the larger ability of CeOx /TiO2 to dis-
sociate water and, therefore, can help to explain the superior
WGS catalytic activity of the M /CeOx /TiO2 �M
=Au,Cu,Pt� systems over M /TiO2.21,32

IV. SUMMARY AND CONCLUSIONS

In this paper we report a theoretical study of the struc-
tural and electronic properties of CeOx species supported on
the rutile TiO2�110� surface by means of periodic GGA
density-functional calculations that include a Hubbard-like
correction Ueff. Deposition of Ce followed by reaction with
O2 gives rise to the formation of Ce2O3 dimers diagonally
arranged on the TiO2�110� surface, in agreement with the
experimental observations. The redox properties of these
CeOx NPs haven been analyzed and found to be quite differ-
ent from those of bulk ceria. Thus, the reduction process:
2CeO2+CO→Ce2O3+CO2 is favored over the oxidation re-
action: Ce2O3+ �1 /2�O2→2CeO2. Moreover, while, as ex-
pected, the CeO2 species are less stable as supported NPs on
TiO2�110� than as bulk, the Ce2O3 species are stabilized
when they are supported. These results suggest that the
CeOx /TiO2 interface behaves like a mixed-metal oxide
rather than a supported NP of CeOx, and that this mixed-
metal oxide favors the +3 oxidation state over the +4 under
WGS reaction conditions. This is in contrast to the behavior
of the TiOx /TiO2�110� system, for which our calculations
show that the reduced state Ti3+ is not favored over the Ti4+.
This difference is obviously due to the fact that the 3d occu-
pied states in Ti3+ are significantly higher in energy than the
4f states of Ce3+, and as a result, under WGS reaction con-
ditions, a full oxidation of Ti is expected, with loss of the
potential activity of Ti3+ centers.

The effect of a mixed-metal oxide at the nanometer level
on the WGS catalytic activity has been analyzed by studying
the interaction of the CeOx /TiO2�110� system with water.
The dissociation process is quite exothermic, �0.70 eV,
while the activation energy for the dissociation is estimated
to be as small as 0.04 eV. This is in contrast to a common
support widely used in these reactions, namely TiO2, for

FIG. 5. Adsorption sites, geometries, and adsorption energies �eV� for the
dissociation of water on Ce2O3 /TiO2�110�. In order to simplify the view
only the Ce2O3 particle and water are shown in the figure. The nonequiva-
lent oxygen atoms have been labeled as: 1, 2, 3, and 4. Atom colors: red �O�,
dark gray �Ti�, white �big spheres, Ce� and white �small spheres, H�.

FIG. 6. Energy pathway for the dissociation of a H2O molecule on
Ce2O3 /TiO2�110� �our calculations� and on an oxygen vacancy of
TiO2�110� �Ref. 27�. Initial and final geometries for the dissociation on
Ce2O3 /TiO2�110� are shown. While for reduced TiO2�110� surface the re-
action energy is �−0.4 eV with an activation barrier of 0.35 eV, for
Ce2O3 /TiO2�110� the reaction energy is more exothermic ��0.7 eV� with an
activation barrier of only 0.04 eV. For atom colors see Fig. 5.
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which the barrier for the dissociation in an oxygen vacancy
has been calculated to be 0.35 eV.27 This larger ability of
CeOx /TiO2 to dissociate water may help to explain the su-
perior WGS catalytic activity of the M /CeOx /TiO2 �M
=Au,Cu,Pt� systems over M /TiO2.21,32
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6.3 Cu deposited on CeOx-modified TiO2(110): nature of the
metal-support interaction and mechanism of the WGS re-
action

José J. Plata, Jesús Graciani, José A. Rodrı́guez and Javier Fdez. Sanz

Abstract: To understand the behavior of the highly active Metal/CeOx/TiO2 system,
the bonding mechanism for the adsorption of Cu, Ag Au and Pt atoms on pure and CeOx-
modified TiO2(110) surface has been analyzed by means of density functional calculations
including a Hubbard-like term (DFT+U) to account for self-interactions effects. While
Cu and Ag bind the surface mainly through charge transfer reducing one Ti4+ atom of
the surface to Ti3+, Au and Pt do it by electrostatic polarization. Favorable contributions
to the bond appear when the metal is in contact with the CeOx particle increasing the
adsorption energy, and, in the case of Au, a large contribution of the charge transfer to the
bonding mechanism is then observed. The minimum energy path for the WGS reaction
on the new highly active catalytic system Cu/CeOx/TiO2(110) has been obtained from
state-of-the-art theoretical calculations. Main steps as adsorption-dissociation of water,
and *OCOH carboxyl intermediate formation-deprotonation have been studied. In this
very particular system water dissociation is no longer the rate-limiting step since the
energy barrier for this process is only 0.04 eV. One important insight of the present work
is to show that easy full-hydration of the ceria particles strongly lowers the reaction barrier
for the deprotonation of the *OCOH intermediate and facilitates the evolution of the WGS
reaction. For the first time it has been found a system on which the WGS reaction is able
to work with all the involved energy barriers below 0.5 eV. This extraordinary behavior
makes the Metal/CeOx/TiO2 family outstanding candidate for industrial application as
catalysts in the WGS reaction.

Introduction

In the past years there has been an increasing global concern about the environmental
pollution. A huge research effort has been carried out by the scientific community and by
the whole society in the searching for new, clean and renewable sources of energy.10 One
of the strategies to reach this goal is to use hydrogen as source of energy. The reaction of
H2 with O2 in the proper way may produce electricity and just H2O as byproduct. However,
the regular and massive sources of H2 (usually as a subproduct from the refineries) very
often contain CO, which poisons and collapses the fuel cell. The usual way to remove all
CO from the H2 source is by coupling a reactor containing H2O steam and a convenient
catalyst to produce the so-called water-gas shift reaction (WGS): H2O+CO −−→ H2 +CO2,
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in which CO is removed and more H2 is produced.11,12 This purified source of H2 is then
introduced in the fuel cell.

The WGS reaction has received much attention due to its important technological
applications. Many catalytic systems, usually based on metal particles supported on
an oxide, have been studied from theory and experiment, to improve the performance
of the WGS reaction.11–20 The main conclusion from those studies is that the WGS
catalyst is bi-functional: a metal phase (usually supported nanoparticles) is needed for CO
adsorption, while a reducible21–24 oxide phase (usually TiO2 or CeO2) is necessary for
the adsorption and dissociation of water.5,17,25–27 Low stable intermediates, which easily
evolve to products, would be formed at the interface, avoiding the formation of the high
stable intermediates, which stop the reaction (observed usually on the pure oxide).25 It
is interesting to note that neither pure metal,28,29 nor pure oxide can carry out by itself
the WGS reaction,25 but together they achieve great activity, being present therefore a
remarkable synergy between them.

In the case of CeO2, a direct correlation between the amount of reduced species
Ce3+ and the WGS catalytic activity has been found,25 showing the importance of the
reducibility of the oxide for the dissociation of water17,25,26,30–35 and, in general, for the
reactivity of CeO2 surfaces.1 Recently, some papers by Rodriguez et al. have shown,
from experiment5,36,37 and theory38, a new generation of highly active WGS catalysts,
in which the amount of the active reduced species Ce3+ on the surface of the support
is highly increased with respect to the conventional oxide supports. This new oxide
phase consists of a mixed-metal oxide at the nanometer level: really small CeOx particles
(in fact dimers) are formed on the TiO2 surface, being the interaction between them
so high that the geometric and electronic properties of the CeOx particles are strongly
modified, increasing the reducibility of Ce, and consequently improving the catalytic
activity. Moreover, it has been experimentally shown that the presence of the CeOx

particles on the TiO2 surface increases the dispersion and the resistance to the thermal
agglomeration of the metal particles on the TiO2 surface pointing to a CeOx induced higher
metal-support interaction.36 This strong metal-support interaction decreases the size of the
metal particles, increasing thus the catalytic activity. The performance of different metal
particles on these new catalytic systems, show the sequence Pt≈Cu>>Au.36 Platinum is
only slightly more active than copper, being copper much cheaper. Therefore, Cu is a very
good candidate as metal phase for these catalytic systems in order to an industrial-massive
production. Though Pt, Cu and Au have been experimentally studied, no experimental
or theoretical studies on the Ag/CeOx/TiO2 systems. However, it has been shown that
Ag is indeed a good catalyst for some reactions in different systems based on Ag and
CeO2. On the other hand, though there are many experimental results for Cu, Au and
Pt,5,36,39 there is a lack of theoretical studies on the interaction of the metal particles with
these highly modified oxide supports. Questions about the nature of the metal-support
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interaction, the influence of that interaction in the geometry and electronic structures of
the metal particles and, more interestingly, the reaction pathway on these new systems
(including the nature and stability of the intermediates), have not been solved yet. The
purpose of the present work is to study by means of state-of-the-art DFT calculations the
nature of the interaction of Cu, Ag, Au and Pt with the nano-mixed-metal oxide support
CeOx/TiO2, and more importantly the influence of that interaction on the WGS reactivity
of the system Cu/CeOx/TiO2.

The paper is organized as follows: first we describe the theoretical methods we have
used; second we study the adsorption of the metal atoms on the pure and CeOxmodified
TiO2 support; then we focus on the adsorption of a Cu8 cluster on the studied surface and
finally we show our results for the WGS-reaction on the Cu/CeOx/TiO2 system.

Methods

The DFT calculations were performed using the plane-wave-pseudopotential approach
within the projector augmented wave method (PAW)40 together with the GGA exchange
correlation functional proposed by Perdew et al.41 as implemented in the VASP 4.6
code.42,43 A plane-wave cutoff energy of 400 eV was used. We treated the Ti (3s, 3p, 3d,
4s), Ce (4 f , 5s, 5p, 5d, 6s), Cu (3d, 4s), Ag (4d, 5s), Au (5d, 6s), Pt (5d, 6s) and O (2s,
2p) electrons as valence states, while the remaining electrons were kept frozen as core
states. To obtain faster convergence, thermal smearing of one-electron states (kBT = 0.05
eV) was allowed using the Gaussian smearing method to define the partial occupancies.
The energy was estimated at the gamma point.

We chose a (6x2) surface model with the aim to have isolated CeOx dimers and metal
clusters on the TiO2 (110) surface (see figure 1). The slab was 12 atomic layers thick or
four TiO2-trilayers, as it is known that thicker supercell models gave comparable results
in a similar study.44 In all cases, the two lower TiO2 trilayers were kept frozen while the
rest of the atoms were allowed to fully relax their atomic positions (see figure 6.1). The
supercell slab model is separated from their images by a vacuum of 15 Å, considered
enough to avoid interaction between the slabs. For building the supercell model we used
the optimized lattice parameters for the bulk a = 4.1616 , c = 2.974 Å, and u = 0.304 Å.
On the nomenclature used to call the surface atoms see figure 6.1c.

In order to represent adequately the electronic structure of Ce (in particular the 4 f
level of the Ce3+ species) we used the GGA+U formalism. The Hubbard U term was
added to the plain GGA functional employing the rotationally invariant approach proposed
by Dudarev et al.,45 in which the Coulomb U and exchange J parameters are combined
into a single parameter Ue f f =U-J. For Ce we have used the Ue f f of 4.5 eV which
was self-consistently calculated by Fabris et al.46 using the linear-response approach of
Cococcioni and de Gironcoli47 and which is in the range of values usually proposed in
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Figure 6.1: Supercell slab model used for representing the TiO2(110)
surface. (a) Side view. The solid line indicates the supercell and the
dashed line shows the atoms kept fixed at their bulk positions. (b)
Top view of the supercell, showing the 6x2 surface cell. (c) Different
atoms present in the TiO2(110) surface.

the literature (4.5-5.5 eV) for GGA+U calculations.48–56 For the 3d states of Ti we also
chose a Ue f f parameter of 4.5 eV as it reproduces the experimental values of the gap
between the Ce3+ 4 f and Ti3+ 3d levels observed in the valence photoemission spectra
of Ce/TiO2(110) system.5 Although lower values for Ue f f have also been proposed for
a balanced description of bulk CeO2 and Ce2O3 oxides,57,58 the set of parameters we
have selected allows for a correct description of the gaps observed in the experimental
photoemission spectra of our systems consisting of CeOx clusters supported on the
TiO2(110) surface.5 The presence of Ce3+ species was indicated by a characteristic 4 f
peak in the band gap and later confirmed by the magnetization of the Ce atoms (higher
than 0.9 electrons) found in the calculations. In the same way the presence of Ti3+

species was indicated by a characteristic 3d peak in the band gap and later confirmed by
the magnetization of the Ti atoms (higher than 0.8 electrons) found in the calculations.
These Ue f f parameters for Ce and Ti have been used successfully for the CeOx/TiO2(110)
systems in previous papers.5,36,38

The adsorption energy for a given species X, (where X stands for metal cluster, H2O,
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CO, etc.) has been calculated as:

Eads(X) = E(X/CeO2/TiO2) − E(X) − E(CeO2/TiO2) (6.1)

Where Eads(X) is the adsorption energy of X on CeOx/TiO2(110), E(X/CeOx/TiO2) is
the total energy of the system in which X is adsorbed on the CeOx/TiO2(110) surface,
E(X) is the energy of the isolated X and E(CeOx/TiO2) is the energy of the slab model of
the surface consisting on a Ce2O3 dimer on TiO2(110). For more details of the structure
of the CeOx/TiO2(110).5,36,38 Obviously, when the molecules H2O or CO are adsorbed
on the Metal/CeOx/TiO2 system, the calculation of the adsorption energy is modified
accordingly:

Eads(X) = E(X/M/CeO2/TiO2) − E(X) − E(M/CeO2/TiO2) (6.2)

Where Eads(X) is the adsorption energy of X on M/CeOx/TiO2(110), E(X/M/CeOx/TiO2)
is the total energy of the system in which X is adsorbed on the M/CeOx/TiO2(110) surface,
E(X) is the energy of the isolated X and E(M/CeOx/TiO2) is the energy of the slab model
of the surface consisting on a metal cluster and a Ce2O3 dimer on TiO2(110).

Charge density differences (CDD) where calculated by subtracting to the total charge
density of the system the charge density calculated for the isolated parts of the system.
For instance, for Cu adsorption on TiO2(110), we subtract to the charge density of the
system Cu/TiO2 the charge density of an isolated Cu atom and the charge density of the
isolated TiO2(110) surface, keeping the involved atoms in the same position of the same
supercell than in the complete system. In that way it is possible to see directly in the real
space where charge density is gained and where is lost, and see in that way the formation
of bonds or charge transfer processes.

Transitions states have been calculated by using the climbing image version of the
nudged elastic band (NEB) algorithm59 and in all cases, after a vibrational analysis, a
single imaginary frequency has been obtained for these structures.

Results and discussion

Cu, Ag, Au and Pt adsorption on pure and CeOx-modified TiO2(110)

We start this section by reviewing the interaction between a single noble atom and the
TiO2(110) surface. The most stable adsorption sites on the TiO2(110) for Cu, Ag, Au and
Pt atoms are well known and have been studied previously (see figure 6.2).60–65 However,
for the sake of comparison a quick analysis of the nature of interaction metal-surface is
needed. These preliminary considerations will help us to analyze the differential effects
arising when the metal is absorbed on the same surface in the presence of the CeOx

nanoparticles. The starting point is the calculation of adsorption energies, Bader charges
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and density of states DOS for the four metal atoms on the bare TiO2(110) surface. The
main results are shown in Table 6.1.

Figure 6.2: Most stable adsorption sites for Cu and Ag (right side) and Au
and Pt (left side). Top view (top) and side view (bottom). Ti (gray), O
(red).

Table 6.1: Adsorption energy (eV), metal Bader charges (Q) and qualitative bond
contributions for single metal deposition on TiO2(110) and CeOx/TiO2 (110) surfaces.

TiO2(110) CeOx/TiO2(110)
Metal Eads / eV Charge Bond contribution Eads Charge Bond contribution

Cu -1.91 0.76 I+C -2.65 0.68 I+C
Au -1.01 0.71 I -1.34 0.63 I
Ag -0.71 0.04 P -0.79 0.42 I
Pt -2.53 0.10 P+C -3.19 0.17 P+C

The strongest interaction is found for Pt, 2.53 eV, followed by Cu (1.91 eV), Ag (1.01
eV) and Au (0.72 eV). These results roughly agree with previous calculations,60,63–65 and
the deviations are due to the differences in models and computational details: cluster vs.
periodic approaches, thickness of the slabs,66 Hubbard on-site corrections, etc. In any
case, within the Group 11, we see that the interaction of Cu is ∼0.9 eV higher than that of
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Ag, which is of the same order of that of Au. The same behavior has been observed for
ceria surfaces,67 and is also close to that reported for a less reducible surface as alumina.68

If we consider the Bader charges, Q, we can distinguish clearly two behaviors: for Cu
and Ag (Q ∼ 0.7 e) there is a clear charge transfer to the surface, while Au and Pt remain
practically uncharged. Upon deposition Cu and Ag reduce the surface, in particular one of
the Ti5c atoms lying at the channels, passing from Ti4+ to Ti3+, as might be easily seen
in the charge density difference (CDD) isosurfaces (Figure 6.3), where reduced Ti atom
clearly appears in the surface.

Figure 6.3: Charge density difference isodensities for Cu, Ag, Au and Pt
adsorbed at their most stable position on TiO2(110). Top view (a) and side
view (b). The gaining of charge is represented by an isosurface of 0.05 in
iceblue and losing of charge by an isosurface of -0.05 in yellow. Ti (gray),
O (red), Cu (orange), Ag (white), Au (golden) and Pt (metallic blue). Ti3+

ions are labelled when they appear.

Moreover, the DOS projected on the reduced Ti atom consistently exhibits the charac-
teristic 3d little peak in the band gap (not shown). And finally, we found a magnetization
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for that Ti atom of 0.88. The CCD maps also show for Cu a larger covalent contribution
than in the case of Ag, in agreement with the higher interaction energy. In the case of Au
and Pt, since the oxidation resulting from the deposition is low, Q=0.04 and 0.10, the ionic
component is practically absent.The metal-surface bond arises from metal polarization
and, in the case of Pt, covalent contributions. The d9s1 orbitals of Pt give place to better
overlap with surface orbitals than the sp Au hybridized orbitals as shown in Figure 6.3b,
which is consistent with the larger interaction obtained for Pt.

The results for the adsorption of the metals on the CeOx-modified TiO2(110) surface
are also shown in Table 6.1. For all the metal atoms considered the most stable adsorption
site on this surface was at the position depicted in Figure 6.4, i.e., the adsorbed atom
interacting directly with the adsorbed CeOx particles. More interesting, whatever the noble
metal is, the interaction energy is found larger that obtained for the unmodified surface,
however the change has not the same extent in all the cases. The adsorption energies were
-2.65 eV, -1.34 eV, -0.94 eV and -3.19 eV for Cu, Ag, Au and Pt respectively. Thus, while
Cu and Pt reinforce the interaction with the surface by roughly 0.7 eV, for Ag and Au only
a small change is observed (Eads increases by -0.33 eV and -0.22 eV respectively).

Figure 6.4: Top view of the most stable adsorption position for Cu, Ag,
Au and Pt on CeOx/TiO2(110). Ti (gray), O (red), Metal M (blue).

Concerning the surface reduction one can observe that small changes in the charges
are found for Cu, Ag and Pt, however, for Au, the Bader charge calculation shows a
charge transfer of 0.42 |e−| to the surface. This is in contrast with the almost negligible Au
oxidation predicted for the CeO2(111) surface, although whether the oxidation happens
or not has been a controversial issue.67,69 In the present case, gold oxidation is also



i
i

“thesis” — 2013/6/27 — 15:59 — page 149 — #161 i
i

i
i

i
i

Section 6.3. Cu deposited on CeOx-modified TiO2(110) 149

confirmed by CDD isosurfaces (Figure 6.5), DOS projected on the reduced Ti5c atom and
its magnetization. We relay this behavior of Au with the very special place of the surface
where it is adsorbed. It has been shown in previous studies that when Au is adsorbed
in a geometry in which a linear O-Au-O bond can be reached, the oxidation process of
Au is strongly facilitated.70 In the present analysis it appears that there is just charge
transfer from Au atom to one Ti5c of the surface and the following favorable electrostatic
interaction between the Au cation and the neighbor O anions. No evidence of significant
covalent contribution to the Au-O bond is found in the CDD isosurfaces. Other positions
of the surface tested indicate that the Au-surface interaction is essentially analogous to
the pure TiO2(110) surface. In other words, at this particular adsorption site, the bond
mechanism of Au and Ag are quite similar.

Figure 6.5: Charge density difference isodensities for Cu, Ag, Au and Pt adsorbed at their
most stable position on CeOx/TiO2(110). The gaining of charge is represented by an
isosurface of 0.05 in iceblue and losing of charge by an isosurface of -0.05 in yellow. Ti
(gray), O (red), Cu (orange), Ag (white), Au (golden) and Pt (metallic blue). Ti3+ and
Ce3+ions are labelled when they appear.

For Cu and Ag the bonding mechanism remains practically identical as in the pure
surface, i.e., ionic-covalent for Cu and mainly ionic for Ag as can be seen in the CDD
isosurfaces shown in figure 6.5. For Pt, additional favorable covalent contributions due to
the Pt-O bond are also incorporated. In summary, we can conclude that the effect of the
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presence of the CeOx particles in the TiO2(110) surface on the metalsupport interaction is
a local effect. The adsorption energy (and even the bonding mechanism for Au) is strongly
modified only when the metal atoms interact directly with the CeOx particle.

Adsorption of Cu nanoclusters on CeOx-modified TiO2(110)

The model we selected to describe a Cu nanoparticle on the CeOx-TiO2(110) surface
was derived from that used in a previous paper where we analyzed the electronic and
catalytic properties of the Cu/TiO2(110) catalyst. It consisted of 3D Cu8 nanocluster, with
a truncated pyramid shape formed by 5 atoms in the layer in contact with the surface. It
was found that the Cu8 cluster mainly binds to the O atoms of the TiO2 surface.

The Cu8 nanocluster was added to the CeOx-TiO2(110) model surface exploring
several possible sites, and we found that, as isolated atoms do, Cu clusters adsorb stronger
near the CeOx particles. The adsorption energy at this site is -3.50 eV, while on the perfect
surface is of -3.02 eV. Moreover, as could be expected since 5 Cu atoms from the 8 of the
cluster are in contact with the surface, there is a larger electron transfer ( 1.4 e). However,
the averaged oxidation state of these 5 Cu atoms is QCu ∼0.3, the 3 Cu atoms at the top of
the metal particle remaining almost neutral. A view of the model is reported in Figure 6.6.

Figure 6.6: Cu8/CeOx/TiO2 slab model.

Reaction mechanism for WGS reaction on Cu/CeOx/TiO2

Let us now analyse the mechanism for the WGS reactionon the CeOx/TiO2 surface. In
previous studies Rodriguez et al. have shown that the reaction for a metal/metal-oxide
catalyst happens at the metal-titania interface.26 It has been suggested that it takes place
via a carboxyl OCOH intermediate, and involves the following steps.26
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H2O(g)↔ H2O∗ (6.3a)

CO(g)↔ CO∗ (6.3b)

H2O∗
TS 1(2)
−−−−−→ H∗ + OH∗ (6.3c)

CO∗ + OH∗
TS 3
−−−→ OCOH∗ (6.3d)

CO∗ + OH∗
TS 3
−−−→ OCOH∗ (6.3e)

OCOH∗
TS 3
−−−→ CO∗2H∗ (6.3f)

CO∗2
TS 3
−−−→ CO2(g) (6.3g)

2H∗
TS 3
−−−→ H2(g) (6.3h)

Adsorption is the first step of the mechanism and preconfigures the profile of the
catalytic cycle. In principle, because of the high strength of the OH bond, it is assumed
that the dissociation of water is the rate limiting step and the most important barrier to
overcome. How WGS catalysts could be modified in order to improve adsorption and
dissociation of H2O has long deserved much attention, and some previous results are
reported in Table 6.2 for the sake of comparison.

Table 6.2: Adsorption energy (Eads), activation energy (Ea) and reaction energy (∆E)
for water dissociation.

System Eads / eV Ea / eV ∆E / eV
Cu(111)71 -0.18 1.36 0.37

Cu/TiO2(interface)72 -1.09 0.52 -0.04
Cu/TiO2(vac)72 -0.72 0.35 -0.14

Au/TiO2(oxide)26 - 0.60 0.60
Au/TiO2(metal)26 - 1.30 0.09

Au/TiO2(interface)26 - 0.56 0.09
CeOx/TiO2(interface)38 -0.73 0.04 -0.63

Cu/CeOx/TiO2(interface) -0.65 0.04(0.40) -0.81(0.02)

Compared to the Cu (111) surface,71 there is an increase of adsorption energy and a
decrease of the activation barrier in metal/TiO2

72,73 catalysts due to the easier adsorption
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of water molecules on oxide vacancies or in areas close to the metal cluster. We have
recently characterised CeOx NPs on TiO2 (110) surface, which exhibited low coordinated
Ce3+ ions.5,36 We found that these ions act as active sites where water molecules are
adsorbed and then dissociated with almost no apparent barrier (Ea= 0.04 eV) in a strong
exothermic process (DE = -0.73 eV).38

Figure 6.7: Calculated structures for the reactants and intermediates of the water
adsorption and dissociation on Cu/CeOx/TiO2 catalyst. Only the 2 first layers of the
four-layer titania slab used in DF calculations are shown.
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Figure 6.8: Reaction profile for water adsorption and dissociation on
Cu/CeOx/TiO2 system. The zero energy is taken as the sum of the energies of
the bare Cu/CeOx/TiO2, gas phase water and carbon monoxide.

The presence of the Cu8 nanocluster does not significantly alter these values, the
process being practically barrierless with a reaction energy of -065 eV. As can be seen in
Figure 6.7, water molecule adsorbs on top of a Ce3+ ion, and since still there is one more
Ce3+ ion available we checked adsorption of a second water molecule. This process was
also found favorable, the reaction energy being almost the same than for the first molecule.
This is not the case for dissociation energies since while the first dissociation barrier is of
only 0.04 eV and strongly exothermic, for the second dissociation the activation energy
is of 0.43 eV, and the process is practically thermoneutral. The energy profiles for these
steps are gathered in Figure 6.8. The model indicate therefore, that for a Ce2 surface
dimer we would find 2 adsorbed water molecule, one of them always dissociated and the
other either dissociated or not, with the same likelihood, Figures 6.7b and 6.7c.

Next steps in the mechanism are the CO adsorption and the formation of the carboxyl
intermediate. For M/TiO2 based catalyst in which water dissociation barrier is lowered,
the formation of OCOH species should become the rate-limiting step, as shown in Table
6.3.
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Table 6.3: Adsorption energy, Eads, activation energy (Ea) and reaction energy (∆E) for
water carboxyl intermediate formation.

System Eads / eV Ea / eV ∆E / eV
Cu(111)71 -0.09 0.61 0.01

Cu(cluster)73 -0.60 1.15 1.0
Au/TiO2(interface)26 - 0.86 0.38

Cu/TiO2(vac)26 - 0.90 0.70
Cu/TiO2(vac)72 -0.91 0.88 0.60

Cu/CeOx/TiO2(interface) -0.50 0.51 0.08

Figure 6.9: Calculated structures for the reactants and intermediates of
the CO oxidation on Cu/CeOx/TiO2 catalyst. Only the 2 first layers
of the four-layer titania slab used in DF calculations are shown.

Starting from the structure where both water molecules are dissociated, we first
adsorb a CO molecule on the catalyst model. One can expect that CO will preferentially
adsorb on low coordinated metal atoms of the cluster, especially in the second layer,
edges and corners, so we have combined this fact with positions in which CO and
OH are close enough to produce carboxyl species (see Figure 6.9a). The carboxyl
species is reached by a shift of an OH group initially bound to a Ce3+ ion as indicated in
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Figure 6.9b. The activation energy obtained is 0.50 eV, smaller than that reported for the
Cu/TiO2 catalyst,73 and comparable to that estimated by Peng et al.72 for a system with
similar characteristics. Moreover this step is thermoneutral, which significantly favors the
formation of the carboxyl intermediate compared to other catalysts where the reaction is a
highly endothermic process (see Table 6.3).

The energy profile describing these steps are depicted in Figure 6.10. On the other
hand, after the formation of the carboxyl intermediate, a Ce3+ ion is accessible for the
adsorption of a new water molecule that could again easily dissociate. This will be the
starting point for the next step in which a deprotonation of the carboxyl intermediate
takes place. This step is one the easier steps in the mechanism, and has been analyzed
several times. For Cu(111) Mavrikakis et al. have reported an activation energy of 0.42
eV, and the deprotonation was found to be assisted by an hydroxyl group to generate a
water molecule.71 In M/TiO2 type catalyst the values fluctuated between 0.05 to 0.5 eV,
and an oxygen atom of the oxide surface also assists the process. In all these cases this is
not the rate limiting of the reaction.

Figure 6.10: Reaction profile for Co oxidation on Cu/CeOx/TiO2 system. The
zero energy is taken as the sum of the energies of the bare Cu/CeOx/TiO2, gas
phase water and carbon monoxide.

In the present study, for the Cu/CeOx/TiO2 catalyst, we have obtained an activation
energy of 0.39 eV, which is smaller than previous barriers exposed below. Also, and more
interesting, this step is exothermic, by 0.22 eV, while in previous reported studies this
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process is exo or endo about 0.5 eV. Finally, H2 formation and products desorption take
place. The gross energetic changes associated to thee eteps are also schematized in Figure
6.10.

The energy profile obtained confirms previous experimental results, which demon-
strate the high performance of this catalyst.36 CeOx NP improves energy adsorption,
decrease the activation energy for water dissociation and increase the exothermicity of
the process. The released energy can be used to overcome the energy barriers for the fol-
lowing steps. The CeOx dimer also facilitates the formation of carboxyl species, because
hydroxyls are more accessible to CO molecules adsorbed on metal cluster. Although the
redox mechanism has been identified as preferential in Pt/CeO2 systems,the characterized
microstructure of Cu/CeOx/TiO2 reduces the activation energy for carboxyl formation.
All these improvements get a reaction pathway in which all barriers are below 0.5 eV,
the lowest value reported as far as we know. This profile ensures that the reaction can be
carried out under mild conditions and low temperatures using one of the most inexpensive
noble metals as copper.

Summary and conclusions

In this work we have analyzed the nature of the metal-support interaction of Cu, Ag, Au
and Pt on CeOx-modified TiO2(110) surfaces, and the WGS reaction pathway on the
Cu/CeOx/TiO2(110) three-component catalyst. We first revised the interaction energies
and bond mechanism between single noble atoms and the perfect TiO2(110) surface.
The obtained adsorption energies are: 1.91, 1.01, 0.72 and 2.53 eV For Cu, Ag, Au
and Pt, respectively. For Cu and Ag there is a large charge transfer ( 0.7 |e−| from the
metal to the surface, reducing a Ti4+ ion to Ti3+. In the case of Cu, beyond this ionic
ingredient to the bond, significant covalent contributions are observed. For Au and Pt, the
mechanism is governed by the metal polarization, with negligible charge transfer to the
metal oxide surface. In CeOx/TiO2(110) the bonding mechanism for Cu, Ag and Pt remain
essentially the same than when deposited on the pure TiO2(110) surface but geometrical
characteristics of the adsorption site makes favorable contributions to the bond appear,
increasing the adsorption energy. In the case of Au not only these favorable contributions
appear, but also a significant charge transfer toward the surface can be observed. The
adsorption energies obtained for deposition onto the ceria-modified titania surface are
-2.65 eV, -1.34 eV, -0.94 eV and -3.19 eV for Cu, Ag, Au and Pt respectively. Compared
with the experimental activity, it is worth noting the correlation between these energies
and the catalytic activity: Pt>=Cu>Au>Ag.

For the Cu8 cluster the nature of the metal-support interaction is similar than that for
Cu atom in Cu/CeOx/TiO2(110) and Cu/TiO2(110). Obviously the charge transfer from
the metal to the surface (1.4 |e−|) and the adsorption energy (-3.50 eV) are higher in the
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cluster as it has 5 atoms in contact with the surface.
To elucidate the mechanism of the WGS reaction, we have studied the main steps in-

volved in the whole process: adsorption-dissociation of water and formation-deprotonation
of the *OCOH intermediate. We have found that water dissociation is no longer the rate-
limiting step in this system, since it has a energy barrier of only 0.04 eV. On the other
hand, we have proposed a reaction path in which all the involved energy barriers are
below 0.5 eV. To the best of our knowledge it is the first time that such a low-barrier
path has been found. The key to get the system working under so low barriers is the
hydration/hydroxylation of the cerium oxide particle. This hydration is an exothermic
and low barrier process which, furthermore, allows an easy deprotonation of the *OCOH
carboxyl intermediate that finally may lead the reaction to the final products CO2 and H2.
All these findings may contribute to a deep understanding of the extraordinary catalytic
activity of the new family of catalysts Metal/CeOx/TiO2, and may foster further research
in order to find new and better WGS reaction catalysts.
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6.4 Nature of the mixed-oxide interface in ceria-titania system
for photocatalytic water splitting

This section partially correspond to the theoretical work published in: ”Nature of the
Mixed-Oxide Interface in Ceria-Titania Catalysts: Clusters, Chains and Nanoparticles”

J. Phys. Chem. C, 2013
DOI:10.1021/jp3125268

Introduction

The mixing of two different metal oxides could improve the performance of the involved
oxides by producing different physical and chemical properties with respect to the indi-
vidual components.16,74,75 For instance, TiO2 doping with other metal oxides has been
intensively studied during last years in order to modify the gap of the system and be
able to split water efficient in visible light. Ceria is a good candidate to mix with TiO2
because of its catalytic properties associated to the redox pair Ce3+/Ce4+. Moreover, the
substitution of Ti4+ by cerium ions improves the thermal resistance to sintering and the
redox properties of TiO2.36,76

Some studies which were focused on the properties of CeO2-TiO2 powders has been
published in last years in order to use it as catalyst and photocatalyst.77–80 For instance,
some authors have demonstrated that a 10 wt% of CeO2 in ceria-titania catalyst increases
thermal stability of this material against particle sintering and pore collapse.77 Moreover, it
has been reported that ceria doped TiO2 shows activity for the photochemical degradation
of methylene blue under visible-light irradiation.78,79 Despite some theoretical calculations
have suggested that the presence of reduced cerium cations is necessary in order to enhance
the photo-catalytic activity of TiO2,80 there were not strong experimental evidences
of this correlation until now. However, last year, it has been demonstrated that it is
possible to synthesize ceria/titania heterostructures in which Ce3+ ions are stabilized.
Furthermore, Pt/CeOx/TiO2 has been found to be an excellent candidate as photocalatyst
for water splitting.81 Despite of the good performance of this system, the mechanism
which stabilizes the Ce3+ ions are still unknown. Our objective here is to explore the nature
of the mixed-oxide interface and characterized its structural and electronic properties
which determine its performance as photocatalyst.
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Density Functional Theory Calculations

The density functional theory (DFT) calculations were made using the generalized gradient
approximation (GGA) exchange correlation functional proposed by Perdew et al.41 and
the projector augmented wave method (PAW)40 as implemented in the Vienna Ab-initio
simulation package (VASP) 5.2 code.40,43 A plane-wave cutoff energy of 400 eV was used.
The Ti (3s, 3p, 3d, 4s), Ce (4 f , 5s, 5p, 5d, 6s) and O (2s, 2p) electrons were treated as
valence states, while the remaining electrons were kept frozen as core states. To obtain
faster convergence, thermal smearing of one-electron states (kBT = 0.05 eV) was allowed
using the gaussian smearing method to define the partial occupancies. To adequately
represent the electronic structure of Ce (in particular the 4 f level of the Ce3+ species)
we used the GGA+U formalism. The Hubbard U term (on-site repulsion) was added to
the plain GGA functional using the rotationally invariant approach proposed by Dudarev
et al.,45 in which the Coulomb U and exchange J parameters are combined into a single
parameter Ue f f = U-J. For Ce we have used a Ue f f of 4.5 eV which was self-consistently
estimated by Fabris et al.46 using the linear-response approach of Cococcioni and de
Gironcoli47 and which is in the range of values usually proposed in the literature (4.5-5.5
eV) for GGA+U calculations.48–56 To represent the 3d states of Ti a Ue f f parameter of 4.5
eV was used, as it reproduces the experimental values of the gap between the Ce3+ 4 f and
Ti3+ 3d levels observed in the valence photoemission spectra of Ce/TiO2(110) system.5

The presence of Ce3+ species was indicated by a characteristic 4 f peak in the band gap
and later confirmed by the magnetization of the Ce atoms (higher than 0.9 electrons) found
in the calculations. These Ue f f parameters for Ce and Ti have been used successfully
for the CeOx/TiO2(110) systems in previous papers.5,36,38 Microscopy data indicates the
growth of CeO2(001) particles on TiO2(112) surface facets.

Consequently, the ceria-titania models were built to mimic this relationship. Because
the CeO2(001) and TiO2(112) are polar surfaces the charge of the bottom and top layers
of the slab are opposite, and as a result a dipole moment appears. These surfaces, called
type 3 according to Tasker classification,82 are not stable and reconstruct. The usual way
to model these surfaces is to move half of the charge from the top layer to the bottom layer
quenching the dipole moment of the slab.82 Accordingly, in our models, half of the O
atoms of the top O-layer (belonging to CeO2) were moved to the Ti-layer at the bottom of
the slab (TiO2). However, because at the ceria-titania interface a net dipole moment still
remains, in the present study we have used a dipole correction based on implementations
in the VASP program.83,84 To describe phenomena at the interface between a ceria particle
and the titania support, a slab was built with 5 CeO2 layers on top of 5 TiO2 layers to model
the CeO2(001)/TiO2(112) system. In order to have converged properties with the number
of k-points in the supercell we used a grid of 3x3x1 k-points in the reciprocal space for the
slab model. To avoid the misfit of both surfaces, we did not use the conventional lattice
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Figure 6.11: CeOx(001)/TiO2(112) system as (a)5 CeO2 layers on top of 5 TiO2 layers
model, (b) 5 CeO2 layers on top of 5 TiO2 layers with solid solution interface model and
(c) CeO2 nanocluster model. I+x label indicate the different oxygen layer in which the
vacancy has been created. Atom color: O= red, Ti= grey, Ce= white.

vectors for the TiO2(-112) a and b but (a+b) and (a-b), directions [110] and [1-10]; it could
be denoted as (

√
2x
√

2)R45 TiO2(-112) in Woods notation. For the same reason, we used
a (2x2) unit cell for the CeO2(001) surface, as a result, the misfit in the cell parameters is
only -1.7 %. The cell is not completely orthorhombic; α and β are 90.00 but γ is 91.09
because the lattice vector a (5.443 Å) is slightly longer than the b vector (5.340 Å) in
the TiO2(112) conventional surface unit cell. Therefore, a and b are orthogonal, while
the diagonal vectors (a + b) and (a − b) are not. Thus, the misfit in the γ angle between
CeO2(001) (orthogonal) and TiO2(112) (not orthogonal) in this orientation is 1.2 %. All
of the atoms of the supercell were allowed to fully relax their atomic positions. The slab
model is separated from their images by a vacuum of ∼ 15 Å, considered enough to avoid
interaction between them. For building the supercell model we used the optimized lattice
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parameters for bulk anatase: a = 3.786 Å and c = 9.541 Å

Results and discussion

DFT calculations were performed to analyze the interaction between both oxides. The
energy of oxygen vacancy formation, Ev, was calculated as a function of layer position, at
the interface (labeled as I in Figure 6.11) as well as in the ceria (labeled as I+1, I+2...)
and titania layers (labeled as I-1 and I-2). The values of Ev range between 2.45 and 4.24
eV, corresponding to the I+5 and I-2 planes respectively. However, these values depend
on the thickness of the ceria slab used in the model.

Figure 6.12: Computed Ev for CeOx(001)/TiO2(112) system with dif-
ferent number of CeO2 layers.

In Figure 6.12, Ev for specific positions is reported as a function of model size. While
there is a dependence on the ceria thickness, the most favorable position to create a vacancy
is the ceria surface, regardless of model size. The values of Ev at the surface, 2.35 and 2.45
eV, are remarkably close to previous calculations computed for bare (100) CeO2 surface
using a similar setup, 2.27 eV.49 . Interestingly, Ev in the TiO2 (I-1) falls between 2.81
and 3.08 eV, significantly lower than the value of 5.14 eV that we have estimated for bulk
anatase. While the vacancy energy formation for the ceria-titania interface is computed
to be between 2.83 and 2.88 eV, also noticeably lower than the value reported by Nolan
et al. for bulk CeO2 of 3.39 eV.85 This behavior can be understood if we analyze the
localization of the two cerium ions bearing the 4 f electrons that appear when a vacancy is
generated. The relaxation of the coordination sphere around the Ce3+ ions creates a small
polaron whose stability could be responsible for the stability of the vacancy. In fact, it
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has been reported that charge distribution around the vacancy can modify the Ev values
for the same site by more than 0.5 eV.86 The largest reduction in Ev is found when Ce3+

are arranged as next neighbors to the vacancy on one side, and at sites that facilitate their
characteristic breathing polaronic expansion, on the other side. Because of the smaller
ionic radius of Ti, the polaronic relaxation of Ce3+ in the interface is facilitated. This
idea is actually supported by the fact that an electron charge analysis shows that the 4 f
electrons are located on Ce atoms belonging to the interface even when the vacancy is
created in the I+1 and I+2 oxygen planes. Additionally, when the O vacancy is created
in the tiatania-oxygen planes, the electrons are found occupying 4 f orbitals of cerium
atoms located at the interface. As a result the large stabilization of the vacancies around
the interface with respect to bulk titania would lead to a diffusion of the vacancies towards
the interface, and their subsequent accumulation.

Table 6.4: Ev values for nanocluster model and solid solution interface. In and surf
labels indicate if the vacancy is inside of the CeO2 nanocluster or in one of its faces.

Metal Site/Layers Ev / eV
Cluster Tip 2.38

I+1(in) 2.93
I+1(surf) 2.29

I(in) 2.82
I(border) 1.29

TiO2 2.48
Solid solution 5 layers 1.98

2 layers 1.37

Comparison of the bulk sensitive partial fluorescence yield (PFY) and surface sensitive
partial electron yield (PEY) previous measurements suggests that the amount of Ce3+ in
the inner region, i.e. the interface region, is higher. This finding suggests Ce3+ centers,
and therefore oxygen vacancies, appear to be particularly stabilized in the interface with
respect to the surface, which is not consistent with the DFT results reported in Figure
6.12. However, STEM EELS measurements indicate intermixing of metal cations at
the oxide-oxide interface. The result is consistent with the fact that ceria and titania
can form solid solutions.81 Moreover, in STM studies of ceria on a TiO2(110) surface,
there was evidence for intermixing of metal cations at the oxide-oxide interface.81 This
cation intermixing could be associated with the facile formation of Ce3+ sites detected by
NEXAFS and was not taken into account in those previous calculations. To reproduce
this intermixing in our model we have interchange two Ce cations with two Ti cations
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to generate a solid solution interface two-layer thick (see Figure 6.11b). Additionally, in
order to take into account the effects of border and step sites, a new model was developed
in which a ceria nanoparticle rather than a slab is adsorbed on a titania surface (Figure
6.11c). The vacancy formation energies, Ev, for these two new models are included in
Table 6.4. The Ev values obtained are similar to those reported above for the 2 slab model
(Figure 6.11a) in the tip, inside the nanoparticle and at the interface; however, it decreases
drastically at the border of the nanoparticle and at the solid solution interface. This result
gives further support to the higher Ce3+/Ce4+ ratio found with PFY mode. Notice that this
solid solution interface further favors the polaronic expansion of Ce3+ without modifying
significantly the coordination properties of metal centers.

Figure 6.13: Thermodynamic barrier for polaron-vacancy migration
in CeOx(001)/TiO2(112) with 5 and 2 CeO2 layers system with well
separated phases or producing a solid solutions in the interface.

The theoretical and experimental results indicate that there is a strong stabilization of
Ce3+ located at the interface region. To illustrate this point, in Figure 6.13, the calculated
oxygen vacancy formation energies (Ev) are plotted as a function of the different oxygen
planes for several models. For a perfect interface (without intermixing), the calculations
indicate the interface is a local minimum while the surface layer is the global minimum
of the system. Thus, the interface can still trap O vacancies because there is a significant
barrier to diffusion from the ceria-titania interface to the surface. By comparison, when
the solid solution model is considered, which we believe to be a more accurate physical
representation of the system, the surface is no longer the global minima but now the
interface layer is now the most preferential site for oxygen vacancies. Oxygen vacancy
migration from the surface to the interface would be favorable, leading to a higher amount
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of Ce3+ at the mixed interface than at the surface. This is in very good agreement with the
experimental results. The calculated values strongly depend on the thickness of the CeO2
film but regardless of the model used the intermixed interface remains the global energy
minimum. Therefore, vacancies may more easily migrate depending on the size of the
ceria but the interface remains the most preferred site. The migration of Ti4+ into the ceria
lattice at the oxide-oxide interface of ceria-titania facilitates the formation of Ce3+ sites,
which can be very useful in catalytic processes. For example, the existence of Ce3+ in
M/CeOx/TiO2 (M= Cu, Au, Pt) facilitates the dissociation of water making these systems
excellent catalysts for the production of hydrogen through the water-gas shift reaction
(H2O + CO −−→ H2 + CO2).36,87 Furthermore, in ceria-titania, the Ce3+ ions introduce
additional states in the band gap, corresponding to the partially occupied 4 f levels, and
thereby reduce the band gap to about 2.2 eV.36,81 This value is significantly lowered with
respect to the clean surfaces of both ceria and titania. UV-Vis spectra have shown that
ceria-titania can absorb photons in the visible region and when combined with Pt it can be
used in the photocatalytic splitting of water.81

Conclusions

In summary, we have studied the nature of the mixed-oxide interface in ceria-titania
photocatalyst. Different interface models were proposed in order to take into account the
different ceria nanostructures that have been characterized on the titania surface. Vacancy
formation energies were evaluated in both phases in different planes at also in the interface.
It was found that Ce3+ ions were stabilized at the grain boundaries or border and at the
solid-solution interface between both oxides. DFT calculations can explain previous PFY
and PEY measurement which found higher concentration at the interface than in th surface.
Moreover, the migration for vacancy-Ce3+ presented a high barrier which decreased when
the number of CeO2 layer are diminished. However, the global minima is always obtained
when the vacancy and the Ce3+ are placed at the interface. This fact could explain the
presence of Ce3+ even at high oxidative conditions.
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SEVEN

Conclusions

Different methods have been used to analyze the structural and electronic properties of
ceria and related materials. Pure GGA exchange-correlation functionals fail to describe
the strongly correlated nature of reduced ceria, while hybrid functionals adequately tackle
with the problem of the self-interaction error, though the amount of exact exchange and
the functional have to be chosen carefully. While all hybrid functionals appropriately
describe the crystal structure of CeO2 and Ce2O3 oxides, high deviations were found for
the band gaps. Within the original formulation, the HSE, PBE0 and B1-WC functionals
appear to be the best suited for this kind of materials.

Because of the high computational cost of hybrid functionals in a plane-waves frame-
work, alternative approaches using the Hubbard on-site correction DFT+U have been
investigated. In particular a DFT+U scheme that incorporate the U parameter on both
Ce 4 f and O 2p orbitals has been optimized and shown to be a relatively reliable and
efficient alternative. The combination of U f and Up leads to a moderately improved
description of the lattice parameters, band gap and reaction energies and partially corrects
the self-interaction error. In a further step, G0W0@PBE+U type approach has also been
explored.

Ab initio quantum theory has been employed to determine and characterize the nature
of the electron transfer process between adjacent Ce3+ and Ce4+ centers in bulk ceria. First
we have identified the small polaron nature of the reduced Ce ions. Within the two-state
Marcus model, we have estimated the electronic coupling matrix element or electron
transfer integral, VAB. Using diabatic wave functions determined at the Hartree-Fock
level of theory we estimated for this quantity a value of 65 meV. Using an adiabatic
approach enabled us to compute VAB from DFT calculations employing several exchange-
correlation functionals. The obtained values fall in the 68-88 meV range (mean value VAB

= 81 meV). From the energy profiles determined at the UHF level of theory for the electron

169
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transfer process along an idealized reaction path we obtained a reorganization energy
λ of 1.96 eV, and an adiabatic barrier for the polaron hopping of 0.40 eV, in very good
agreement with activation energy estimated from conductivity experiments performed on
reduced ceria. Finally, the transmission coefficient κ was estimated to be 0.81, indicating
that the electron transfer process is mainly adiabatic.

The activation barrier for the polaron hopping or electron transfer between Ce3+ and
Ce4+ ions, responsible for the electron mobility, depends on the proximity to oxygen
vacancies. When the Ce3+-Ce4+ pair is located well apart from the defect, the estimated
barriers are 0.45-0.50 eV, closed to that found for non-defective bulk ceria. However,
when the polaron is located at the neighborhood of the vacancy, a significant lowering of
the activation energy can be observed for both surface and bulk models, with barriers in
the 0.28-0.37 eV range. With respect to the oxygen migration, the energy profiles indicate
that the lowest pathway involves oxygen atom making its way through a (Ce4+-Ce4+) pair
toward the adjacent vacancy. Under these conditions the estimated barrier may be as low
as 0.12 eV. However, the activation energy significantly increases when the oxygen moves
to a vacancy traversing between (Ce3+-Ce4+) or (Ce3+-Ce3+) pairs. In such a case it would
be preferable to transfer an electron to a nearby Ce4+ to facilitate the oxygen migration.
In summary, charge transport in ceria might be viewed as a collaborative movement of
electron transfer and ionic migration. Electron transfer is facilitated by the presence of
oxygen vacancies, while oxygen (vacancy) migration is much easier when the atomic
displacement occurs through non-reduced Ce4+ ions. This approach has been the first
attempt to provide a quantitative description at the microscopic level of the charge and
mass transport across the ceria surface.

The charge transport was also analyzed by means of DFT+U calculations in YSZ/doped
CeO2 epitaxial heterostructures, where a huge ionic conductivity has been observed. The
effect of the strain on the YSZ layers was evaluated and compared with previous results.
The most important factor to increase the conductivity is the effect produced in the inter-
face and ceria doping, which decreases the vacancy formation energy and facilitates the
localization of vacancies and Ce3+ at the interface. Doping also diminishes the activation
energy for vacancy migration.

As paradigm of 1D ceria nanostructures the structural and electronic properties of
ceria nanotubes have been investigated. Negative strain energies have been predicted
using DFT calculations with a hybrid functional for single walled monolayer ceria NTs.
The NT stability was interpreted on the basis of interactions between terminating surface
oxygen atoms. The reduction of NT strain and the reinforcement of covalency have been
identified as the main factors determining the NT stability. Gold atoms show different
behavior depending on the adsorption site (inside or outside the NT). Compared to
CeO2(111) surface, we found that gold atoms are more easily oxidized upon deposition,
and therefore high catalytic activity is expected for these systems in processes where
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either the reducibility of the support or the presence of cationic gold are expected to be
key factors.

Ceria-titania interfaces show outstanding catalytic activities in several reactions, in
particular the WGS reaction. The activity of coinage metals supported on these interfaces
has been simulated using a Cu8 nanocluster deposited on the CeOx/TiO2 (110) surface.
Assuming the carboxyl mechanism for this reaction, stationary points, activation barriers
and reaction energies have been determined. Water dissociation is found to be exothermic
and almost barrierless, indicating that this process is no longer the rate-limiting step. The
carboxyl formation involves a barrier of 0.5 eV, significantly lower than that estimated for
Cu/TiO2. The overall energy barriers in this system are below 0.5 eV, being, to the best
of our knowledge, the first time that such a low-barrier path has been found. The key to
get the system working under so low barriers is the full hydration of the oxide particle.
This full hydration is an exothermic and low barrier process which, furthermore, allows
an easy deprotonation of the *OCOH intermediate which finally may lead the reaction to
the final products CO2 and H2.

To end up with the catalytic part of the report, the nature of the mixed-oxide interface
in ceria-titania photocatalyst has been studied. Different interface models were proposed in
order to take into account the diverse ceria nanostructures that have been characterized on
the titania surface. Vacancy formation energies were evaluated in both phases in different
planes at the interface. It was found that Ce3+ ions were stabilized at the grain boundaries
or border and at the solid-solution interface between both oxides. DFT calculations can
explain previous PFY and PEY measurement, which found higher concentration at the
interface than in the surface. Moreover, the migration for vacancy-Ce3+ presented a high
barrier which decreased when the number of CeO2 layer are diminished. However, the
global minima are always obtained when the vacancy and the Ce3+ are placed at the
interface. This fact could explain the presence of Ce3+ even at high oxidative conditions.
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