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The heterogeneous vehicle routing problem with time 

windows and a limited number of resources 

Abstract  This paper introduces the heterogeneous vehicle routing problem with time 

windows and a limited number of resources (HVRPTW-LR), a practical extension of 

the classical vehicle routing problem in which routes to be designed share common 

scarce resources. The HVRPTW-LR arises when a limited number of resources, such as 

vehicles, drivers, instruments, and so on, are available but are insufficient to serve all 

customers in a route planning. Therefore, the route design involves the selection of cus-

tomers to be visited at each route and resources to be used. Applications to this problem 

are found in real services companies with high seasonal demand which attend to differ-

ent types of works and have to decide on how to effectively manage their resources. For 

designing optimal routes, a hierarchical objective function is considered, maximizing 

the total number of served customers as the primary objective, and minimizing the trav-

el costs as secondary. A mathematical model of linear programming is introduced to de-

scribe and understand all constraints clearly. The problem is first heuristically solved by 

a semi-parallel insertion heuristic. Then, solutions are improved by a hybrid variable 

neighborhood descent metaheuristic based on a Tabu Search algorithm for the explora-

tion of the neighborhood and a holding list. Experiments are conducted on numerous 

sets of benchmark instances from the literature to evaluate the performance of the pro-

posed algorithm. Results show that the algorithm proposed in this paper has a good per-

formance and can be easily applied for solving numerous vehicle routing problem vari-

ants from the literature. A new set of benchmark cases for the HVRPTW-LR are also 

presented and solved. 
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1 Introduction 

The world of logistics is changing at breakneck speed. Excess of inventory or overstock 

is a supply chain problem costing companies large amounts of money every year. Often 

such inventory is reduced by requiring smaller and more frequent order quantities. 

Moreover, some logistics sectors are also exposed to high demand seasonality during 

the year. Thus, in specific months companies have a higher demand than the rest of the 

year requiring an increase of their logistical resources to complete all customers’ orders.   

Most distribution companies need resources for the provision of their services. Re-

sources represent sources of supply, support, or aid which are needed to complete the 

work. In this work, the resources are classified into two types: renewable resources 

(RRs) and non-renewable or consumable resources (CRs). RRs are needed during the 

execution of the service action but are not consumed. They are available on a period by 

period basis, i.e. the available amount is renewed from period to period. Typical exam-

ples are the instruments needed to perform the service, vehicles, skilled drivers and oth-

ers.  

On the other hand, CRs are consumed during the service action and they are also 

available on a period by period basis but rather have limited consumption availability 

for the route planning. Examples are raw materials, wires, electric counters, etc. Obvi-

ously, both types of resources are limited and the decision on how to efficiently use 

them to distribute products or to perform services in a route planning is difficult to take. 



4 

 

Fleet managers play an important role in logistics and transportation companies. They 

are responsible for routing drivers and vehicles in order to keep distributions on sched-

ule and within established budgets. The growing demand for efficiency in all areas of 

companies induces fleet managers to make their fleets as effective and efficient as pos-

sible, using the least amount of resources. Based on this observation, if on certain occa-

sions the total customer demand in a specific time period exceeds the capabilities of the 

company, some of the received orders from customers may be postponed to the next 

planning horizon as the cost of increasing the logistical resources is too high. On the 

other hand, the fleet of vehicles in a company is usually heterogeneous as the company 

incorporates vehicles of different characteristics over time (Hoff et al., 2010) and also it 

provides a better adaptation to the customer demand (Yepes and Medina, 2002). 

The heterogeneous vehicle routing problem with time windows (TW) and a limited 

number of resources (HVRPTW-LR) is an extension of the classical heterogeneous ve-

hicle routing problem with time windows (HVRPTW) where some customers of a spe-

cific planning may not be served due to an excess in the required resources (RRs and/or 

CRs). In this situation, the HVRPTW-LR requires maximizing the use of those re-

sources, postponing as few orders as possible to the next planning horizon.  

This paper makes two main scientific contributions. Firstly, the HVRPTW-LR is 

formally defined by a mixed-integer linear programming model that considers the re-

source limitations in the route planning. To the best of our knowledge, the HVRPTW-

LR has not yet been introduced in the literature and better defines real-world vehicle 

routing problems (VRPs). The second contribution is the development of a methodolo-

gy for solving the HVRPTW-LR. For this purpose, a hybrid variable neighborhood de-

scent (VND) metaheuristic based on a Tabu Search (TS) algorithm for the exploration 

of the neighborhood is proposed in this paper. The algorithm introduces new neighbor-
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hood structure definitions and a holding list (HL) that contains the list of unserved cus-

tomers. The HL also prevents the algorithm from being trapped at local optimal and 

achieves to explore a larger search space. To the best of our knowledge, hybrids of 

VND and TS with HL (VNDTS-HL) are not proposed in the literature for solving 

VRPs. 

The rest of the paper is structured as follows: Section 2 provides a review of the liter-

ature. The problem description and the mathematical formulation are defined in Section 

3. Section 4 presents a detailed description of the main components of the solution ap-

proach. Computational experiments are presented in Section 5 and finally, the conclu-

sions are given in Section 6. 

2 Literature survey 

The Heterogeneous Fleet VRP (HF-VRP) is a variant of the classical vehicle routing 

problem (VRP) that appears when a fleet of vehicles (limited or unlimited), character-

ized by different capacities and costs is available for the distribution activities (Koç et 

al., 2016). There are two main divisions of such problems depending on the available 

fleet. The HF-VRP with unlimited fleet, known as the Fleet Size and Mix VRP 

(FSMVRP), consists of determining the best fleet composition and routing when there is 

no limitation on the number of available vehicles of each type. On the other hand, the 

variant with a limited number of vehicles, called the Heterogeneous VRP (HVRP) con-

sists of optimizing the routes with the available fixed fleet. Two different objective 

functions have been considered to compute route costs to be minimized. Both consist of 

minimizing the sum of fixed vehicle costs and dependent routing costs. The latter can be 

related to the total trip duration without service times or based on the total distance trav-
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eled. The HF-VRP with TW (HF-VRPTW) appears when additional restrictions are in-

troduced to force customers to be served by a vehicle in a predefined time interval [EWi 

, LWi], where EWi and LWi are the earliest and latest times to start the service respec-

tively. 

The HF-VRPTW has been widely studied and a large number of papers have been 

published in the literature, as can be observed in the surveys of Baldacci et al. (2008), 

Irnich et al. (2014) and Koç et al. (2016). The majority of these works address the 

FSMVRP with TW (FSMVRPTW), maybe because it is easier to find feasible solutions 

than in HVRP with TW (HVRPTW).  

In the area of HVRPTW, Paraskevopoulos et al. (2008) proposed a two-phase solu-

tion framework based on a semi-parallel construction heuristic and a hybridized TS in-

tegrated within a new reactive variable neighborhood search (VNS) metaheuristic algo-

rithm. The algorithm solved both HVRPTW and FSMVRPTW. Later, Koç et al. (2015) 

proposed a hybrid evolutionary algorithm to also solve both problems. The algorithm 

combines advanced procedures and several metaheuristics principles from Vidal et al. 

(2012, 2014), such as adaptive large-scale neighborhood search and population search. 

They obtained some new solutions on benchmark instances outperforming all previous 

algorithms.  

Both the FSMVRPTW and HVRPTW have given rise to a multitude of variants 

which have received particular attention in the last recent years. We refer to the survey 

of Koç et al. (2016) for further information on HF-VRPTW. 

All these variants assume that a feasible solution occurs when every customer of a 

route plan is served by a vehicle on a route satisfying all problem constraints, whereas a 

solution of the HVRPTW-LR may contain unserved customers. Following this consid-

eration, Lau et al. (2003) proposed the VRP with TW and a limited number of vehicles 
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(m-VRPTW). This variant considers a homogeneous limited fleet that is available at the 

depot. In contrast to the HVRPTW, a solution to m-VRPTW may contain some un-

served customers due to the limited amount of vehicles. The objective in this problem is 

a hierarchical function where maximizing the total number of served customers is con-

sidered as the primary objective and minimizing the total traveled distance as second-

ary. Our research not only considers the limitation in the number of vehicles but also in-

corporates limitations in RRs and/or CRs, which are used and/or consumed at customer 

locations. Thus, the different routes designed in a specific day have to share these scarce 

resources. 

In order to solve the aforementioned m-VRPTW, Lau et al. (2003) proposed a TS ap-

proach characterized by a HL and a mechanism to force dense packing within a route. 

The algorithm was tested on a set of nine benchmark instances derived from the clus-

tered set of Solomon (1987) for the VRPTW; they also showed good results for the 

standard VRPTW. Extending this research, many authors have presented different ap-

proaches for the m-VRPTW (Lim and Wang 2004; Lim and Zhang 2007; Wang et al 

2008). 

Jiang et al. (2014) defined the VRP with heterogeneous fleet and time windows to 

generalize the three variants existing in the literature (m-VRPTW, FSMVRPTW and 

HVRPTW). They considered a hierarchical objective function where the total number of 

served customers is considered as the primary objective and minimizing the total num-

ber of vehicles and total traveled distance as secondary and tertiary respectively. The 

authors developed a two-phase TS algorithm using the TS developed by Lau et al. 

(2003).  

Relating to the use of limited resources, Molina et al. (2018) present the problem of 

designing routes in service companies that are responsible for the metrological control 
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of measuring equipments. They solve a rich vehicle routing problem that includes fixed 

heterogeneous fleet of vehicles, time windows for customers and depot, resource syn-

chronization between tours, driver-customer and vehicle-customer constraints, customer 

priorities and unserved customers. Hempsch and Irnich (2008) introduced the VRPs 

with inter-tour resource constraints in which the feasibility of a solution depends on 

properties of several tours and cannot be decided by considering the individual tours 

separately. Examples of inter-tour resource constraints are the presence of a limited 

number of docking stations at depot, a limited number of long tours, the number of 

stops, the arrival time at the depot, etc. For further information, an extended survey on 

VRPs with multiple synchronization constraints is due to Drexl (2012). Our problem 

differs from the previous one in the types of resources and interdependencies consid-

ered. In the HVRPTW-LR, the utilization or consumption of a specified resource is al-

ways performed at customer sites and there exists a global limitation for all vehicles. 

In order to design a methodology in accordance with the characteristics of the tackled 

problem, a hybrid VND metaheuristic based on a TS algorithm for the exploration of 

the neighborhood is proposed in this paper. Although the algorithm is specifically de-

signed to consider the specific assumptions, objectives and constraints of the 

HVRPTW-LR, it could also be very useful in other research areas, such as in Shuttle-

Based Storage and Retrieval Systems (SBS/RS) (see e.g. Carlo et al., 2012; Borovinšek 

et al., 2017; Lerher et al., 2017, 2015; Dukic et al., 2015; Lerher, 2016; Rosi et al., 

2016). 
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3. Problem Description and Mathematical Model 

The HVRPTW-LR is defined on a graph G= {N, A} with N ={0,1,…,N} as a set of 

nodes for a route planning, where node 0 represents the depot, and A is a set of arcs de-

fined between each pair of nodes. A set of K heterogeneous vehicles is represented by 

K={1,…,K} and is available from the depot. With the purpose of containing those 

nodes that cannot be served in the specific routes planning, a HL is available. Each cus-

tomer i ∈  {1,…,N} has a fixed demand and a time window for starting the service The 

sets of RRs, except vehicles, and CRs are represented by R={1,…,R} and C={1,…,C} 

respectively. Moreover, there exists a latest returning time to the depot for each vehicle 

k ∈  {1,…,K} and a limited number of each resource. 

The aim of the HVRPTW-LR is to design a set of vehicle routes making the follow-

ing assumptions: 

 Each vehicle serves a single route during the route planning. 

 All vehicle routes start and end at the depot. 

 The vehicle fleet is heterogeneous, i.e. vehicles have different capacities, variable 

costs and latest returning times to the depot. 

 Customers of a specific planning may not be served. 

 Each customer has a positive demand which has to be fully satisfied once by exactly 

one vehicle, if the customer is served in the route planning. 

 Customers may require RR and/or CR to be served. 

 The total demand of a route does not exceed the vehicle capacity. 

 The service of every visited customer starts within its time windows; if the vehicle 

arrives before the earliest time, it must wait. 

 A vehicle cannot exceed its latest returning time to the depot. 
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 There is a limitation in the use of RRs and CRs in the route planning. 

The notation adopted is presented in Table 1: 

Table 1. Data notation  

[EWi,LWi] Earliest and latest time to begin the service at node i ∈ {1,…,N}. 

STi Service time in node i ∈ {1,…,N}. 

TDij Distance from node i to node j (i ≠ j). 

TTij Travel time from node i to node j 

Di Load demanded by node i ∈ {1,…,N}. 

Qk Capacity of vehicle k ∈ {1,…,K}. 

βk Variable cost of vehicle k ∈ {1,…,K}. 

TMaxk Latest returning time to the depot of vehicle k ∈ {1,…,K}. 

SRir 
Equal to 1 if node i ∈ {1,…,N} needs the renewable resource r ∈ {1,…,R}  to be 

served, 0 otherwise. 

NRr Number of renewable resource r ∈ {1,…,R} available in the route planning 

SCic Quantity of consumable resource c ∈ {1,…,C} demanded by node i ∈ {1,…,N}. 

NCc Quantity of consumable resource c ∈ {1,…,C} available in the route planning. 

ρ Small positive scalar 

 

The problem uses the following decision variables: 

• Xijk : binary variable, equal to 1 if vehicle k ∈  {1,…,K} travels from nodes i to j (i ≠ 

j) 

• Zi : binary variable, equal to 1 if customer i ∈  {1,…,N} is not served by any vehicle k 

∈  {1,…,K}. 

• Yik : starting service time at node i ∈  {0,1,…,N} performed by a vehicle k ∈  

{1,…,K}; y0k  is the arrival time at the depot. 

• Wrk : binary variable, equal to 1 if renewable resource r ∈  {1,…,R} is assigned to ve-

hicle k ∈  {1,…,K}. 

• W´ck : quantity of consumable resource c ∈  {1,…,C} assigned to vehicle k ∈  

{1,…,K}. 
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According to the established assumptions, the constraints of the mixed-integer linear 

programming model are as follows: 
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Constraints (Eq. 1a) mean that each vehicle departs from the depot once or it does 

not, i.e., no more than K vehicles (fleet size) depart from the depot. Constraints (Eq. 1b) 

are the flow conservation on each node. Constraints (Eq. 1c) guarantee that each cus-

tomer is visited exactly once by a vehicle or transferred to the HL (Zi =1). Starting ser-

vice times for visited customers are calculated in constraints (Eq. 1d) and (Eq. 1e), 

where Y0k is the ending time of the tour for vehicle k. These constraints also avoid sub-

tours. Time windows are imposed by constraints (Eq. 1f). Constraints (Eq. 1g) avoid 

exceeding the latest returning time to the depot. Constraints (Eq. 1h) ensure that no ve-

hicle can be overloaded. Constraints (Eq. 1i) ensure the use of RRs for every served 

customer in a route, and constraints (1j) limit the available number of each one in the 

route planning. The limitation of CRs is given by constraints (1k) and (1l). Finally, con-

straints (1m) avoid assigning RRs and CRs to a vehicle if it does not depart from the 

depot in the route planning. 

The objective of the HVRPTW-LR is a hierarchical objective function, where max-

imizing the total number of served customers is considered as the primary objective, 

and minimizing the total travel cost as secondary. The travel cost is determined by the 

product of the vehicle unit travel cost and the travel distance of this vehicle. Obviously, 

maximizing the total number of served customers is equivalent to minimizing the total 

number of unserved customers in the HL. If multiple solutions serving the same number 

of customers exist, the model must choose the one with lower travel costs. For this pur-

pose,  is introduced in the objective function (Eq. 2). This value represents a small pos-

itive number to be a necessary and sufficient condition for Pareto optimality (Steuer, 

1986). 
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Contrary to the formulation of HVRPTW where unfeasible solutions appear when 

there are unserved customers, the HVRPTW-LR always generates feasible solutions. 

Recall that the HL is a component of the final solution and contains the customers that 

are not served by any vehicle of the available fleet composition (Zi=1). Based on these 

observations, it is reasonable to assume that the HVRPTW-LR is reduced to a standard 

HVRPTW when RRs and CRs are not considered and all customers can be served by 

the available fleet. 

4. The Variable Neighborhood Descent Tabu Search Algorithm with Holding List 

In this section, the authors introduce the Variable Neighborhood Descent Tabu 

Search algorithm with Holding List (VNDTS-HL) to efficiently solve the HVRPTW-

LR. The basic VND algorithm is upgraded by the use of TS for the exploration of the 

neighborhood and by the inclusion of several new neighborhood structures’ definitions 

and a holding list that achieves flexibility. In addition, a deterministic diversification 

procedure is introduced to readjust the use of resources in the routes escaping from local 

optima. 

In the proposed algorithm, a semi-parallel construction heuristic is first used to gen-

erate several initial solutions with different sequences of parameter values. From these 

solutions, only those of higher quality are selected and stored in a set F for an optimiza-

tion process in a second phase. The optimization process includes the VNDTS-HL and a 

Resources Readjustment Mechanism (RRM) which is applied to modify the solution in 

order to escape from the local optima. Therefore, the algorithm starts with an initial so-
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lution and the optimization process is repeated for all the initial solutions of the set F, 

re-starting from a new initial solution once a region has been extensively explored. The 

proposed solution methodology is terminated when either all selected initials solutions 

have been examined or an upper bound limit with respect to the computational time 

consumption has been reached. It is observed that the algorithm adopts a multi-start 

strategy achieving diversification to obtain high quality solutions. 

The remainder of this section introduces the proposed solution methodology. The 

semi-parallel construction heuristic for the HVRPTW-LR is briefly described in Section 

4.1 while Section 4.2 presents the components of the optimization process. 

4.1  Semi-parallel construction heuristic 

The heuristic proposed in this paper is based on the semi-parallel construction heuristic 

proposed by Paraskevopoulos et al. (2008) with a special mechanism to tackling infea-

sible instances (HL) and considering the global limitation in the number of RRs and 

CRs required in the route planning. It is important to note that when the problem speci-

fication includes an unlimited type of resource or does not consider resources, no re-

striction will be assumed on the design of the routes. 

Following the insertion scheme of Paraskevopoulos et al. (2008), routes are initialized 

by a “seed” criterion based on the customer with minimum slack (LTi - max(TD0i, TDi0). 

Then, as limitations on RRs and CRs need to be considered, the new greedy function 

that measures the cost of inserting a customer u between i and j served by vehicle k is 

denoted in (3) where the α weights define the relative contribution of each individual 

metric to the overall selection  
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The first metric (Eq. 4a) is a measure of the coverage of the time window for the se-

lected customer u. (Ioannou et al., 2001) and represents the closeness between the vehi-

cle arrival time at customer u (Yu) and its earliest service time (EWu). Furthermore, the 

compatibility of the customer time window in the specific insertion position is intro-

duced in the second metric (Eq. 4b). It represents the time gap between the latest service 

time (LWu) and the time of the vehicle arrival at customer u (Ioannou et al., 2001). 

When a customer u is inserted between two consecutive customers (i,j) in a route, a 

driving time increase is produced and is given by the third metric (Eq. 4c). Metric (Eq. 

4d) considers the time difference between the vehicle arrival time at customer j, before 

and after the insertion of customer u into the current route. This metric represents the 

time gap that has to be pushed forward in customer j to insert u (Ioannou et al., 2001). 

Metric (Eq. 4e) gives priority to the insertion of customers with large demands on the 

route and maximizes the utilization of the vehicle capacity. The metric was used by Par-

askevopoulos et al. (2008) and Kritikos et al. (2013) in their respective works but they 

did not consider that the result is a load measurement resulting in a difference in the di-

mension units with respect to the other cost components of the greedy function, which 

are expressed in terms of time. To solve this difference, a factor ξ is introduced multi-

plying this metric and is the result of dividing the average travel time between all nodes 

in the problem by the average demand. This factor is expressed in equation (Eq. 4f). 
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A point of primary importance, for the HVRPTW-LR, is the effective utilization 

and/or consumption of the available resources. For this reason, two different penalty 

costs are introduced in the “greedy” function. First, the renewable penalty cost (PCR) 

gives priority to insert customers which do not modify the RR utilization on the route. 

Thus, the value of the PCR will be equal to one if the candidate customer for insertion 

requires the same types of RRs as customers belonging to the partially constructed 

route. On the other hand, the consumable penalty cost (PCC) only penalizes those cus-

tomers requiring a great number of CRs. In the PCC, the evaluation criterion for penal-

izing a customer insertion is based on the third quartile. 

Although the formulae for percentiles are uniquely defined for continuous random 

variables, in the discrete case, quartiles divide the customers, previously sorted from 

lowest to highest consumptions, into four quarters having the same number of custom-

ers in each quarter. The third quartile represents the value for which the resource con-

sumption of the 75 per cent of the customers is less than that value. Therefore, those 

customers with a greater value in the consumable resource (CR) consumption than the 

quartile will be penalized. As observed, the main idea of this method is to design routes 

that require the least number of RRs and CRs. Recall that penalty costs only will be 

considered according to the problem specification. 
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Finally, as the primary objective of the HVRPTW-LR consists of maximizing the to-

tal number of served customers, a new metric (Mk) is introduced in Eq. 5 for the routes 

selection to prioritize the objective of the tackled problem. The main idea is to measure 

the number of customers that is served in a route using a vehicle of type k. In the case of 

having multiple routes serving the same number of customers, the metric will choose 

the route with smaller travel costs. At the end of the procedure, if there are any unas-

signed customers left, a HL is generated to locate them. 

𝑀𝑘 =
∑ 𝑋𝑖𝑗𝑘(𝑖,𝑗)𝜖𝑟𝑜𝑢𝑡𝑒 𝑘

1+𝜌∙∑ 𝑇𝐷𝑖𝑗∙𝑋𝑖𝑗𝑘(𝑖,𝑗)𝜖𝑟𝑜𝑢𝑡𝑒 𝑘

                         (5) 

4.2 The optimization process 

The metaheuristic method we propose, the VNDTS-HL, is originally inspired in VNS. 

VNS is a metaheuristic proposed by Mladenovic and Hansen (1997) that is composed of 

three phases: shaking, local search and move. Thus, VNS explores a set of neighbor-

hoods of a current solution, makes a local search and moves to another solution only if 

there has been an improvement. Since a local optimum for a given type of move (neigh-

borhood structure) is not necessarily so for another, VNS changes the neighborhood 

structure during the search in order to escape from local optima. The search continues 

until a local minimum with respect to all neighborhood structures is reached (Hansen et 

al., 2010). 

The shaking procedure is a diversification mechanism that consists in perturbing a solu-

tion by applying a random move, to provide a new starting point for the local search. 

Since the shaking mechanism is used to allow a more efficient and effective intensifica-

tion local search, random moves are not implemented in our approach because they may 
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lead to different route solutions for different executions of the algorithm without chang-

ing the parameters, which is not desirable for real distribution companies. For this rea-

son, the deterministic version of VNS, called VND, is considered. Other variants of the 

VNS are presented in Hansen and Mladenovic (2003). 

To avoid termination at a local minimum and in order to modulate the intensification 

and diversification of the search, a TS mechanism, that allows non-improving moves, is 

incorporated to the local search phase. Moreover, a new mechanism, called RRM, is ap-

plied to HVRPTW-LR to escape from local minimum. Finally, a HL is also introduced 

to tackle unserved customers in the final solution. 

Unlike evolutionary algorithms, VNDTS-HL is not population-based, and successively 

moves from one solution to another. This is an advantage to efficiently update the ob-

jective function and to check the feasibility in the resource limitations restrictions, with-

out recalculation of the overall solution. Moreover, the choice of VNDTS-HL is moti-

vated by the high complexity of the HVRPTW-LR, which requires algorithms with 

substantial diversification possibilities as the VND scheme. Furthermore, the utilization 

of TS results in an intensification of the search, which is of vital importance to find 

promising solutions. On the other hand, implementation of TS requires specific defini-

tion of a neighborhood, which is given by the VND. 

In the literature, VNS scheme has proved to be very adaptable to VRP variants and it 

has been successfully applied combined with TS for solving the HVRPTW. Some au-

thors (Molina et al., 2019; Paraskevopoulos et al., 2008) performed the local search of 

VNS by TS while VNS controls the neighborhood changes. In contrast, Brandão (2006, 

2009, 2011) presented a hybrid algorithm where different neighborhood structures are 

considered in a TS mechanism. Recent research on applications of VNS, or of hybrids 

of VNS combined with other metaheuristics is diverse and numerous (Bräysy, 2001, 
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2003; Chen et al., 2010; De Armas et al., 2015; Hansen and Perez., 2010; Par-

askevopoulos et al., 2008). For further information, Hansen and Perez (2010) present an 

extensive review on VNS applications.  

More precisely, the VNDTS-HL starts by defining a set of neighborhood structures Nλ 

(λ = 1,…, λmax). The iterative process starts from an initial solution s. Then, a local 

search based on TS is performed to determine a new solution s´ in Nλ. If f(s´) is better 

than the best solution f(s), then s is replaced by s´, and the search returns to N1, other-

wise the search explores the next neighborhood Nλ+1. This is repeated until all neigh-

borhood structures are examined (λ = λmax). At this point, the RRM phase is executed 

once to escape from a local optimum and the VNDTS-HL restarts from the modified so-

lution until a new local optimum solution s´ is reached. If the obtained solution f(s´) im-

proves f(s), s is replaced by s´ and the algorithm starts from a new initial solution from 

the set F. The pseudocode of the proposed algorithm is presented in Algorithm 1. 

Variable Neighborhood Descent Tabu Search algorithm 

 

1    F ← Semi-parallel_Insertion_Heuristic; 

2    Define a set of neighborhood structures Nλ, λ=1, 2,…,λmax; 

3    For all solutions s of set F do: 

4        While (CPU time consumed ≤ γ) do: 

5            Set k ← 1 ;  RRM ← False; 

6            While (k ≤ kmax) do: 

7     s’ ← TabuSearch (s, Nλ);   

8     If  f (s’) improves f (s) then 

9         s ← s’; k ← 1; 

10     Else 

11                  If  k< kmax then 

12            k ← k+1; 

13                  Else 

14                     If   RRM=False  then 

15                           ŝ ← s;  s ← RRMPhase( s) ; k ← 1; RRM ← True; 

16                     Else 

17                           If  f (s) improves f (ŝ) then 

18                               ŝ ← s 

19                           EndIf 

20                     EndIf 

21                  EndIf 

22              EndIf 

23           EndWhile 

24           UpdateBestSolution (ŝ); 

25        EndWhile 

26    EndFor 



20 

 

4.2.1  Tabu Search 

The TS is a widely used metaheuristic due to Glover (1989) that carries out the explora-

tion of the solution space moving successively, in each iteration from one solution s to 

the best or first improving solution of its neighborhood Nλ(s) even if it may cause a de-

terioration in the objective function.  

The central mechanism in the TS is a short-term memory known as the Tabu List 

(TL) which stores the solutions explored throughout the search or, more commonly, 

some relevant attributes of these solutions. In this problem type, due to the computa-

tional effort, the proposed TL consists of storing the attributes of the performed move-

ments such as the involve nodes and their initial positions in the routes before moving to 

other solution.  

To prevent the search from returning to recently visited solutions and to drive the 

search toward regions of the solution space not yet explored, these selected attributes 

are declared as tabu and remain in the TL for a specific number of iterations (tabu ten-

ure) unless the aspiration criterion is satisfied. The latter is applied when a move de-

clared as tabu builds a solution that overcomes the best solution found so far. In this 

case, the mechanism dismisses the TL and the move is accepted. 

Literature shows several schemes to determine and control the size of the TL during 

the search (Glover, 1989; Paraskevopoulos et al. 2018). Obviously, the use of a small 

tabu tenure results in a more effective intensification search since it allows the TS to 

explore some areas of the solution space allowing the cycling of small periods. In con-

trast, a large tabu tenure will drive the search toward a part of the solution space that has 

not been explored yet, usually escaping from a current local optimum solution. This 

work proposes a scheme for the tabu tenure that provides a balance between diversifica-
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tion and intensification search strategies using a particular mechanism that has been 

successfully applied in the works of Molina et al. (2019) and Paraskevopoulos et al. 

(2008). Initially, the tabu tenure tsize is set equal to a lower value tmin. A diversification 

mechanism is provided by incrementing at each iteration the tabu tenure in one unit up 

to an upper bound tmax while no improvement is observed. In contrast, the intensifica-

tion mechanism is performed when an improvement in the objective function is 

achieved. For this purpose, the tabu tenure is reinitialized to tmin. The pseudocode of the 

proposed TS is presented in Algorithm 2. 

Tabu Search algorithm 

 

1    Given a solution s and a neighborhood structure k; 

2    Initialize tabu list TLz of tmin size; 

3    elite ← s, counter ← 0, tsize ← tmin, AspirationCondition(s); 

4        While (counter ≤ MaxIters) do: 

5            Find s’ ∈ Nλ(s) | s subject to tabu & aspiration conditions 

6            AllowedSet(s) ← s’; 

7     s ← ChooseFirstImproving(AllowedSet(s));   

8                UpdateTabulist(); 

9     If  f (s) improves f (elite) then 

10         elite ← s; counter ← 0, tsize ← tmin, AspirationCondition(elite); 

11     Else 

12         counter ← counter + 1; 

13                   If  (tsize < tmax)  then  

14                        tsize ← tsize  + 1; 

15                   EndIf 

16              EndIf 

17      EndWhile 

18       s ← elite  

 

4.2.2  Neighborhood structures 

The VND scheme implemented in this work oscillates between seven neighborhood 

structures (λmax=7) designed for transforming solutions with the purpose of finding im-

proved configurations. As opposed to other metaheuristics based on VNS, where the 

neighborhood structures are defined by a single type of move, in our implementation, 

most of the neighborhood structures are defined by a set of types of moves. 
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Thus, the TS explores at each iteration the neighboring solutions of a current solution 

s. These are obtained applying the different types of moves defined on a neighborhood 

Nλ. Then, the first improving solution or the best solution of Nλ(s) is selected as the 

new current solution. As observed, it is obtained at each iteration by performing only 

one type of move of the neighborhood Nλ. Moreover, the selected move for finding the 

new solution in the neighborhood Nλ(s) may be different at each iteration of the TS. 

The order of the neighborhoods was selected after some experiments considering the 

impact in the final solution and their cardinality. They are briefly described in the order 

adopted as follows: 

 MIXTURE: This neighborhood structure is defined by Relocate (Savelsbergh, 1992) 

and Exchange (Kindervater and Savelsbergh, 1998) operators which are only applied 

on pairs of routes (inter-route). The Relocate operator aims to generate a solution by 

removing a customer from a route and inserting it into another route while the Ex-

change operator consists of swapping a pair of customers from two different routes. 

 CROSSINGS: This neighborhood structure is also applied only on pairs of routes and 

is defined by the CROSS-exchange (Taillard et al., 1997) operator. The CROSS-

exchange swaps segments of customers between two routes. The different segments 

may contain an arbitrary number of customers but due to the typically vast number of 

neighbors that would result, the segment length is limited to three customers. Thus, 

sets of 1-2, 2-2, 1-3, 2-3 and 3-3 swaps are defined and executed in the listed order.  

 λ-OPT: This neighborhood structure is applied only on single routes (intra-route) and 

it aims to generate feasible solutions by examining all possible moves defined in 2-

OPT (Croes, 1958), and 3-OPT (Lin, 1965) operators. 
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 INTERCHANGES: This neighborhood structure is similar to the Mixture type but is 

applied only on single routes (intra-route). 

 INSERTIONS: This neighborhood structure is applied only on pairs of routes and is 

composed by double and triple insertion operators (Brandão, 2011). In a double or 

triple insertion move, the operation is similar to a single insertion except for remov-

ing a segment length of two or three consecutive customers respectively in a route. 

 GENI INSERTION: This neighborhood structure is applied only on pairs of routes 

and is only composed of the Generalized Insertion (GENI) operator for the time win-

dow variant (Gendreau et al., 1998). It basically consists of removing a customer 

from a route and inserting it into any two customers of another route. If these custom-

ers are not consecutive, different moves in the adjacent customers of the route are 

performed to make the insertion possible. To reduce the computational effort required 

for the evaluation of the insertions a p-neighborhood is defined. Thus, the allowable 

insertions are restricted to between any two customers from the p-neighborhood of 

the customer to be inserted. 

 GENI SWAP: This neighborhood structure is applied only on pairs of routes. It con-

sists of removing a pair of customers belonging to two different routes and swapping 

them but performing the insertions through a GENI operator.  

It is important to note that the proposed solution scheme includes a HL containing the 

list of the customers that are not served. The HL is similar to a “phantom” route which 

participates in the regular local search inducing an extended neighborhood search space 

for every inter-route operator (Lau et al., 2003). Consequently, there exist some addi-

tional moves: 
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 Relocate from holding list: Transferring customers from the holding list to an existing 

route. 

 Relocate to holding list: Transferring customers from an existing route to the holding 

list. 

 Exchange with holding list: Exchanging customers from an existing route with anoth-

er group of customers in the holding list. 

Thus, customers of a selected route will be searched completely for possible transfer 

to/from or for exchange with customers in the HL. The hierarchical cost structure of this 

problem, favors the transfer of customers from the HL to the routes, increasing the 

chances of finding high quality solutions to the problem. In addition, the HL favors the 

procedure to search for better solutions by going through the infeasible solution space 

(Lim and Zhang, 2007). 

 

4.2.3 Resources Readjustment Mechanism 

The Resources Readjustment Mechanism (RRM) introduced in this section is only ap-

plied to VRPs with limitations on RRs and/or CRs. After the VNDTS-HL terminates at 

a local optimum, the RRM is executed to modify the solution in order to escape from 

the local optimum and to diversify the search. The purpose of the RRM is to preserve 

some favorable features of the current solution in a similar way to the Reformation 

Phase in Paraskevopoulos et al. (2008) or the Adaptive Diversification Mechanisms in 

Wei et al. (2014).  

The RRM is a Ruin and Recreate approach (Schrimpf et al., 2000) which partially de-

structs a solution and then tries to rebuild it to obtain a new admissible solution. Thus, 
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in the first phase, a part of the solution is destroyed by deleting several chosen custom-

ers. It is reasonable to expect that the sequences of nodes of the routes requiring the 

same types of RRs are relatively good. In the same manner, as the feasibility of the so-

lution is also determined by the CRs consumption, customers with higher demands in 

CRs are not desired. For these reasons, those customers belonging to the current solu-

tion with a greater value in the CR consumption than the third quartile are first penal-

ized and moved to the HL. Then, the utilization of each RR r ∈  {1,…,R} is counted for 

each vehicle k ∈  {1,…,K} in each route identifying the resource less used on each route 

(r_mink). In order to change the configuration in the use of RRs on the routes, all cus-

tomers of a route k using r_mink are extracted from the solution and also moved to the 

HL. We can reasonably hope that it is possible to find again an admissible solution with 

a new distribution in the use of RRs and CRs. 

The second phase consists in the reconstruction of the ruined solution. For this pur-

pose, the semi-parallel construction heuristic, introduced in Section 4.1 is applied but 

considering all current constructed routes at the same time. More specifically, the list of 

unserved customers is formed by the customers placed in the HL. Next, all customers in 

the HL are evaluated in all possible positions between two adjacent customers in all par-

tially constructed routes from the ruined solution using the “greedy” function. The cus-

tomer with the lowest value in the “greedy” function is placed in the specified position 

of the selected route and the procedure is repeated until no customer can be inserted in 

any route. Finally, the VNDTS-HL restarts the optimization procedure from the new so-

lution until a new local optimum solution is reached.  

Despite the RRM apparently degrading the quality of the solution, in terms of number 

of served customers, re-starting the optimization procedure from this state can guide the 

search toward better solutions from the solution space.  
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5. Experiments 

This section describes the computational experiments carried out to validate the effec-

tiveness of the algorithm presented in Section 4. The algorithm was programmed in 

C++ and run on a 3.30 GHz Intel® Core(TM) i5-2400 CPU. Section 5.1 describes the 

parameters used within the algorithm. In section 5.2, the sets of standard benchmark 

VRPTW instances from the literature are presented and a new set of HVRPTW-LR in-

stances are also proposed. In section 5.3, experiments are conducted to demonstrate the 

performance of different components of the VNDTS-HL. Moreover, the VNDTS-HL is 

compared with other metaheuristic approaches in HVRPTW-LR instances. Finally, sec-

tion 5.4 evaluates the performance of the algorithm, comparing the results obtained by 

the VNDTS-HL with the best metaheuristics developed for different VRPTW variants. 

5.1 Parameter settings 

In the first phase of the proposed methodology, the algorithm was tested with different 

parameter settings to identify the best parameter values. The results indicated that the 

parameter settings highly depend on the problem attributes and as in Paraskevopoulos et 

al. (2008) the alpha´s parameters are the most sensitive.  

Based on these observations and in order not to present a large computational effort, 

the same parameter values adopted by these authors remain unchanged for all our exper-

iments regardless of the type of problem solved. Thus, during the construction of initial 

solutions the values of α1 and α3 ranged between 0.1 - 0.3, α2 was always less than 0.3, 

while α4 was within 0.2–0.4. All ranges were explored via increments of 0.01. The 

number of solutions to be processed was established at 20.  
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In the second step of the algorithm, tmin and tmax were set to 10 and 30 respectively 

and the maximum number of iterations was set to 30. The p-neighborhood for GENI 

operators was set to five customers.  

The algorithm is run once for every instance, with a maximum computer time (γ) of 

1200 sec. For the new set of test cases for the HVRPTW-LR and based on a set of pre-

vious experiments, PCR and PCC were both set to 30. Table 1 summarizes the parame-

ters used by the algorithm. 

Table 1. Parameter settings 

Heuristic parameters Metaheuristic parameters 

α1 α2 α3 α4 F Iterations tmin-tmax 

[0.1-0.3] [0-0.3] [0.1-0.3] [0.2-0.4] 20 30 [15-30] 

Δα PCR PCC  p-neighb. γ (sec)  

0.01 30 30  5 1200  

 

5.2 Test case collection 

The computational experiments were performed on a collection of four sets of test 

cases. Section 5.2.1 describes the sets of benchmark-problem instances proposed in the 

literature while section 5.2.2 introduces a new set of test cases, which has been generat-

ed for solving HVRPTW-LR instances. 

5.2.1 Test cases from the literature 

In order to evaluate the VNDTS-HL, three different sets of benchmark instances from 

the literature are used in this work. 

The first set comprises the m-VRPTW benchmark instances proposed by Lau et al. 

(2003) and Lim and Wang (2004), which derived from Solomon (1987) VRPTW in-
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stances. In total there are 56 problems grouped into 6 types of data sets. Customers are 

randomly distributed in instances of type R, clustered in type C and semi-clustered in 

instances of type RC. Problem sets shown by R1, C1 and RC1 have a short scheduling 

horizon and small vehicle capacities, contrary to R2, C2 and RC2.  

Lau et al. (2003) are the first authors to generate a set of instances based on C1 set of 

Solomon (1987). They progressively reduced the number of vehicles in the fleet for eve-

ry test case, from 10 vehicles where all customers are serviced, to 4 vehicles. The objec-

tive is to find the largest number of served customers with the available homogeneous 

fleet. Later, Lim and Wang (2004) extended the experiments to R1 and RC1 test sets of 

Solomon (1987). 

The second set consists of the HVRPTW benchmark data sets proposed by Par-

askevopoulos et al. (2008). They used the benchmark data sets proposed by Liu and 

Shen (1999) and extended a fixed fleet for each problem with the best known solutions 

of Liu and Shen (1999). In Liu and Shen (1999) test cases, different vehicles types, 

which differ in capacities and costs, are added to the classical Solomon (1987) VRPTW 

instances to solve the heterogeneous version of the FSMVRPTW. Finally, there are 24 

benchmark instances grouped into the 6 types of data sets mentioned above. The total 

cost of a route is obtained by the sum of the fixed vehicle cost and of the total en-route 

time which includes travelling and waiting times. 

The third set is composed of the HVRPTW instances proposed by Jiang et al. (2014). 

These authors generated a new set of HVRPTW instances derived from the Solomon 

(1987) test cases. They introduced a set of heterogeneous fleets with different fixed 

costs, variable costs and latest returning times to the depot. 

5.2.2 New HVRPTW-LR test cases 
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As there are not benchmark problems for the HVRPTW-LR in the literature, and in or-

der to evaluate the performance of the algorithm, a new set of test cases has been gener-

ated. The new instances are derived from Paraskevopoulos et al. (2008) test cases, in 

which additional data fields are provided.  

In particular, four different test cases have been proposed which differ in the type of re-

sources considered. In test cases (A), the number of available vehicles is reduced, in or-

der to not be able to serve all customers in planning. Test cases (B) and (C) only con-

sider the use of RRs or CRs at customer locations respectively but maintaining the 

available fleet. Finally, test cases (D) take into account the three types of limited re-

sources at the same time (reduction of the number of available vehicles, RRs and CRs). 

In test cases (B), three different RRs (r1, r2 and r3) are considered for each problem. 

They could represent the necessary instruments to perform a service. The consumption 

of a type of CR is introduced in each customer in test cases (C), assuming that it adopts 

the same value as the delivery demand of the customer. The need to use RRs or CRs at a 

specific customer location is the same for all considered instances. The details of the 

HVRPTW-LR test cases are given in Appendix B. 

As mentioned in Section 3, the objective of the HVRPTW-LR is a hierarchical objec-

tive function, where minimizing the total number of unserved customers is considered 

as the primary objective and minimizing the total travel cost as secondary. Particularly, 

in the HVRPTW-LR test cases, travel costs are obtained by the sum of the fixed vehicle 

cost and of the total trip duration without service times. 
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5.3 Computational studies in the HVRPTW-LR 

For the evaluation of the proposed methodology in HVRPTW-LR instances, various 

computational experiments are conducted. In section 5.3.1, the performances of the 

RRM and the TS algorithm are compared within a computational study. Finally, addi-

tional experiments are introduced in section 5.3.2, to evaluate and compare the effec-

tiveness of the VNDTS-HL, VND and TS algorithms. 

5.3.1 RRM and TS performances 

In order to demonstrate the performance of the RRM and the TS scheme introduced 

in this work, some experiments are carried out in this section. In particular, C101 and 

RC101 problem instances from tests cases (D) are used for the experiments. The total 

cost to be minimized is given by the objective function of the HVRPTW-LR, with a 

value of ρ=0.0001. 

Figures 1(a)-1(b) illustrate the total cost (y-axes) obtained during the search versus 

computational time consumed in minutes (x-axes). Specifically, figures indicate the 

search progress of the VNDTS-HL, with and without executing the RRM. It is observed 

how the RRM degrades the quality of the solution, in terms of number of served cus-

tomers, to re-start the optimization procedure from a different solution. The idea is to 

destroy a part of the previous solution, maintaining the customers that fit well with oth-

ers in the routes, and generate a new one with a new distribution in the use of RRs and 

CRs. Next, the optimization process is performed to find again a feasible solution in the 

solution space. In terms of efficiency, the RRM provides higher quality solutions in 

both instances. Particularly, in C101-LR(D) and RC101-LR(D) instances, the RRM 

achieves to increase the number of served customers by two and one customer respec-
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tively. However, the computational time required is longer, since it involves a more 

thorough exploration of the solution space. 

 

 

(a) C101-LR(D) 

 

(b) RC101-LR(D) 

Figure.-1 VNDTS-HL with and without RRM 

Furthermore, in order to demonstrate the performance of the TS scheme implemented 

in this work (TS_imp), a comparison is made against the classical TS scheme. Figures 

2(a)-2(b) indicate the search progress of the VNDTS-HL for both schemes. The obser-

vations are similar in the two problem instances examined. The performance of the 

TS_imp is clearly superior in terms of quality, with similar computational times and 
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achieving to serve one more customer. According to figures 2(a)-2(b) it can be seen that 

the search progress of the TS_imp tends to generate better quality solutions when com-

pared to the classical TS. A possible explanation to this fact is that the intensification 

mechanism introduced in the TS achieves a better exploitation of the local search in the 

neighborhood of a new obtained solution, avoiding getting trapped in local optima. 

 

(a) C101-LR(D) 

 

(b) RC101-LR(D) 

Figure.-2 Comparison between classical TS and TS implemented. 

5.3.2 VNDTS-HL performance comparison in HVRPTW-LR instances 
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This section compares the VNDTS-HL with the VND, proposed by Mladenović and 

Hansen (1997), and the TS algorithm. 

The basic VND considers a steepest descent procedure (known also as best improve-

ment local search) for the local search, while the TS algorithm is implemented follow-

ing the scheme described in section 4.2.1 with the described neighborhood structures.  

 

 

(a) C101-LR(D) 

 

(b) RC101-LR(D) 

Figure.-3 Comparative performance of VND, TS and VNDTS-HL. 
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Figures 3(a)-3(b) illustrate the search progress of VND, TS and VNDTS-HL. They 

show that the VNDTS efficiently improves the performance of the VND and TS algo-

rithm in both instances. Although the VND algorithm is the most effective in terms of 

computational time consumption, the obtained solutions are of lower quality. Contrary, 

TS requires larger computational times, since it performs a more thorough exploration 

of the neighborhood at each iteration. It is observed that the VNDTS-HL obtains solu-

tions of higher quality in similar computational times. Moreover, the RRM allows to es-

cape from the local minimum and to diversify the search in reasonable computing times.  

5.4 Comparative analysis 

As there are not benchmark instances for the HVRPTW-LR, the performance of the 

VNDTS-HL is assessed in test cases from two different VRPTW variants, comparing 

the results obtained with those presented in the literature. Thus, experimental results for 

m-VRPTW instances are shown in Section 5.4.1. In Section 5.4.2, a comparative analy-

sis with the best results from the literature corresponding to the HVRPTW benchmark 

instances is performed. Finally, the test cases for the HVRPTW-LR are solved in Sec-

tion 5.4.3. 

5.4.1 Performance on m-VRPTW test cases 

Table 2 compares the results obtained by the proposed metaheuristic, denoted as 

VNDTS-HL with the results obtained by Lim and Zhang (2007) (LZ), Lim and Wang 

(2004) (LW) and Lau et al. (2003) (LST) in C1 instances. Since LST did not propose 

results for either R1 or RC1 sets, Tables 3 and 4 only compares the results with those 

obtained by LZ and LW. These tables illustrate the maximum number of served cus-
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tomers for each instance as it is the primary objective function of the m-VRPTW. The 

first line of the table indicates the number of available vehicles while the first column of 

the table shows the instance category. The numbers in the brackets correspond in the 

following order to LZ, LW and LST published results. As mentioned above, results for 

R1 and RC1 instances are only provided for the first two works. For each problem a 

bold face refers to match with current best-known solution (BKS), whereas a bold face 

with a ‘*’ indicates new BKS. 

For C1 instances, the performance of the VNDTS-HL is superior to LW and LST al-

gorithms, with 2 and 7 more customers served respectively. Only LZ approach produces 

a large number of total served customers than VNDTS-HL. Moreover, the VNDTS-HL 

achieved 1 new solution with an improvement of 1 customer. 

For set R1 and RC1 the performance of VNDTS-HL is similar to C1 instances. The 

average performance of VNDTS-HL is better than LW approach, serving 16 more cus-

tomers, except for the algorithm of LZ. Nevertheless, our algorithm found 4 new best 

solutions in RC instances. Resuming, the VNDTS-HL found 5 new best solutions and 

matched 122 out of 246 instances. 

Problems of large dimension impose several additional difficulties for the VNDTS-

HL, especially when the size of the fleet is reduced when it is compared with the total 

demand of the customers. The adaptation of random mechanisms to the local search 

phase of the VNDTS-HL, such as those used in the works published by LZ, LW or LST, 

could also have a rather positive influence in the final solution. They can help the 

VNDTS-HL to explore the solution space in a more effective way, allowing finding bet-

ter solutions in m-VRPTW instances. Random mechanisms would allow insertions 

and/or exchanges of unserved customers from the HL, even if they may cause a de-

crease in the total number of served customers. However, they would not be as effective 
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when solving other HVRPTW variants. Recall that the VNDTS-HL is executed in a de-

terministic way, and the main contribution of this work is to provide an effective meth-

od to solve the HVRPTW-LR, being flexible to provide reasonably good results for oth-

er variants. 

5.4.2 Performance on HVRPTW test cases 

Table 5 summarizes the average results obtained by VNDTS-HL compared to the 

current state-of-the-art solution approaches for the HVRPTW in Paraskevopoulos et al. 

(2008) instances. The first line of the table lists the authors using the following abbrevi-

ations: LS for Liu and Shen (1999), ReVNTS for Paraskevopoulos et al. (2008) and 

HEA for Koç et al. (2015). 

The results show that the VNDTS-HL produced reasonability good results generating 

9 BKSs (problems R104A, C102A, C103A, C104A, RC101A, RC102A, RC103A, 

RC104A, RC204A) and obtaining the same BKS on 4 problems (C101A, C201A, 

C202A, C204A). Although VNDTS-HL was capable of finding 13 BKSs in a reasona-

ble computational time, the average percentage deviation (0.35%) shows that our algo-

rithm is not as effective for the HVRPTW as HEA (0.12%). However, it is observed 

that the three algorithms are very accurate with an average deviation that is less than 

0.50% for the 24 test problems. The VNDTS-HL presents a worst case performance of 

1.63%.. Moreover, the VNDTS-HL even slightly outperforms HEA on C1A and RC1A 

instances (Table 5), where it produces competitive quality solutions. These results can 

also be extended to C2A instances, where the difference with HEA is less than 0.01% 

on average.  

Furthermore, table 7 shows the results obtained by VNDTS-HL compared to the solu-

tions obtained by Jiang et al. (2014). To the best of our knowledge, we are the first au-
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thors to apply the algorithm in their instances. The first line of the table lists the authors 

using the abbreviation of TSJ for Jiang et al. (2014). The first column of the table shows 

the instance category. Then, the fixed costs (FC), the variable costs (VC), the total costs 

(TC) and the percentage deviation (% Dev) of the total costs with respect to VNDTS-

HL are showed. The last rows indicate the minimum, average and maximum percentage 

deviation over all problem instances and the average values for fixed and variable costs 

for each method. 

The VNDTS-HL yields quality solutions with an average deviation of -0.51% and a 

worst-case performance of 1.59%. Moreover, the VNDTS-HL found 44 new best solu-

tions and outperforms TSJ in almost all RC instances. Looking at the results obtained, 

on average the VNDTS-HL presents -1.35% of lower vehicle fixed costs than TSJ, 

which means that our algorithm obtains better fleet compositions to reduce the total 

costs. On the other hand, this fact adversely affects to the average variable costs, which 

only yields an increase of 0.40%. 

5.4.3 Performance on HVRPTW-LR test cases 

The details of the results obtained by VNDTS-HL for all HVRPTW-LR instances can 

be found in Appendix C. 

6. Conclusions 

Real-world VRPs present a variety of constraints and attributes that are not considered 

in traditional problem model formulations. In this study, a new variant of the HVRPTW 

is introduced to consider the limitation of resources in the design of the routes 

(HVRPTW-LR). It considers a fixed fleet of heterogeneous vehicles and the need to use 
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RRs and/or CRs for performing the services at customer sites. Due to the resource limi-

tation (vehicles, RRs and CRs), the HVRPTW-LR includes the possibility of being una-

ble to serve all customers in a route-planning and defines a hierarchical objective func-

tion, where maximizing the total number of served customers is considered as the 

primary objective, while minimizing the total travel cost as secondary. 

The complexity of the HVRPTW-LR is tackled by a hybrid variable neighborhood 

descent metaheuristic based on a TS algorithm for the exploration of the neighborhood 

and a HL (VNDTS-HL). In the first phase, several solutions are obtained with different 

sequences of parameter values, using a semi-parallel construction heuristic. In the sec-

ond phase, a hybrid VNDTS-HL is proposed for processing a subset of initial solutions. 

A HL which holds temporarily unserved customers is integrated within the VNDTS-HL 

to introduce flexibility for solving instances in which it is impossible to serve all cus-

tomers due to a limitation in the available resources. To improve the performance of the 

algorithm, a scheme that provides a balance between diversification and intensification 

search strategies, is incorporated to the TS. Moreover, a new mechanism, called RRM, 

is proposed when considering RRs and/or CRs. The positive impact of both mechanisms 

has been observed through computational experiments. 

Due to a lack of benchmark data sets for the problem under investigation, computa-

tional experiments were carried out on benchmark instances with a limited number of 

vehicles. Experimental results show that the algorithm is very robust, showing a good 

performance on a wide range of very different problems. To fully evaluate the effec-

tiveness of the algorithm, new test cases for the HVRPTW-LR were generated and 

solved. 

The HVRPTW-LR provides a research gap into some real-world practical applica-

tions; i.e. service companies that are responsible for the metrological control of measur-
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ing equipment at customer sites. They design routes accordingly to the daily limitation 

on the number of RRs (measure instruments or vehicles) and CRs in the central labora-

tory. Thus, the different routes designed in a specific day have to share these scarce re-

sources. Moreover, some customers must be served in a predefined TW, early in the 

workday, in order to not interfere with the opening hours. The home care providers in-

dustry or the industrial maintenance services providers sector are other real-life exam-

ples that includes the consideration of the attributes presented in the HVRPTW-LR. 

Managers from these types of companies can use the proposed algorithm to increase the 

companies´ capabilities (reducing the number of unserved orders in a route planning) 

and also to reduce the total costs. 

Performance improvement in operation management in environments with limited re-

sources needs much attention and study. The further research will be the development of 

more effective algorithms to consider skill requirements in customer orders as well to 

incorporate a weekly route planning. 

  





 

Table 2. Results for m-VRPTW for C1 instances 

Nº Veh. 10 9 8 7 6 5 4 

C101 100 (100-100-100) 92 (92-92-92) 84 (84-84-84) 75 (75-75-75) 66 (66-66-66) 57 (57-57-57) 47 (47-47-47) 

C102 100 (100-100-100) 99 (99-99-99) 92 (93-92-92) 83 (84-83-84) 72 (72-72-72) 61* (60-60-60) 49 (49-49-49) 

C103 100 (100-100-100) 99 (99-99-99) 93 (94-93-93) 84 (84-84-84) 72 (73-72-72) 61 (61-60-60) 49 (49-48-48) 

C104 100 (100-100-100) 99 (99-99-99) 93 (94-94-94) 84 (84-84-84) 73(73-73-72) 61 (61-61-60) 49 (49-49-48) 

C105 100 (100-100-100) 92 (93-92-92) 84 (84-84-84) 75 (75-75-75) 66 (66-66-66) 57 (57-57-57) 47 (47-47-47) 

C106 100 (100-100-100) 93 (94-93-93) 86 (86-86-86) 77 (77-77-77) 68 (68-68-68) 58 (58-58-58) 47 (47-47-47) 

C107 100 (100-100-100) 93 (94-93-93) 85 (86-85-85) 76 (77-76-76) 67 (67-67-66) 57 (57-57-57) 47 (47-47-47) 

C108 100 (100-100-100) 96 (98-96-96) 87 (89-87-87) 78 (80-78-78) 69 (70-69-69) 59 (59-59-59) 48 (48-48-48) 

C109 100 (100-100-100) 99 (99-99-99) 92 (92-92-92) 82 (83-82-82) 72 (72-72-72) 61 (61-61-60) 49 (49-49-48) 

TOTAL   LZ=4878;   LW=4859 ;   LST=4854;   VNDTS-HL=4861    

Table 3. Results for m-VRPTW for R1 and RC1 instances 

Nº Veh. 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 

R101 100(100-100)  98(99-98) 97 (98-97) 95 (96-94) 91(93-91) 88(91-88) 86(87-86) 81(82-81) 76(77-75) 70(71-69) 65(65-65) 59(59-59) 53(53-53) 46(46-46) 39(39-39) 32(32-32) 

R102   100(100-100) 99(99-99) 97(98-98) 95(96-95) 92(94-92) 90(91-89) 88(89-85) 84(85-81) 79(81-78) 74(75-72) 67(68-67) 60(61-59) 53(53-53) 45(45-45) 

R103      100(100-100) 99(100-99) 98(99-98) 97(98-96) 93(96-93) 89(91-88) 82(85-83) 74(78-74) 67(69-67) 58(60-58) 48(49-48) 

R104          100(100-100) 98(100-98) 90(92-90) 83(84-83) 73(74-73) 62(64-62) 52(53-52) 

R105      100(100-100) 98(99-98) 95(97-96) 92(92-92) 87(87-86) 80(81-80) 73(74-73) 66(67-66) 59(59-59) 50(51-51) 41(42-41) 

R106       100(100-100) 99(100-99) 97(99-96) 93(96-92) 87(90-86) 80(83-80) 74(75-73) 66(67-66) 57(58-57) 48(48-48) 

R107         100(100-100) 99(100-99) 95(96-95) 88(89-88) 80(81-81) 71(72-71) 62(62-62) 50(50-50) 

R108           100(100-100) 92(94-93) 85(85-85) 74(75-74) 63(64-63) 53(53-53) 

R109         100(100-100) 94(97-95) 89(90-89) 82(83-82) 75(75-74) 67(66-67) 58(57-58) 47(47-47) 

R110          100(100-100) 94(95-94) 86(87-86) 76(79-76) 68(69-69) 59(60-59) 49(48-49) 

R111         100(100-100) 99(100-99) 94(96-95) 87(89-88) 80(80-80) 70(71-70) 61(61-61) 50(50-50) 

R112          100(100-100) 98(100-99) 91(92-92) 83(83-83) 73(73-73) 62(63-62) 51(51-51) 

RC101      100(100-100) 97(98-97) 93(94-93) 89(90-89) 84(84-84) 78(78-78) 71(71-71) 63(63-64) 56(56-56) 49(49-49) 40(40-40) 

RC102        100(100-100) 95(97-95) 89(92-89) 85(86-85) 79(79-77) 71(72-71) 63(63-63) 54(54-54) 44(44-44) 

RC103         100(100-100) 97(99-98) 91(94-91) 85(86-85) 77(77-77) 67(68-67) 58(58-57) 47(47-47) 

RC104          100(100-100) 96(98-95) 89(91-89) 81(82-81) 71(72-72) 61(61-61) 50(50-50) 

RC105      100(100-100) 99(100-99) 97(98-98) 94(96-94) 89(91-89) 83(85-82) 77(77-77) 70(70-70) 62(61-62) 53(53-53) 42(44-42) 

RC106        100(100-100) 98(100-99) 94(95-95) 87(89-87) 80(80-80) 71(72-71) 62(63-62) 53(53-53) 43(43-43) 

RC107         100(100-100) 97(99-97) 91(93-90) 84(84-84) 77*(76-76) 67*(65-66) 56(56-56) 46(46-46) 

RC108          100(100-100) 94(96-93) 87(88-86) 78(78-78) 70*(68-69) 59*(58-58) 47(47-47) 

     TOTAL   LZ=14380;   LW=14220 ;   VNDTS-HL=14236 
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Table 4. Results for HVRPTW instances 

Instance Fleet 
 ReVNTS  HEA  VNDTS-HL  BKS 

 Mix TC Dev(%)  Mix TC Dev(%)  Mix TC Dev(%)  TC 

R101A A1 B11 C11 D1  B10 C11 D1 4583.99 0.00  B10 C11 D1 4588.76 0.10  B10 C11 D1 4654.72 1.52  4583.99 

R102A A1 B4 C14 D2  B3 C14 D2 4420.68 1.00  A1 B4 C13 

D2 

4376.54 0.00  B3 C14 D2 4449.05 1.63  4376.54 

R103A B7 C15  B6 C15 4195.05 0.00  B6 C15 4201.71 0.16  B6 C15 4198.80 0.09  4195.05 

R104A B9 C14  B8 C14 4065.52 1.21  B9 C13 4027.69 0.29  B7 C14 4016.17* 0.00  4016.17 

C101A A1 B10  B10 8828.93 0.00  B10 8828.93 0.00  B10 8828.93 0.00  8828.93 

C102A A19  A19 7137.79 0.26  A19 7153.13 0.47  A19 7119.35* 0.00  7119.35 

C103A A19  A19 7143.88 0.54  A19 7122.57 0.24  A19 7105.39* 0.00  7105.39 

C104A A19  A19 7104.96 0.33  A19 7083.74 0.03  A19 7081.51* 0.00  7081.51 

RC101A A7 B7 C7  A4 B7 C7 5279.92 0.42  A4 B7 C7 5266.36 0.16  A4 B7 C7 5257.67* 0.00  5257.67 

RC102A A5 B6 C8  A4 B5 C8 5149.95 1.30  A4 B5 C8 5099.55 0.32  A2 B6 C8 5083.08* 0.00  5083.08 

RC103A A11 B2 C8  A10 B2 C8 5002.41 0.23  A10 B2 C8 4991.29 0.01  A10 B2 C8 4990.94* 0.00  4990.94 

RC104A A2 B13 C3 D1  A2 B13 C3 

D1 

5024.25 0.36  A2 B13 C3 

D1 

5016.97 0.22  A2 B13 C3 

D1 

5006.16* 0.00  5006.16 

R201A A5  A5 3779.12 0.00  A5 3782.49 0.09  A5 3823.44 1.16  3779.12 

R202A A5  A5 3578.91 0.00  A5 3583.92 0.14  A5 3616.66 1.04  3578.91 

R203A A4 B1  A4 B1 3582.51 0.80  A4 B1 3553.92 0.00  A4 B1 3590.10 1.01  3553.92 

R204A A5  A5 3143.68 1.97  A5 3081.80 0.00  A5 3092.29 0.34  3081.80 

C201A A4 B1  A4 B1 6140.64 0.00  A4 B1 6140.64 0.00  A4 B1 6140.64 0.00  6140.64 

C202A A1 C3  A1 C3 7752.88 1.66  A1 C3 7623.96 0.00  A1 C3 7623.96 0.00  7623.96 

C203A C2 D1  C2 D1 7303.37 0.00  C2 D1 7303.37 0.00  C2 D1 7303.70 0.00  7303.37 

C204A A5  A5 5721.09 0.71  A5 5680.46 0.00  A5 5680.46 0.00  5680.46 

RC201A C1 E3  C1 E3 5523.15 0.00  C1 E3 5534.59 0.21  C1 E3 5550.88 0.50  5523.15 

RC202A A1 C1 D1 E2  A1 C1 D1 E2 5132.08 0.00  A1 C1 D1 

E2 

5150.23 0.35  A1 C1 D1 E2 5192.38 1.16  5132.08 

RC203A A1 B1 C5  A1 B1 C5 4508.27 0.81  A1 B1 C5 4471.92 0.00  A1 B1 C5 4473.13 0.03  4471.92 

RC204A A14 B2  A14 B2 4252.87 0.29  A14 B2 4241.83 0.03  A14 B2 4240.35* 0.00  4240.35 

                
Average      0.50    0.12   0.35   

Max      1.97    0.47   1.63   

Nº BKS      9    9   13   
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Table 5. Average results for HVRPTW 

Instance set 

 ReVNTS  HEA  VNDTS-HL 

 TC % Dev.  TC % Dev.  TC 

R1A (4)  4316.31 0.31  4298.68 0.72  4329.68 

C1A (4)  7553.89 -0.27  7547.09 -0.18  7533.79 

RC1A (4)  5114.13 -0.58  5093.54 -0.18  5084.46 

R2A (4)  3521.06 0.27  3500.53 0.85  3530.62 

C2A (4)  6729.50 -0.63  6687.11 0.00  6687.19 

RC2A (4)  4854.09 0.14  4849.64 0.27  4864.18 

Table 6. Results for HVRPTW Jiang et al (2014) instances 

Instance 

set 

TSJ  VNDTS-HL 
Instance 

set 

TSJ  VNDTS-HL 

F.C V.C T.C. Dev. F.C V.C T.C. F.C V.C T.C. Dev. F.C V.C T.C. 

HC101 670 1215.33 1885.33 0,66% 650 1247.81 1897.81 HR112 2540 1712.71 4252.71 -0.15% 2540 1706.44 *4246.44 

HC102 670 1220.66 1890.66 -2,37% 670 1176.96 *1846.96 HR201 255 1510.74 1765.74 -3.97% 320 1378.34 *1698.34 

HC103 650 1258.04 1908.04 -2,75% 670 1186.91 *1856.91 HR202 255 1281.81 1536.81 -0.89% 250 1273.27 *1523.27 

HC104 670 1139.78 1809.78 -1,07% 670 1120.62 *1790.62 HR203 255 1082.39 1337.39 -0.19% 295 1039.82 *1334.82 

HC105 670 1184.73 1854.73 0,38% 670 1191.74 1861.74 HR204 275 839.94 1114.94 1.17% 275 853.15 1128.15 

HC106 670 1210.64 1880.64 -0,81% 670 1195.57 *1865.57 HR205 270 993.91 1263.91 1.02% 225 1051.96 1276.96 

HC107 670 1169.52 1839.52 0,41% 670 1177.16 1847.16 HR206 270 910.44 1180.44 0.80% 225 964.99 1189.99 

HC108 670 1156.49 1826.49 -0,21% 670 1152.65 *1822.65 HR207 225 877.06 1102.06 -0.90% 225 867.23 *1092.23 

HC109 670 1129.22 1799.22 -0,06% 670 1128.19 *1798.19 HR208 225 782.00 1007.00 -0.38% 225 778.14 *1003.14 

HC201 520 793.28 1313.28 0.45% 520 799.21 1319.21 HR209 225 894.04 1119.04 0.43% 225 898.84 1123.84 

HC202 540 743.58 1283.58 -1.23% 540 727.98 *1267.98 HR210 275 1032.53 1307.53 -0.02% 250 1057.26 *1307.26 

HC203 540 719.97 1259.97 -0.21% 540 717.36 *1257.36 HR211 225 785.22 1010.22 -0.75% 225 777.71 *1002.71 

HC204 540 716.09 1256.09 1.59% 540 736.36 1276.36 HRC101 3330 2373.97 5703.97 -1.63% 3270 2342.57 *5612.57 

HC205 520 805.84 1325.84 -0.24% 540 782.67 *1322.67 HRC102 3420 2136.02 5556.02 -0.12% 3360 2189.20 *5549.20 

HC206 540 723.63 1263.63 -0.10% 540 722.39 *1262.39 HRC103 3510 1928.89 5438.89 -0.26% 3390 2035.00 *5425.00 

HC207 520 787.35 1307.35 -3.36% 540 724.91 *1264.91 HRC104 3450 1881.41 5331.41 -0.44% 3390 1918.05 *5308.05 

HC208 500 690.81 1190.81 -0.35% 500 686.67 *1186.67 HRC105 3570 2135.79 5705.79 -1.17% 3390 2249.81 *5639.81 

HR101 3030 2095.52 5125.52 -0.98% 2870 2205.85 *5075.85 HRC106 3510 2018.42 5528.42 -0.99% 3360 2114.27 *5474.27 

HR102 3040 1942.39 4982.39 -0.54% 3040 1915.72 *4955.72 HRC107 3450 2001.31 5451.31 -1.67% 3330 2031.62 *5361.62 

HR103 2880 1781.22 4661.22 0.04% 2870 1793.10 4663.10 HRC108 3510 1812.31 5322.31 -0.66% 3390 1897.23 *5287.23 

HR104 2940 1590.55 4530.55 -2.95% 2740 1660.53 *4400.53 HRC201 2900 1601.65 4501.65 0.31% 2900 1615.62 4515.62 

HR105 2700 1870.39 4570.39 -0.43% 2700 1850.89 *4550.89 HRC202 2950 1458.53 4408.53 -0.12% 2950 1453.22 *4403.22 

HR106 2610 1821.31 4431.31 0.03% 2620 1812.72 4432.72 HRC203 2900 1421.87 4321.87 -0.03% 2950 1370.45 *4320.45 

HR107 2700 1691.14 4391.14 -0.07% 2680 1707.93 *4387.93 HRC204 2900 1406.65 4306.65 -0.67% 2900 1378.09 *4278.09 

HR108 2580 1700.05 4280.05 -0.39% 2540 1723.42 *4263.42 HRC205 2900 1552.88 4452.88 -0.10% 2900 1548.51 *4448.51 

HR109 2540 1799.86 4339.86 -0.32% 2540 1785.92 *4325.92 HRC206 2900 1519.09 4419.09 -0.69% 2900 1488.86 *4388.86 

HR110 2540 1732.25 4272.25 -0.39% 2540 1715.82 *4255.82 HRC207 2950 1393.55 4343.55 -0.10% 2900 1439.35 *4339.35 

HR111 2670 1696.32 4366.32 -0.88% 2650 1678.41 *4328.41 HRC208 2900 1376.15 4276.15 -0.15% 2900 1369.55 *4269.55 

                

Min    -3.97%            

Average    -0.51%            

Max    1.59%            

Av. FC 1728,66   -1.35% 1705.71           

Av. VC  1376.92  0.40%  1382.39          
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Appendix A. Abbreviations and symbols used in the paper 

Abbreviation Description 

BKS best known solution 
CR consumable resource 

FC fixed costs 

FSMVRP fleet size and mix vehicle routing problem 

FSMVRPTW fleet size and mix vehicle routing problem with time windows 

GENI generalized insertion 

HEA hybrid evolutionary algorithm of Koç et al. (2015) 

HF-VRP heterogeneous fleet vehicle routing problem 

HL holding list 

HVRP heterogeneous vehicle routing problem 

HVRPTW heterogeneous vehicle routing problem with time windows 

HVRPTW-LR heterogeneous vehicle routing problem with time windows and a limited number of resources 

LS Liu and Shen (1999) 

LST Lau et al. (2003) 

LZ Lim and Zhang (2007) 

LW Lim and Wang (2004) 

m-VRPTW vehicle routing problem with time windows and a limited number of vehicles 

PCR renewable penalty cost 

PCC consumable penalty cost 

ReVNTS reactive variable neighborhood tabu search algorithm of Paraskevopoulos et al. (2008) 

RR renewable resource 

 RRM resources readjustment mechanism 

SBS/RS Shuttle-Based Storage and Retrieval Systems 

TC total cost 

TL tabu list 

TS tabu search 

TS_imp tabu search implemented 

TSJ tabu search of Jiang et al. (2014) 

TW time windows 

VC variable costs 

VND variable neighborhood descent 

VNDTS-HL variable neighborhood descent tabu search algorithm with holding list 

VNS variable neighborhood search 

VRP vehicle routing problem 

VRPTW vehicle routing problem with time windows 
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Symbol Definition 

%Dev percentage deviation of the costs with respect to the best known solution 
c consumable resource 

C number of consumable resources 

Cij,u
n metric n of the greedy function 

Di load demanded by node i 

EWi earliest time to begin the service at node i 

F set of initial solutions 

K number of vehicles 

LWi latest time to begin the service at node i 

Mix composition fleet 

N number of nodes 

Nλ set of neighborhood structures 

NRr number of renewable resource r available in the route planning 

NCc quantity of consumable resource c available in the route planning 

Qk capacity of vehicle k 

r renewable resource 

r_mink resource less used on route performed by vehicle k 

R number of renewable resources 

s solution 

SCic quantity of consumable resource c demanded by node i 

SRir binary value equal to 1 if node i needs the renewable resource r to be served 

STi service time in node i 

tsize tabu tenure 

tmin lower value of the tabu tenure 

tmax higher value of the tabu tenure 

TDij travel distance from node i to node j 

TMaxk latest returning time to the depot of vehicle k 

TTij travel time from node i to node j 

αi weight that defines the relative contribution of the metric i 

βk variable cost of vehicle k 

λ neighborhood structure 

λmax number of neighborhood structures 

ξ conversion factor  

γ maximum computer time 

Фuk
ij greedy function that measures the cost of inserting node u between nodes i and j in vehicle k 

ρ small positive scalar 

Appendix B. HVRPTW-LR test cases 

 Test cases (A)  Test cases (B) Test cases (C)   Test cases (A)  Test cases (B) Test cases (C)  

 Available Fleet 

Available 

quantity of 

RRs(r1, r2, r3) 

Available 

quantity of 

CRs 

  Available Fleet 

Available 

quantity of 

RRs(r1, r2, r3) 

Available 

quantity of 

CRs 

 

R101-LR B7 C9 D1 (15 15 15) 1100  R201-LR A4 (3 3 3) 1100  

R102-LR B3 C13 (14 14 14) 1100  R202-LR A4 (3 3 3) 1100  

R103-LR B4 C12 (9 9 9) 1100  R203-LR A4 (2 2 2) 1100  

R104-LR B6 C11 (8 8 8) 1100  R204-LR A4 (2 2 2) 1100  

C101-LR B8 (7 7 7) 1360  C201-LR A4 (3 3 3) 1360  

C102-LR A14 (12 12 12) 1360  C202-LR A1 C2 (2 2 2) 1360  

C103-LR A14 (7 7 7) 1360  C203-LR C1 D1 (1 1 1) 1360  

C104-LR A14 (7 7 7) 1360  C204-LR A4 (2 2 2) 1360  

RC101-LR A1 B6 C6 (11 11 11) 1300  RC201-LR C1 E2 (2 2 2) 1300  

RC102-LR A5 B2 C7 (12 12 12) 1300  RC202-LR A1 C1 D1 E1 (3 3 3) 1300  

RC103-LR A11 B2 C5 (7 7 7) 1300  RC203-LR A1 C4 (3 3 3) 1300  

RC104-LR A1 B8 C3 D1 (6 6 6) 1300  RC204-LR A9 B2 (7 7 7) 1300  
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RRs utilization and CRs consumption at customer sites 

RRs (Test cases B) CRs (Test cases C) 

Node number 

range interval 

RRs utilization at 

Even nodes 

RRs utilization at 

Odd nodes 

Node number 

range interval 

CR consumption at 

customer i 

1-25 --- r1 & r2 

1-100 CR(i)=D(i) 
26-50 r1 r1 & r3 

51-75 r2 r2 & r3 

76-100 r3 r1 & r2 & r3 

Appendix C. Computational results on HVRPTW-LR test cases 

 (A) Fleet Reduction  (B) Limitation on RRs  (C) Limitation on CRs  (D)=(A)+(B)+(C) 

 NC TC  NC TC  NC TC  NC TC 

R101-LR 90 3819.70  98 4928.07  88 3668.42  88 3756.00 

R102-LR 90 3599.60  98 4581.91  88 3543.89  88 3564.45 

R103-LR 90 3474.64  87 3588.64  88 3197.42  87 3588.64 

R104-LR 90 3196.07  84 3250.79  88 3054.78  84 3250.79 

C101-LR 84 7031.17  97 9863.74  88 8435.34  83 7082.25 

C102-LR 89 5459.32  100 7704.01  88 5419.97  88 5419.97 

C103-LR 90 5525.27  88 5712.69  88 5351.49  87 5783.41 

C104-LR 89 5319.45  88 5454.87  88 5262.69  88 5672.28 

RC101-LR 88 4384.32  95 5398.56  87 4379.19  86 4234.33 

RC102-LR 90 4259.91  100 5361.92  87 4055.50  87 4055.50 

RC103-LR 88 4078.71  88 4669.68  87 3788.01  80 4116.80 

RC104-LR 88 3888.96  82 4125.32  87 3738.84  82 4125.32 

R201-LR 92 3417.73  95 4667.29  88 3169.85  88 3610.76 

R202-LR 92 3123.38  94 4164.54  88 2946.44  88 3450.48 

R203-LR 92 2895.94  84 3671.93  88 2775.11  82 3534.73 

R204-LR 92 2657.16  81 2893.13  88 2533.92  81 2999.94 

C201-LR 95 5181.30  100 8384.32  88 4955.47  88 5423.21 

C202-LR 95 5782.10  87 8278.95  88 5639.35  83 6373.50 

C203-LR 70 5136.18  58 4899.07  88 7309.18  58 5589.27 

C204-LR 95 4724.35  84 4975.28  88 4638.14  84 5057.74 

RC201-LR 85 4266.03  82 5776.60  87 5408.39  78 4369.93 

RC202-LR 87 4068.83  100 5614.59  87 4081.08  87 4081.08 

RC203-LR 87 3598.16  90 4581.26  87 3577.35  87 3999.88 

RC204-LR 87 3172.29  94 4100.71  87 3140.62  87 3608.30 
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