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utput from event-based sensors and analyzing the information within it is crucial when developing new 
stems. A novel open-source, cross-platform Python package called pyNAVIS is proposed, which provides a 
ties to analyze and process spiking information obtained from neuromorphic cochleas, along with other 
 files and datasets for machine learning tasks. This modular package can be integrated in complex and 
cts, which could be useful for researchers working in neuromorphic audio processing tasks.
1. Introduction

Neuromorphic computing has gained popularity in recent years,
since it allows developing bio-inspired, real-time systems to solve
complex tasks related to robotics [1] and machine learning [2],
among others. In particular, neuromorphic retinas [3] and cochleas
[4,5] mimic the human vision and hearing, respectively, and are
useful for real-time applications. Neuromorphic cochleas decom-
pose the input stimulus into frequency bands, as the basilar mem-
brane in the inner ear does, generating output spike trains
depending on the features of the input sound. These spike streams
can be used to train Spiking Neural Networks (SNNs), which model
the information transfer in biological neurons. To this end, the out-
put information from the neuromorphic sensor is commonly ana-
lyzed and processed to identify and enhance relevant features. In
this work, a novel software tool to analyze and post-process the
output information from neuromorphic cochleas is presented.
2. Problems and background

There is a wide range of software tools for user-level audio anal-
ysis and processing. One from which we took inspiration is Audac-
ity, which is an open-source, cross-platform audio software that is
able to load discrete audio samples and perform a wide set of func-
tionalities to analyze it. However, Audacity cannot work with spik-
ing information. A well-known software in the neuromorphic
community is jAER,1 which supports this kind of information. jAER
is capable of directly receiving the information from a neuromorphic
sensor online and saving it into AEDAT2 files, while also being able to
develop and apply different filters to process it in real-time. On the
other hand, NAVIS [6] was built for providing a tool for researchers
to analyze spiking information obtained from a neuromorphic
cochlea. As a counterpart, NAVIS is only available for Windows OS
users due to its User Interface (GUI) framework dependency and,
although it has been updated with requests from the community,
most of it demands a cross-platform alternative for spiking audio
processing tasks. Table 1 presents a brief comparison between these
tools, focusing on their main aspects.

3. Software framework

3.1. Software architecture

The pyNAVIS is formed by a set of modules, each of them
consisting of python classes. The figure that can be seen in the
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Table 1
Comparative study between different well-known tools and pyNAVIS.

Fig. 1. Spikegram, sonogram, histogram, average activity, difference between cochleas and phaselock plots for the same input file with two words obtained with pyNAVIS.
pyNAVIS package documentation3 presents a block diagram with
the main components of the software architecture. Themain_settings
module contains pyNAVIS’s configuration parameters, which are
used in other modules and functions for setting up. Other relevant
modules are loaders, savers, functions and plots. The former contains
the Loaders class, which has functions for opening files with spiking
data (currently supporting AEDAT, CSV and TXT files) and then stor-
ing that information into SpikesFile objects. The Functions class con-
sists of a set of functionalities which are presented in Section 3.2.
After generating new SpikesFiles or applying any processing to a
loaded one, it can be saved using the Savers class in many different
formats.

PyNAVIS was developed following a modular design (similar to
Audacity), meaning that new modules can be added in an easy
way. Developers can provide new functionalities simply by adding
functions to a specific class.

3.2. Software functionalities

PyNAVIS implements a wide set of tools to analyze, visualize,
and post-process spiking information obtained from neuromorphic
3 https://pynavis.readthedocs.io/en/latest/pyNAVIS.html (accessed December 9
2020)
,

cochleas. The spikegram (Fig. 1 top left panel) represents spikes
over time, with their corresponding addresses. The sonogram
(Fig. 1 top center panel) is a heatmap-like plot that shows spiking
rate activity after binning the information. The histogram and the
average activity plots report information about the spiking rate
against frequency and time, respectively. When working with bin-
aural information, pyNAVIS can also plot the activity difference
between both cochleas, as shown in the bottom center panel of
Fig. 1. Apart from plots, pyNAVIS also provides other useful func-
tionalities to phase-lock [7] the spiking information, to extract a
set of addresses, to cut a specific portion of the file, and also to con-
vert from stereo to mono files and vice versa (adding a configurable
delay between both cochleas). Other functionalities to generate
sonogram, histogram and phase-lock datasets were implemented
for further machine learning tasks. PyNAVIS can be easily inte-
grated into bigger projects as a Python library in order to benefit
from these functionalities.
4. Performance analysis

The output firing rate of neuromorphic cochleas is, commonly,
very high. As an example, the Neuromorphic Auditory Sensor
(NAS)’ firing rate can be up to 3 MEvents/s (3 � 106 events/s)
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Fig. 2. Performance comparison between NAVIS and pyNAVIS.
[4]. Therefore, code optimization is critical to speed up the infor-
mation loading and processing. In order to measure pyNAVIS’s per-
formance, the Time Per Event (TPE) was calculated for its main
functionalities, and then compared to NAVIS’s performance, using
the same processor (Intel i7-4770, 3.5 GHz) and AEDAT file (con-
taining more than 1 MEvents). The results are shown in Fig. 2.
PyNAVIS achieves an average improvement of one order of magni-
tude in terms of speed-up.

5. Conclusions

In this work, a novel, open-source, cross-platform software
named pyNAVIS was presented. This package offers a set of mod-
ules and functionalities to visualize, analyze and post-process the
information obtained from neuromorphic cochleas, improving cur-
rent state-of-the-art software in terms of performance and capabil-
ities. This software has been developed following a modular design
that allows updating the software with new functionalities easily.
It can also be integrated into larger projects to benefit from its
tools. The dataset generators that pyNAVIS implements speed up
this laborious process and could be very useful for researchers
working in recognition, classification and sound source localization
tasks using machine learning algorithms.
Table 2
Software metadata (optional)

Nr. (executable) Software metadata descrip

S1 Current software version
S2 Permanent link to executables of this ve
S3 Legal Software License
S4 Computing platform/Operating System
S5 Installation requirements & dependencie
S6 If available, link to user manual
S7 Support email for questions

Table 3
Code metadata (mandatory).

Nr. Code metadata description

C1 Current code version
C2 Permanent link to code/repository used of this code
C3 Legal Code License
C4 Code versioning system used
C5 Software code languages, tools, and services used
C6 Compilation requirements, operating environments
C7 If available Link to developer documentation/manua
C8 Support email for questions
Required metadata

Current executable software version

See Table 2.

Current code version

See Table 3.
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