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ABSTRACT

CUNHA, A.C. Finite-dimensionality of attractors for dynamical systems with applications:
deterministic and random settings. 2021. 198 p. Tese (Doutorado em Ciéncias — Matematica
(ICMC-USP) e PhD (US)) — Instituto de Ciéncias Matematicas e de Computagdo, Universidade
de Sao Paulo, Sao Carlos — SP, 2021.

In this work we obtain estimates on the fractal dimension of attractors in three different set-
tings: global attractors associated to autonomous dynamical systems, uniform attractors as-
sociated to non-autonomous dynamical systems and random uniform attractors associated to
non-autonomous random dynamical systems. Firstly we give a simple proof of a result due
to Mané (Springer LNM 898, 230-242, 1981) that the global attractor <7 (as a subset of a
Banach space) for a map S is finite-dimensional if DS(x) = C(x) + L(x), where C is compact
and L is a contraction (and both are linear). In particular, we show that if S is compact and
differentiable then .7 is finite-dimensional. Using a smoothing property for the differential DS
we also prove that .7 has finite fractal dimension and we make a comparison of this method with
Maiié’s approach. We give applications to an abstract semilinear parabolic equation and to 2D
Navier-Stokes equations. Secondly we prove using a smoothing method that uniform attractors
have finite fractal dimension on Banach spaces, with bounds in terms of the dimension of the
symbol space and a Kolmogorov entropy number. We also show that the smoothing property is
useful to prove the finite-dimensionality of uniform attractors in more regular Banach spaces. In
addition, we prove that the finite-dimensionality of the hull of a time-dependent function is fully
determined by the tails of the function. We give applications to non-autonomous 2D Navier-
Stokes and reaction-diffusion equations. Thirdly we prove using a smoothing and a squeezing
method that random uniform attractors have finite fractal dimension. Neither of the two methods
implies the other. Estimates on the dimension are given in terms of the dimension of the symbol
space plus a term arising from the smoothing/squeezing property; the smoothing is applied also
to more regular spaces. In this setting we give applications to a stochastic reaction-diffusion
equation with scalar additive noise. In addition, a random absorbing set which absorbs itself
after a deterministic period of time is constructed.

Keywords: Fractal dimension, dynamical systems, global attractor, uniform attractor, random

uniform attractor.






RESUMO

CUNHA, A.C. Dimensao fractal de atratores para sistemas dinamicos com aplicacées: pro-
blemas deterministicos e aleatorios. 2021. 198 p. Tese (Doutorado em Ciéncias — Matemadtica
(ICMC-USP) e PhD (US)) — Instituto de Ciéncias Matematicas e de Computagdo, Universidade
de Sdo Paulo, Sdo Carlos — SP, 2021.

Neste trabalho obtemos estimativas para a dimensdo fractal de atratores em trés contextos:
atratores globais associados a sistemas dindmicos autdbnomos, atratores uniformes associados
a sistemas dinamicos nao-autdbnomos e atratores uniformes aleatdrios associados a sistemas
dinamicos aleatdrios ndo-autdonomos. Primeiro, apresentamos uma simples prova de um resultado
de Maiié (Springer LNM 898, 230-242, 1981) no qual o atrator global .#' (como um subconjunto
de um espago de Banach) para uma fungio S tem dimensao fractal finita se DS(x) = C(x) + L(x),
onde C é compacto e L € uma contragdo (e ambos sdo operadores lineares). Em particular,
provamos que se S € compacto e diferenciavel entdo <7 tem dimensdo fractal finita. Supondo
uma propriedade de regularizacdo (conhecida como smoothing) para a diferencial DS provamos
também que &/ tem dimensao finita e com isso fazemos uma comparagio deste método com
0 ja conhecido método de Mané. Aplicamos nossos resultados tedricos em um problema
parabdlico semilinear abstrato € em equacdes de Navier-Stokes em 2D. Segundo, provamos
usando também uma propriedade smoothing que atratores uniformes t€ém dimensdo fractal
finita em espagos de Banach, com estimativas dadas em termos da dimensao fractal do espago
simbolo mais um nimero de entropia de Kolmogorov. A propriedade smoothing é ainda
utilizada para obtermos estimativas na dimensao fractal de atratores uniformes em espagos
com maior regularizacdo. Além disso, provamos que a dimensao fractal da envoltoria (hull) de
uma fun¢do dependente do tempo é completamente determinada pelo seu comportamento para
tempos grandes (positivos e negativos). Aplicacdes sdo dadas em equagdes ndo-autdbnomas de
reacdo-difusdao e Navier-Stokes em 2D. Terceiro, utilizamos métodos smoothing e squeezing
("compressdo") para obtermos estimativas na dimensao fractal de atratores uniformes aleatdrios.
Em geral a propriedade squeezing pode ser vista como um caso particular da smoothing, mas
neste caso dos sistemas dindmicos aleatérios ndo-autdnomos isso ndo ocorre, € nenhum dos
métodos implica no outro. Mais uma vez as estimativas na dimensao fractal sdo dadas em termos
da dimensdo do espago simbolo e dos parametros aleatdrios da propriedade smoothing/squeezing;
a propriedade smoothing € utilizada ainda para obtermos estimativas na dimensao fractal em
espacos mais regulares. Finalmente, consideramos uma perturbacao aleatdria (a exemplo de um
ruido escalar aditivo) da equagdo de reacao-difusdo ndo-autdonoma tratada anteriormente. Neste
ponto € importante a constru¢do de conjuntos aleatorios que absorvem a si proprios a partir de

um periodo deterministico de tempo, situacdo a principio ndo esperada.

Palavras-chave: Dimensao fractal, sistemas dindmicos, atrator global, atrator uniforme, atrator

uniforme aleatério.






RESUMEN

CUNHA, A.C. Dimensao fractal de atratores para sistemas dinamicos com aplicacées: pro-
blemas deterministicos e aleatorios. 2021. 198 p. Tese (Doutorado em Ciéncias — Matemadtica
(ICMC-USP) e PhD (US)) — Instituto de Ciéncias Matematicas e de Computagdo, Universidade
de Sdo Paulo, Sdo Carlos — SP, 2021.

En este trabajo obtenemos estimaciones para la dimension fractal de atractores en tres contextos:
atractores globales asociados a los sistemas dindmicos auténomos, atractores uniformes asociados
a los sistemas dindmicos no-auténomos y atractores uniformes aleatorios asociados a los sistemas
dindmicos aleatorios no-auténomos. En primer lugar, presentamos una prueba simple de un
resultado de Mafié (Springer LNM 898, 230-242, 1981) en el cual un atractor global 2/ (como
un subconjunto de un espacio de Banach) para una funcién S tiene dimension fractal finita si
DS(x) = C(x) 4 L(x), donde C es compacto y L es una contraccién (y ambos son operadores
lineales). En particular, probamos que si S es compacto y diferenciable entonces <7 tiene
dimension fractal finita. Asumiendo una propriedad de regularizacioén (conocida por smoothing)
para la diferencial DS probamos también que <7 tiene dimension finita y con eso hacemos una
comparacion de este método con el ya conocido método de Maiié. Aplicamos nuestros resultados
tedricos en un problema parabolico semilineal abstracto y en ecuaciones de Navier-Stokes en
2D. En segundo lugar, probamos utilizando una propriedad smoothing que atractores uniformes
tienen dimension fractal finita en espacios de Banach, con estimaciones dadas en términos
de la dimension fractal de los espacios simbolo mas un nimero de entropia de Kolmogorov.
La propriedad smoothing es utilizada para obtener estimaciones para la dimension fractal de
atractores uniformes en espacios con mds regularidad. Ademads, probamos que la dimension
fractal del hull de una funcién dependiente del tiempo estd completamente determinada por su
comportamiento para grandes tiempos. Aplicaciones son dadas en ecuaciones no-auténomas
de reaccion-difusion y Navier-Stokes en 2D. En tercer lugar, utilizamos métodos smoothing
y squeezing ("compresion") para obtener estimaciones en la dimension fractal de atractores
uniformes aleatorios. En general la propriedad squeezing puede verse como un caso particular
del smoothing, pero en el caso de los sistemas dindmicos aleatorios no-auténomos esto no
ocurre, y ninguno de los dos métodos implica el otro. Una vez mds las estimaciones para la
dimension fractal son dadas en términos de la dimension del espacio simbolo y pardmetros
aleatorios de la propriedad smoothing/squeezing; la propriedad smoothing es utilizada para
obtener estimaciones en la dimension fractal en espacios con mds regularidad. Finalmente,
consideramos una perturbacién aleatoria (a ejemplo de un ruido escalar aditivo) de una ecuacién
de reaccion-difusion no-auténoma. Aqui es importante la construccion de conjuntos aleatorios

que absorben a si mismos a partir de un tiempo determinista, situacion en principio no esperada.

Palabras clave: Dimension fractal, sistemas dindmicos, atractor global, atractor uniforme,

atractor uniforme aleatorio.
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CHAPTER

1

INTRODUCTION

In order to describe the long-time behavior of infinite-dimensional dynamical systems
one often studies the attractors associated to them. Depending on the setting a problem is
proposed, a number of typical attractors have been introduced and extensively studied: global
attractors (see (ROBINSON, 2001) and (TEMAM, 1988)), pullback/cocycle attractors (see
(CARVALHO; LANGA; ROBINSON, 2013) and (KLOEDEN; RASMUSSEN, 2011)), uniform
attractors (see (CHEPYZHOV; VISHIK, 2002)), random attractors (see (CRAUEL; FLANDOLI,
1994)) and random uniform attractors (see (CUI; LANGA, 2017)), describing in their own way

the asymptotic dynamics of the system under consideration.

This object - the attractor - whatever the setting, is more or less described as an invariant
compact set which attracts some especial collection of subsets on a phase space, describing in
this way its importance in predicting the asymptotic behavior of the system. However, it is still
a subset of an infinite-dimensional space (Hilbert or Banach function spaces for instance) and
one of the fundamental problems in the study of infinite-dimensional dynamical systems is that
of finding a finite-dimensional system, as simple as possible, that exhibits the same asymptotic
behavior as the original one. We can call it a finite-dimensional reduction of infinite-dimensional

dynamical systems.

As indicated by the pioneering works (MALLET-PARET, 1976) and (MANE, 1981), who
first established the finite-dimensionality of global attractors, estimating the fractal dimension of
compact sets provides the information that it can be embedded into an Euclidean space R* for
some k € N. This embedding is shown to be linear with a Holder continuous inverse and one can
see it in (ROBINSON, 2011). Such embedding results are applied then to compact attractors

which capture the asymptotic behavior of a dynamical system.

In this work we are interested in the study of fractal dimension of attractors in a variety
of settings. More specifically, we aim to study the dimensionality of global attractors, uniform
attractors and random uniform attractors. The main technique we use in order to obtain estimates

on the fractal dimension for each of these objects is mainly known as a smoothing property.



22 Chapter 1. Introduction

A smoothing property can be essentially understood as in the following: for a Banach space
(X,||-llx), amap S : X — X and a Banach space (Y, ]| |ly) compactly embedded in X, we
find x > 0 such that ||S(x) — S(y)||y < k]||x—y||x, for x,y € X. It means basically a Lipschitz
condition satisfied by S, intrinsically describing its regularization aspect. In each case this
property is presented accordingly and we split this work into three parts, organized throughout
three chapters.

In Chapter 2 we are interested in the study of global attractors associated to autonomous
dynamical systems (also known as semigroups) and in how to guarantee that they have finite
fractal dimension on Banach spaces. Our motivation question is if the global attractor for a
compact semigroup S : X — X necessarily has finite-dimensionality. The answer for that in
general is no, but in addition to a differentiation of map S we obtain the result. Actually it is the
well-known result in (MANE, 1981), but in our work we propose a much simpler proof of this

fact, being able to present it on a concise and direct proof without any additional theory.

Our theorem, however, is abstract and does not present an explicit bound on the fractal
dimension of the global attractor. To remedy this, we assume a quantitative smoothing estimate
for the compact operator DS, the differential of S. It gives us a bound which is directly related
to the Kolmogov entropy of the compact embedding ¥ — X. Also in comparison to Maiié’s
method we could verify that this new procedure with a quantitative smoothing assumption on the
derivative provides better estimates on the fractal dimension than Mafié’s approach. Finally, as
examples we apply the techniques developed in this first part to an abstract semilinear parabolic

equation, a 2D Navier-Stokes equation and to an example on a space of sequences.

The Chapter 2 is organized as follows: in Section 2.1 we give a general and brief
introduction on the theory of autonomous dynamical systems (semigroups) defining the basic
setting and giving conditions for the existence of global attractors. In Section 2.2 we introduce
the theory of fractal dimension of compact sets and present our new results on the dimensionality
of global attractors as just described above (including the smoothing property, a comparison with
Maiié’s theory and application to nonlinear partial differential equations). Our contributions are
summarized in (CARVALHO er al.,).

In Chapter 3 we study uniform attractors associated to non-autonomous dynamical
systems. As in the autonomous setting, uniform attractors are intended to capture the forward
dynamics of a system, but this time taking into account the time-dependent terms (such as for
instance external forces and interaction functions). We prove, under a smoothing condition
and the finite dimensionality of the symbol space, that the uniform attractor has finite fractal
dimension on Banach phase spaces. Besides that, and dispite the lack of invariance of uniform
attractors, we also prove its finite-dimensionality in more regular Banach spaces than the phase
space. The smoothing condition has shown to be useful also for this and with the advantage of

some relaxations on the smoothing property, considering for instance a Holder assumption.

We also have constructed new classes of symbol spaces with finite fractal dimension.

In general, symbol spaces are considered as the hull of the time-dependent coefficients of the
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equation under consideration (in a metric space) and it is well-known that hulls of quasiperiodic
functions have finite fractal dimension on the space of bounded continuous functions. Now we
propose to consider hulls of functions in the more general setting of the space of continuous
functions with a Fréchet metric. More precisely, we take hulls of Lipschitz maps eventually
exponentially converging to quasiperiodic maps, proving they have finite fractal dimension.
Consequently, it implies that in order to prove uniform attractors associated to partial differential
equations have finite fractal dimension, we can consider for such equations more general non-
autonomous terms which are not almost periodic. As examples we prove the finite-dimensionality

of uniform attractors for a reaction-diffusion equation and a 2D Navier-Stokes equation.

The Chapter 3 is organized in the following way. In Section 3.1 we introduce the theory
of non-autonomous dynamical systems and uniform attractors providing a basic setting and a
decompostion of the uniform attrator in terms of kernel sections. In Section 3.2 we give estimates
on the fractal dimension of uniform attractors based on a smoothing condition and in Section 3.3
we construct new symbol spaces with finite-dimensionality. It is also presented in this section an
introductory review of almost periodic functions and their hull. Finally, in Section 3.4 we give
applications of our theoretical results to non-autonomous partial differential equations, namely a
reaction-diffusion problem and a 2D Navier-Stokes equation. The results in this chapter were
presented in (CUI ez al., ).

In Chapter 4 we generalize in great part the results of Chapter 3 for the setting of non-
autonomous random dynamical systems and prove that random uniform attractors have finite
fractal dimension. At a first glance this generalization seems to be straighforward but it contains
particularities which turn the observation interesting. First, we can say that it is much more
technical than the deterministic setting and so the calculation must be done carefully. Second, the
random nature of the problem brings together a necessity to obtain estimates on the expectation
of some random variables, what can imply an extra difficulty in order to apply the results to

particular examples.

To get through the second problem we propose then to use a squeezing method instead of
the smoothing in order to prove that random uniform attractors have finite fractal dimension. A
possible drawback of this approach is that we restrict the applicability of the result to problems
on a Hilbert phase space, but fortunately the expectation of random variables in this case is easier
to obtain. Finally, we consider a stochastic reaction-diffusion equation with scalar additive noise
to apply the smoothing and squeezing methods and prove that its random uniform attractor has

finite fractal dimension.

Following the structure of previous chapters we begin Chapter 4 with a revision of
non-autonomous random dynamical systems and random uniform attractors in Section 4.1. In
Section 4.2 we obtain estimates on the fractal dimension of random uniform attractors based
on smoothing and squeezing properties. Finally, in Section 4.3 we apply the theorical results
developed in previous section to a stochastic reaction-diffusion problem. The compilation of our
contribution in this theme is presented in (CUI; CUNHA; LANGA, ).
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We organized this work into three different parts which are directly connected to each
other and the step forward can be understood as a generalization of the immediately previous
step: autonomous dynamical systems, non-autonomous dynamical systems and non-autonomous
random dynamical systems. However each part can also be read independently of the others,
with only a special attention to Section 2.2.1 where we give the basic setting on the theory of
fractal dimension of compact sets which will be essential throughout the complete work. On
one hand a considerable part of text brings introductory reviews in which we tried to present as
complete as possible in order to give to the reader the big-picture of each setting. On the other
hand, our new contributions to the theory of dynamical systems are summarized in Section 2.2
for autonomous dynamical systems; Section 3.2, Section 3.3 (more especifically in Section 3.3.3)
and Section 3.4 for non-autonomous dynamical systems; and Section 4.2 and Section 4.3 for
non-autonomous random dynamical systems. All the new results can be found in (CARVALHO
etal.,), (CUl et al., ) and (CUL; CUNHA; LANGA, ).
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CHAPTER

2

AUTONOMOUS DYNAMICAL SYSTEMS

In this initial chapter we are devoted to the theory of autonomous dynamical systems
(also known as semigroups) and to the study of the fractal dimension of their respective global
attractors, which are the best mathematical objects in order to describe the asymptotic dynamics
of the system. Included in this theme we have the notions of attraction, absorption, invari-
ance, dynamics, global solutions, global attractors, Hausdorff semi-distance, fractal dimension,

Kolmogorov numbers among others.

Autonomous dynamical systems describe, in essence, the behavior of solutions of an
autonomous evolution equation while the global attractor, a compact invariant set which attracts
all bounded sets under the action of the semigroup, works to describe the long-time behavior
of such solutions for large times and gives us all the possible dynamics that a given system can
produce. Among several important issues on the theory of semigroups, one in especial is of our
interest throughout this work, namely the theory of fractal dimension of attractors.

Introduced first in the 70’s with (MALLET-PARET, 1976) and (MANE, 1981) we can
say that the theory of dimensionality of global attractors is a well-understood and well-developed
topic with a variety of works exclusively dedicated to this. In special some methods, techniques
and applications to a large number of differential equations were also given. Despite this great
number of contents we are going to present in this chapter a new method to obtain estimates on
the fractal dimension of global attractors (more generally it applies to negatively invariant sets).
It is based on a smoothing condition for derivatives and surprisingly it allowed us to explicitly
compare estimes obtained by different methods. Besides that in our work we could also give a

proof of a result in (MANE, 1981) much simpler than the argument due to Mafié.

This chapter is splitted into two big sections. More specifically, in Section 2.1 we give all
the introductory setting related to the theory of semigroups and characterizations of the global
attractor, including existence results. Our aim is this section is basically to introduce the reader
to the field showing all the background needed to understand great part of the work throughout

the text. We decided to give a concise approach proving the essential. The concepts and results in
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this section are well-known and can be found in classical books such as for example (TEMAM,
1988), (ROBINSON, 2001) and (CHEPYZHOV; VISHIK, 2002).

In Section 2.2, we introduce with a brief review on the theory of fractal dimension of
compact sets. In addition, we are interested in a deep discussion on the finite-dimensionality
of global attractors. First we are able to give new results on the fractal dimension of negatively
invariant sets and then supposing a new version of a smoothing condition we can find an explicitly
comparison between methods for the dimension of global attractors. Finally as application of
our theoretical analysis we study an abstract semilinear parabolic equation, a 2D Navier-Stokes
equation and a problem on a space of sequences in Section 2.2.7. We present these results in
(CARVALHO et al., ) which are part of our contribution to the field of autonomous dynamical
systems and more specifically to the dimensionality of global attractors.

2.1 Autonomous dynamical systems: global attractors

Our aim in this initial section is to present a self-contained material on the theory of
autonomous dynamical systems (also known as semigroups), describing the basic notions of
attraction, absorption, invariance, dynamics, and ending it with conditions which guarantee the
existence of global attractors, the most relevant object in this theory, with the power to describe
all the dynamic of the system. Our presentation is done in a general setting of metric spaces,
and all the previous knowledge required to the reader is a familiar treatment of this subject. A
complete and deep approach on autonomous dynamical systems and its applications is given
for instance in the classical works (CHEPYZHOV; VISHIK, 2002), (ROBINSON, 2001) and
(TEMAM, 1988).

2.1.1 Semigroups and global attractors

Let (X,dx) be a metric space with metric dx : X x X — R and let {S(¢) : ¢ > 0} be a
family of mappings defined on X, i.e., for eachz > 0, S(¢) : X — X is a mapping. Throughout all
this work we will denote {S(¢) : # > 0} simply by {S(¢) };>0 or even {S(¢)}. An important notion
related to a family of mappings as presented before is the notion of semigroup.

Definition 2.1.1. A family {S(t)},>0 of mappings is called a semigroup in X if it satisfies the

following conditions:

i) S(0) = Idx, where Idyx is the identity in X;
ii) S(t+s)=S(t)S(s), for any t,s > 0 (semigroup property);
iii) Foreacht > 0 the mapping S(t) : X — X is continuous, i.e., x — S(t)x is continuous.

Remark 2.1.2. If a family of mappings is defined for allt € R, {S(¢) : t € R}, and conditions
in Definition 2.1.1 hold for all t,s € R then we call {S(t)};cr a group. Throughout this chapter
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we are more concerned with the theory of semigroups, but in later chapters groups will be also

necessary.

Remark 2.1.3. Semigroups are usually generated by solutions of differential equations, this fact
providing a big motivation in putting efforts to the theory in recent decades. We will discuss this

point briefly in Section 2.1.4.

In the following we shall define an important class of subsets of space X which has the

purpose of preserving the dynamics of a semigroup {S(¢)};>0, the so called invariant sets.

Definition 2.1.4. We say that a set A C X is invariant under the action of a semigroup {S(t) };>0
ifS(t) A=A, forallt > 0.

Notice that the arbitrarily union of invariant sets under the action of a semigroup
{8(2)}1>0 is invariant as well. More precisely, let {Aj }, ca be a family of subsets of X which
are invariant under {S(¢)}. Then A :=J; cx A, is invariant.

A particular and interesting class of invariant sets is the one composed by orbits of global

solutions of semigroups. We make these notions more precise in the sequence.

Definition 2.1.5. A mapping & : R — X is said to be a global solution for a semigroup {S(t) }1>0
ifforallt > 0 and s € R we have

S(1)G(s) =& (1 +5).

If £(0) = x € X we say that & is a global solution through x. The set of values of &, y(§) :=
{&(2) : t € R} C X, is called the global orbit of &. If (&) C X is bounded we say that & is a

bounded global solution.

In general we will simply call global solutions by solutions, global orbits by orbits and
bounded global solutions by bounded solutions. Moreover, global solutions are also known
as complete trajectories (or simply trajectories) and in case it is bounded we call it bounded

complete trajectories (or simply bounded trajectories).

We can easily verify that if & : R — X is a solution for a semigroup {S(¢)},>0 then its
orbit y(&) is invariant under the action of {S(¢) };>0. Actually, the relation between invariance

and global solutions is deeper than this.

Proposition 2.1.6. A subset A C X is invariant for a semigroup {S(t)};>0 if and only if A is a
union of global orbits of {S(t) }1>o.

Proof. Suppose A is a union of global orbits of {S(¢)}. Since a global orbit is invariant under
{S(¢)} and the union of invariant sets is invariant as well, we conclude that A must be invariant
under {S(¢)}.
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Now suppose A is invariant and let xy € A. Since S(1)A = A there exists x_; € A such
that xo = S(1)x_;. Butx_; € A = S(1)A and so there is x_» € A with x_; = S(1)x_», and by the
semigroup property we have xop = S(2)x_,. Analogously for each n € N there is x_, € A such

that xo = S(n)x_, and x_,,_,) = S(n)x_, form > n.
Define £ : R — X by
S(7)xo, ift>0

§(1):=

S(t+n)x_,, ifte[—n,—n+1]

We shall prove that & is a global solution for {S(¢)}. Indeed, letz >0and T € R. If 7 > 0
we have S(1)E (1) = S(£)S(T)xo =St + T)x0 = (¢ + 7).

In case 7 < O there exists m € N such that T € [—m, —m+ 1] and s0 §(T) = S(T+m)x_,.
We have to consider two cases:

Case I:If t + 7 > 0 we obtain

S(H)E(T) =S(t)S(t+m)x_p =SE+T+m)x_p
=St+1)S(m)x_py =St +1)x0 =&t + 7).

Case 2:1ft+1<0letn € Nbe such thatz+ 7 € [—n,—n+1]. Then —-m < T <1+ 7 <
—n+1 and so n < m. Hence

S()S(T+m)x_pm =S(Et+T+m)x_p,
S(t+t4+n)S(m—n)x_p =St +7T+n)x_,
St+7).

$(1)&(1)

Therefore, S(t)E(t) = & (¢ + 1), for all # > 0 and 7 € R. For ¢ = 0 there is nothing to do,
and so we conclude that & is a global solution for {S(¢)} through xo, i.e., xo is in some orbit of a
global solution of {S(¢)}.

Now given a € A denote by &, the global solution through a constructed as before. On
one hand we saw that A C |J,cs 7(&)- On the other hand by definition of &, we have &,(¢) € A
for all 7 € R, and therefore y(&,) C A, proving the result. O

The common notion of distance between sets used in the field of dynamical systems is
the Hausdorff semi-distance. It somehow tells us with some precision when two sets are "close"

to each other. We define it in the following and subsequently we prove a triangle inequality.

Definition 2.1.7. Let A,B C X be non-empty subsets of X. The Hausdorff semi-distance in X
between A and B (in that order) is defined as

distx (A, B) := sup inf dx (a,b).

acAbEB
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Notice that if A = {a}, the Hausdorff semi-distance between A and B coincides with the

usual distance between a point and a set

disty (a,B) = inf dx(a.b).
S

Because of this we will not distinguish the notation between the usual distance of a
point to a set and the Haurdorff semi-distance. It is worth telling that in comparison to the usual
distance between sets

dx (A,B) := inggngdx(a,b)
acAbe

the Hausdorff semi-distance can differ substantially.

We notice that disty (A, B) = 0 if and only if A C B. In general we have disty (A, B) #
disty (B,A), and so the mapping disty : 25\ {0} x 2\ {0} — R does not define a distance. But
fortunately we still have a triangle inequality holding and, as usual, this property carries a great
applicability.

Lemma 2.1.8. Let A,B,C C X be non-empty subsets of X. Then

distx (A,C) < distx (A, B) +distx (B,C).

Proof. By the triangle inequality for the metric dx we know that foranya € A,b € Bandc € C
we have dx (a,c) < dx(a,b)+dx(b,c) and so

distx (a,C) < dx(a,b)+dx(b,c).

Taking the infimum over ¢ € C we obtain

disty (a,C) < dx(a,b) +distx (b,C).
But distx (b, C) < distx(B,C) and hence

disty (a,C) < dx(a,b) +distx(B,C)
and taking the infimum over b € B

disty (a,C) < disty(a,B) +disty(B,C) < distx (A, B) +distx (B,C).

Finally taking the supremum over a € A we conclude that

disty (A, C) < disty (A, B) + disty (B, C). 0

As mentioned before the Hausdorff semi-distance between sets tells us if these sets are
close to each other or not. This is the appropriate notion we need in order to define what an

attracting set means.
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Definition 2.1.9. Let B,D C X be non-empty subsets of X and {S(t)} be a semigroup in X. We
say that D attracts B under the action of {S(z)} if

disty (S(t)B,D) =0, ast— oo.

Definition 2.1.10. We say that 28 C X is an attracting set for the semigroup {S(t)} if it attracts
every bounded subset B of X, i.e., given B C X bounded it holds

disty (S(1)B, %) — 0, ast — oo,

Another important definition which plays an essential role in this context is the notion of

absorbing set.

Definition 2.1.11. Let B,D C X be non-empty subsets of X and {S(t)} be a semigroup in X. We
say that D absorbs B under the action of {S(t)} if there is a time to > 0 such that

S(t)BC D, vt > 1.

Definition 2.1.12. We say that 8 C X is an absorbing set for the semigroup {S(t)} if it absorbs
every bounded subset B of X, i.e., given B C X bounded there exists a time tp > 0 such that

S(t)B C A, Vit > tg.

By the structure of these definitions it is natural to expect some relation between them.
Indeed, of course every absorbing set is also an attracting set because if S(¢)B C 4 for any 1 > 1
then disty (S (t)B, %) = 0. On the other hand, suppose Z is an attracting set. Then for B C X
bounded, given € > 0 there exists 7z ¢ > 0 such that

disty (S(t)B, #) < &, Vt>tpe.
Let x € B be an arbitrary point. So for ¢ > tg ¢ we have disty (S (1)x, %’) < € and then
S(Z)Bng(%,S) = {yEX:diStx(y,%) <8}, Vl}l&g,

and we conclude that the e-neighborhood of 4 is an absorbing set for the semigroup {S(¢)}.
More generally, any neighborhood of 2 (not necessarily €-neighborhoods) is an absorbing set

for the semigroup.

In the following we define the global attractor for a semigroup. This is the most relevant
notion related to semigroups and it puts together three important properties: compactness,
invariance and attraction. The global attractor has the purpose of describing the dynamics of the

system and of providing information based on its structure and dimensionality.

Definition 2.1.13. A subset o/ C X is a global attractor for a semigroup {S(t)} if it satisfies the

following properties:
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i) o is compact;
ii) < is invariant under {S(t)}, i.e., S(t)o/ = o, forallt > 0;
iii) < is an attracting set for {S(t)}, i.e., if BC X is bounded then
disty (S(t)B, /) =0, ast— .
Since we expect the global attractor to be relevant and to give us information about the

system, it would be interesting if this set satisfied a uniqueness condition. Fortunately, if there

exists a global attractor for a semigroup it must be unique.

Proposition 2.1.14. [f there exists a global attractor for a semigroup then it must be unique.

More precisely, if </ and <t5 are global attractors for a semigroup {S(t)}, then <y = <.

Proof. Let 7] and <% be global attractors for a semigroup {S(¢)}. Since .27} is bounded (because
it is compact) then it must be attracted by o7, which means

disty (S(t)e, %) — 0, as t — oo,
But .27} is invariant under {S(7)} and so S(¢).</; = <7 for all t > 0. Then
0 = lim disty (S(t), %) = lim disty (o, %) = disty (<, %)
f—o0 f—o0

and we have 7] C o/ = o, since 2 is closed.
Changing the roles of 7| and % and repeating the procedure as before we obtain

afh C of), proving that o] = 7. l

Next theorem gives us some idea of how the structure of a global attractor looks like,
and the subsequently corollary shows the relation between global attractors and bounded global

solutions for a semigroup.

Theorem 2.1.15. Let {S(t)} be a semigroup with global attractor 7. Then < is the union of

all bounded invariant subsets of X.

Proof. On one hand, since .7 is a bounded and invariant subset of X then it must be in the union
of all subsets with these properties.

On the other hand, let B C X be bounded and invariant. So <7 attracts B and we have
0 = lim distx (S(t)B, &) = lim distx (B, &) = distx (B, &),
t—roo [—o0
implying B C &/ = 7. It proves that the union of all bounded invariant subsets of X is in 7. [J

Corollary 2.1.16. Let {S(t)} be a semigroup with global attractor <. Then </ is the union of
all bounded global orbits of {S(t)}.
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Proof. Since </ is invariant, by Proposition 2.1.6 it follows that .<7 is a union of global orbits
of {S(¢)}. But as each of these orbits is in <7 and .2/ is bounded so the orbit must be bounded.
Hence <7 is in the union of all bounded global orbits of {S(z)}.

Now if & : R — X is a bounded global solution of {S(¢)}, we know that its orbit y(&)
is bounded and invariant under {S(¢)}. By Theorem 2.1.15, y(&) C <7, proving that <7 is the
union of all bounded global orbits of {S(7)}. O

Remark 2.1.17. Notice that Theorem 2.1.15 also implies that the global attractor < is the

maximal (with respect to the inclusion of sets) bounded invariant set for {S(t)}.

2.1.2 w-limit sets

In the previous section we have defined global attractors for semigroups and proved that
if it exists then it must be unique. We also gave in Theorem 2.1.15 and Corollary 2.1.16 an idea
of how is the structure of an attractor. In this section we consider (and define) a special class of
semigroups for which we can guarantee the existence of global attractors, the asymptotically
compact semigroups. Besides that we define @-limit sets proving how they behave well under
the action of this particular class of semigroups. We mention that @-limit sets will be crucial in
order to determine the existence of global attractors.

Definition 2.1.18. Let {S(t)} be a semigroup and B C X non-empty. The ®-limit set of B with
respect to {S(t)} is defined as

o(B) = (U S(s)BX>.

=0 s>t

Clearly w(B) is a closed subset of X, since it is the intersection of closed subsets. But
this definition of w(B) does not allow us to get more significant information and that is why
it is much more convenient to consider the following characterization of @-limit sets. Denote
RT:={seR:s>0}.

Lemma 2.1.19. Let {S(t)} be a semigroup and B C X non-empty. Then

o(B) = {x € X : there are sequences {x,}nen C B, {tn}neny € RT with 1, — oo

such that x = 1im S(t,)x, }.
n—oo
Proof. Denote
@'(B) := {x € X : there are sequences {x, }nen C B, {ty}nen € RT with £, — oo

such that x = lim S(1,)x, }-
n—oo

Suppose that @(B) # 0 and let x € ®(B). So for each n € N we have x € >, S(s)B
and consequently there is z, € U, S(s)B such that dx (x,z,) < 1. Moreover, z, = S(t,)x,, with
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t, > n and x,, € B, and we conclude that x = lim,,_,. S(#,)x,, where {t,} C R" with 1, — « and
{x,} € B. Hence x € @' (B).

Now let x € @'(B). Then there are sequences {x,} C B and {t,} C R" with #, — oo
and such that x = lim, . S(,)x,. Given t > 0 let n; € N be such that for any n > n, we have
t, > t. Hence for any n > ny it holds S(t,)x, € U=, S(s)B, and then x € U, S(s)B, for all # > 0.
Therefore x € @(B) and we obtain @’'(B) = ©(B).

On the other hand, suppose ®(B) = 0. In this case we also have ®'(B) = 0, because
otherwise if there is x € @’'(B) then repeating the same as before we would have x € @(B). [

For a closed invariant set, its w-limit satisfies the following.
Lemma 2.1.20. Let {S(t)} be a semigroup and A C X be a closed invariant set. Then

w(A) =A.

Proof. Onone hand, letx € A. Since S(n)A = A, for all n € N, there is x,, € A such that x = S(n)x,,.
Clearly x € ®(A) and then A C w(A).

On the other hand, let x € ®(A), {x,} C A and {t,} C R with #, — o and x =
lim,, ;00 S(t,)x,. But since A is invariant we have S(t,)x, € A and so x € A = A, proving that
w(A) CA. O

Remark 2.1.21. Notice that in Lemma 2.1.20 if A is invariant but it is not closed then we have

AC w(A) CA.

In the following we define the asymptotically compact semigroups, a class of semigroups
for which the w-limit sets satisfy relevant properties. As mentioned before, for this class there

will exist global attractors.

Definition 2.1.22. A semigroup {S(t)} on a metric space X is asymptotically compact if there
exists a compact attracting set ¥ for {S(t)}, i.e., & C X is compact and given B C X bounded
it holds

disty (S(t)B, %) =0, ast—co.

For asymptotically compact semigroups we have:

Lemma 2.1.23. Let {S(t)} be an asymptotically compact semigroup with % a compact attract-
ing set. If B C X is non-empty and bounded then ®(B) satisfies the following properties:

i) @(B) is non-empty, compact, invariant and ®(B) C J&;

ii) ®(B) attracts B under the action of {S(t)};
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iii) ®(B) is the mininal closed subset of X attracting B. More precisely, if F C X is a closed
subset of X attracting B, then @(B) C F.

Proof. First of all, since % is an attracting set for the semigroup {S(¢)} then for any bounded
subset D C X we have
disty (S(t)D, ") — 0, as 1 — oo (2.1)

Proof of i): Let x € B be a fixed element and consider {z,} C R" with #,, — e as n — oo,
Given € > 0, by (2.1) in particular for D = {x} there is ny € N such that for n > ny we have

disty (S(tn)x, X ) < €.
So there is y, € ¢ satisfying
dx (S(tn)x,yn) < €

and so
dx (S(tn)x,yn) =0, asn—oo.

Since % is compact, {y,} has a subsequence (still denoted by {y,}) converging to a point
y € ¢ and then lim,, . S(f,)x = y. But from Lemma 2.1.19, y € @(B), which proves @(B) # 0.

Now let us prove that @(B) is compact by proving that @(B) C .# . Indeed, for any y €
®(B) by Lemma 2.1.19 there are {x, } C Band {z,} C R with #, — oo such that lim, . S(#,)x, =
y. But by the attracting property of ¥~ we obtain

disty (S(tn)xn, £ ) =0, n—oo.
By the triangle inequality for the Hausdorff semi-distance in Lemma 2.1.8 we conclude that
disty (v, 2) < disty (y,S(tn)xn) + distx (S(t)xn, ) — 0, asn — oo,
and we obtain distx (y,.#") = 0. But it implies y € # = .# and therefore w(B) C .# . Since ¥~
is compact we conclude that @(B) is compact as well (w(B) is closed, by definition).
It remains to prove that @(B) is invariant under {S(¢)}. Indeed, let x € w(B), {x,} C B
and {t,} C R with t, — e and x = lim,,_,e S(#, )x,,. For any fixed ¢ > 0 notice that

disty (S(z +tn)xn, ) < distx (S(t +1,)B, ) =0, asn— oo,

and just as before there is y € %" as limit of a subsequence of {S(¢ +1,)x,}, still denoted by
{S(t +tn)x,}, i.e., y = limy 0o S(t + 1,)x,. By Lemma 2.1.19 we have y € @(B) and by the
continuity of S() : X — X and the semigroup property we conclude

S(t)x = S(t) ( lim S(t)x,) = Hm S(r + 1) x, =,

n—yoo n—oo
proving that S(r)@(B) C w(B).

One more time let x € @(B), {x,} C Band {t,} CR" with ,, — 0 and x = lim,, 0 S(,, ) X,
For ¢t > 0 fixed, let n; € N be sufficiently great such that ¢, > ¢, for all n > n;. As before we can
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find y € 0(B) as a limit point for a subsequence of {S(t, —)x, }, still denoted by {S(t, —)x,},
i.e., y=1lim, . S(t, —t)x,. Hence

x = lim S(t,)x, = lim S(t)S(t, — 1)x, = S(¢) ( lim S(t, — 1)x,) = S(t)y,

n—oo n—oo n—oo
proving that @(B) C S(¢t) w(B). Therefore, S(¢)w(B) = w(B), for all t > 0 and w(B) is invariant.

Proof of ii): Suppose it is not true. Then there exist & > 0 and a sequence {z,} C R*
with ¢, — oo and
disty (S(tn)B, (D(B)) > &, neN.

But by the definition of supremum we can find a sequence {x,} C B in such a way that
disty (S(ts)xs, ®(B)) > &, neN. (2.2)
Notice that since %~ attracts B we have
disty (S(tn)xn,,%/) < disty (S(tn)B,%) — 0, asn — oo,
and as in part /) there exists a sequence {y,} C % such that
dx (S(tn)xn,yn) — 0, as n — oo,

Since %" is compact we may assume y, — y, where y € ¢, and by the last expression we

conclude that lim, e S(#,)x, =y, i.e., y € ®(B). Moreover, by (2.2) we have

0 = distx (y,@(B)) = lim distx (S(t,)x, ©(B)) > & > 0,

n—»oo
a contradiction, and in fact @(B) attracts B.

Proof of iii): Let F be a closed set attracting B under the action of {S(7)}. By Lemma
2.1.19, for any y € @(B) there exist sequences {x,} C B and {r,} C R* with £, — o such that
limy, 0 S(#,)X, = y. Since F attracts B we have

disty (S(tn)xa, F) < distx (S(t4)B,F) — 0, as n — oo,
and then disty (y,F) = 0. But as we know it means y € F = F and finally we conclude that
o(B) CF. O
2.1.3 Existence of global attractors

With the concepts presented until this point we are ready to prove the existence of
global attractors. A sufficient and necessary condition for this is the semigroup {S(7)} to be
asymptotically compact. We notice that for the applications we are going to consider in this work

we usually apply next theorem to guarantee the existence of attractors.

Theorem 2.1.24. Let {S(t)} be a semigroup in a metric space X. The following conditions are

equivalent:



36 Chapter 2. Autonomous dynamical systems

1. {S(1)} is asymptotically compact (with % C X a compact attracting set);

2. {S(t)} has a global attractor < .

Moreover, in this case we have
= ] oB)=w(X), (2.3)
Be#A(X)
where B(X ) denotes the collection of all bounded subsets of X.

Proof. (1) = (2): Let
o = U o(B).
BeA(X)
We have to prove that .o/ is compact, invariant and attracts all bounded subsets of X under the
action of {S(¢)}. Indeed, since {S(¢)} is asymptotically compact we know by Lemma 2.1.23, i),
that for any bounded B C X, (B) is invariant. So as <7 is a union of invariant sets it follows

that .« must be invariant.

Now given B € #(X), we have by Lemma 2.1.23, ii), that @(B) attracts B under {S(¢)}
and so
disty (S(t)B, /) < distx (S(t)B,®(B)) — 0, ast— oo,
proving that .27 is an attracting set for {S(z)}.

Let .# be a compact attracting set for the semigroup {S(z)}. By Lemma 2.1.23, i), for
any bounded subset B C X we already know that w(B) C #", and this implies o C JZ". As a
consequence, ®@(B) C w(.%). Since # € (X ), we also have ®(.#") C o7, and then

g Co(d)ColX)Cd.

But it means &7 = @ (%), and by Lemma 2.1.23, i), we conclude that ¢/ is compact, proving
that .o/ is the global attractor for {S(¢)} and that (2.3) holds.

(2) = (1): If there exists the global attractor .7 for {S(¢)}, then <7 itself is a compact
attracting set for {S(7) }. O

2.1.4 Semigroups generated by autonomous evolution equations

In this section we present a basic setting in which semigroups are generated by evolution
equations in Banach spaces. For this let X be a Banach space. An autonomous evolution equation

is represented as

u
9% f(u), (2.4)

where f : X — X is a non-linear function. We supplement equation (2.4) with a initial data uy € X
att =0,
du
— = , t >0, 2.5
2 = fw) 25)

u|t:0 = U, up € X. (2.6)
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Let us suppose that problem (2.5)-(2.6) has a unique solution v(-) = v(-,0;uq) for arbitrary
up € X, i.e., v(-) satisfies (2.5) and v(0) = v(0,0;u9) = up. Suppose in addition that for each
t > 0, the mapping v(¢,0;-) : X — X is continuous. Under these conditions, for any ¢ > 0 and
any ug € X it is well-defined the mapping S(¢) : X — X given as

S(t)uo :=v(t,0;up), up € X.

We note that the family of mappings {S(¢) : ¢ > 0} satisfies the properties

i) S(0) = Idx,
ii) S(t)S(s) =S(t+s), forany t,s > 0,

iii) For each t > 0, the mapping S(¢) : X — X is continuous.

Indeed, it is immediate that S(0)ug = uo, for any uy € X, and so S(0) = Idx. Now given
uo € X notice that v(r,0;v(s,0;u0)) and v(r + s,0;u9) are both solutions of the initial value
problem

uli=0 = v(s,0;up),

and it follows by the uniqueness of solutions that they are equal, i.e.,
S(0)S(s)uo = v(t,05v(s,05u0)) = v(t +5,0;u0) = S(t + 5)ug

for arbitrary uy € X. Finally since for each ¢ > 0 the mapping v(z,0;-) : X — X is continuous

then S(¢) is continuous as well.

Therefore with this simple analysis we verify that the family of mappings {S(¢) },>0 is a
semigroup, and we call it a semigroup generated by the evolution equation (2.4). This gives us a
good motivation to put attention in studying the theory of semigroups since it is directly related

to the study of differential equations modeling a significantly number of natural phenomena.

Another important point and which we can not pass without mentioning it, is that,
as indicated by Corollary 2.1.16, the global attractor of a semigroup gathers all the bounded
solutions of the problem. Since these solutions are the ones with more relevance in practical
analysis and applications, getting information from the attractor gives us information for the

solutions of the problem, and consequently for the problem itself.
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2.2 Finite dimension of negatively invariant subsets of

Banach spaces

We want to estimate the fractal dimension of attractors associated to dynamical systems
on Banach spaces. As we know in the continuous-time case, the standard abstract setting is the
following. We say that a family of continuous maps {S(r)},>¢ from a Banach space (X, || -||x)

into itself is a semigroup if

(i) S(0) = Idyx,
(i) S(t+s)=S(¢)S(s), forallz,s >0,

(iii) for each ¢ > 0 the mapping S(¢) : X — X is continuous, i.e., x — S(¢)x is continuous.

We say that a subset .« C X is invariant under the action of the semigroup {S(¢)} if S(¢).o/ = o
for all # > 0, and we say that .o attracts a subset D of X under the action of the semigroup if
disty (S(t)D, /) — 0 as t — oo, where disty (A, B) = sup inf ||a — b||x.

acA beB

A subset .7 of X is said to be the global attractor for {S(t)} if it is compact, invariant
and attracts all bounded subsets B of X under the action of {S(z)}. The global attractor for
the semigroup {S(r)} is the same as the global attractor for the discrete semigroup {S" : n =
0,1,2,---}, where we can take S = S(o) for any 7y > 0; so throughout this section we consider
only the discrete case. In fact our results are valid for compact sets </ C X such that o7 C
S(4), i.e. that are negatively invariant under S. The results in this section were presented in
(CARVALHO et al., ) and are part of our contribution to the field of autonomous dynamical

systems and more specifically to the dimensionality of global attractors.

The earliest result on finite dimensionality of attractors for dynamical systems is due to
Mallet-Paret in 1976 (see (MALLET-PARET, 1976)), who considered separable Hilbert spaces.
Mafié generalised this result to Banach spaces in 1981 (see (MANE, 1981)); his proof is taken up
and somewhat improved in (CARVALHO; LANGA; ROBINSON, 2010). All these three papers
treat a map S whose derivative is everywhere equal to the sum of a compact map and a contraction,
and the proofs all rely on using the compactness assumption to find a finite-dimensional subspace
U such that the image under DS of the unit ball in U provides a good approximation of the image
of the unit ball in X. The resulting dimension estimate involves the dimension of U, which means

that, in practice, it is hard to use the results to give explicit bounds on the dimension of .27

For explicit bounds the standard technique relies on setting the problem in a Hilbert
space, and then one can obtain estimates using the theory of Lyapunov exponents, as developed
in (CONSTANTIN; FOIAS, 1985) (see also (CHEPYZHOV; VISHIK, 2002) or (CARVALHO;
LANGA; ROBINSON, 2013)).

Our starting point for this presentation was the following question: if .27 is the attractor
of a compact map, is it a finite-dimensional set? A relatively simple example shows that the
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answer to the question is generically no. Indeed, consider the map S : > — (2, where ¢% := {x =

(v102,-+) %3 = Y brjf? < oo . given by
j=1

—1

j ﬁ—j‘ x> !

(8x);:= -
Xj 7|xj‘ <J

This map is compact, but its attractor is the set
2. .
o ={xel": |xj|<1/j}

which is an infinite-dimensional subset of £2. However, it turns out that the answer to this question
is yes if as well as being compact § is differentiable: in this case it follows that DS is compact,
and the finite-dimensionality can then be obtained from Maiié’s result (MANE, 1981). In fact
this holds whenever DS is the sum of a compact map and a contraction (in an appropriately
uniform way over the attractor); here (see Theorem 2.2.8) we give a proof of this fact that is

much simpler than the argument due to Mafié.

However, our argument gives no explicit bound on the attractor dimension. In order
to remedy this, we use ideas due to (MALEK; RUZICKA; THATER, 1994), and assume a
quantitative smoothing estimate for the compact part of DS: we suppose that for x € .o/ we have
DS(x) = C(x) + L(x), where C(x) and L(x) are both linear, that ||L(x)|| & (x) < 1/4, and that C(x)
satisfies

ICx)ullz < Kllullx,  ueX,

for some space Z that is compactly embedded in X. This enables us to give an explicit bound
on the dimension of <7, which (see (ZELIK, 2000)) involves the Kolmogorov €-entropy of the
compact embedding of Z into X. Some of the arguments here are also inspired by those in the
paper (CARVALHO; SONNER, 2013), which uses such a quantitative smoothing property and a

similar splitting to bound the dimension of pullback exponential attractors.

In Section 2.2.1 we present the definition of the fractal dimension, and give two simple
lemmas that enable us to bound the fractal dimension based on iterated coverings of 7. We then
prove two results based on DS in Section 2.2.2. In the next section we relate properties of S to
properties of DS, showing in particular in Corollary 2.2.11 that a differentiable compact map has
a finite-dimensional attractor. In Section 2.2.4 we use the smoothing property from (MALEK;
RUZICKA; THATER, 1994) and (ZELIK, 2000) to work directly with assumptions on the map
S itself.

We then discuss in Section 2.2.5 the Kolomogorov €-entropy which enters the dimension
bounds, giving a simple argument to bound this in the case of L?-based Sobolev spaces. In Section
2.2.6 we present Maiié¢’s method on a new setting being able to make an explicitly comparison
between estimates. In the next section we apply the theory to two classical examples: abstract
semilinear parabolic equations, and the two-dimensional Navier—Stokes equations. Finally, we
give an example of a map defined on space of sequences showing how to apply our results also
in this case.



40 Chapter 2. Autonomous dynamical systems

2.2.1 Bounding the fractal dimension of negatively invariant sets via

simple covering lemmas

For a compact subset <7 of a normed space X (or more generally a complete metric space
(X,d)), let Nx|<7; €] denote the minimum number of open €-balls in X centred at points of .7
that are necessary to cover .<7.

Definition 2.2.1. The (upper) fractal dimension of < in X, denoted by dimp(<7;X), is defined

as

l .
dimp(7:X) = lim sup PVXLL €] 2.7)

e— 0t - 11’1 E
Essentially, the last expression extracts the exponent in

NX [JZ{,S] ~ efdimF(JZ{;X).

A detailed treatment of the fractal dimension of compact sets can be found in references
(FALCONER, 2003) and (ROBINSON, 2011). According to Definition 2.2.1 it can happen
dimp(27;X) = oo. Notice that the fractal dimension of a compact set does not increase under the

action of Lipschitz maps. More precisely:

Lemma 2.2.2 ((CARVALHO; LANGA; ROBINSON, 2013), Lemma 4.2). Let f : X —Y be a
Lipschitz map with X and Y Banach spaces, and </ C X be a compact set. Then

dimp (f(«);Y) < dimp (o7 X).

Proof. Since <7 is compact in X then given € > 0 we can cover </ with Nx[</; €] balls Bx (x;, €)

in X with centres x; € .7, and so

NX [:527;8} NX [%;8]

feyc U r(Bx(xie) < U Br(fx)Le),
i=1 i

—1

where L > 0 is a Lipschitz constant for f. Hence Ny [ flot );LS} < Nx[<7; €], which implies

dimp(f(,;z%);Y) gdimp(;z%;X). O

If clear enough, we will often drop the X from expression (2.7). The limsup in (2.7) can
also be taken over a geometrically decreasing sequence.

Lemma 2.2.3 ((CARVALHO; LANGA; ROBINSON, 2013), Lemma 4.1). Given a compact
subset of of X, r >0, and any n € (0,1)

.k
dimp (/) = limsup M

2.
T (25)
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Proof. Denote by d’ the right-hand side of (2.8) and notice that by (2.7) we have d’ < dimp ().
It remains to prove the reverse inequality. Indeed, given € < r let k¢ € N be such that

nker < e <nke~ly,

where the numbers k. can be chosen with kg — o as € — 0. Without loss of generality suppose
n*~1r < 1 (otherwise we take £ smaller and smaller). Then
lnN[%; 8] o lnN[M; nk*fr} B lnN[;zf; nksr}
—Ing = —In(nke-1r)  —In(nker)+Inn’

and taking the superior limit as € — 0" we obtain

dimp (/) < d'. O

We now prove two simple lemmas that allow us to obtain bounds on the fractal dimension
of o/ by applying S or DS to given coverings of 7. As before we write Bx (x, r) for the open
ball in X centred at x of radius r, dropping the X subscript when clear from the context.

Lemma 2.2.4. Let o/ be a compact subset of a Banach space X that is negatively invariant for

S:X =X, i.e.od CS(). If there exist M > 1,0 < B < 1/2, and ro > 0 such that for all x € <f
and all 0 <r < ry

N[S(B(x,r)); Br] <M, (2.9)
then -
dimp (/) < —iln2 5 (2.10)

Proof. Cover &/ with N = N[</;ry) balls of radius ro, {B(x;,ro)}Y |, with centres x; € <.
Apply S to every element of this cover. Since &/ C S(&7), this provides a new cover of <7,
{S (xi,10) } . Using (2.9) each of these images can be covered by M balls of radius Bry,
with centres y;; 6 X by enlarging these to balls of twice the radius we can take new centres Xx;;

to be in .2/ once again, and so we obtain
N[M;Zﬁro] < MN[JZ{;I‘()].

Since the centres of the balls in this new cover lie in .7 and 23 < 1 we can apply the same
argument # times to obtain
N[5 (2B)"ro) < M"N[<Z; 1),

and Lemma 2.2.3 yields
InM

dimp (o) < ———. ]
() S 3B
One way to obtain the bound in (2.9) is to have a similar bound on covers for the unit
ball under the derivative DS(x) on the attractor. We need some uniformity in what it means for §

to be differentiable ‘on ..
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Definition 2.2.5. We say that S : X — X is uniformly differentiable for x € o7 if for every x € o/
there exists a bounded linear map DS(x) : X — X such that for every 1 > 0 there exists a positive
constant ro(n) > 0 such that

ISGe+h) — S(x) = DSA|| < ), YO <r<ro(n), x€ o, heX with ||h]| < r.

Such uniform differentiability follows whenever S is continuously differentiable on an

open neighborhood of o7, as follows.

Proposition 2.2.6. If a map S : X — X is continuously differentiable on a neighborhood % of a
compact set o/ then it is uniformly differentiable for x € 7. Conversely, if S : X — X is uniformly
differentiable on </ then it is continuously differentiable.

Proof. Without loss of generality (since <7 is compact) let Z = Bx(7,0) := Uyc s Bx(x,0),
for some & > 0. First note that given 11 > 0 there exists ro = ro(1) > 0 and some neighborhood
¥ of o/ such that

|IDS(w) —DS(z)| < n, VO<r<ry,we?,zed |w—z]|<r (2.11)

Indeed, let x € <. Since DS(+) is continuous then given 17 > 0 there is 6, = 8,(n) > 0 such that

IDS(w) — DS(x)| < g Ywe X, ||w—x|| < & 2.12)

Since .27 is a compact subset we have .7 C (J| Bx (x;, 6y, /2), with x; € o7 foreachi=1,--- ,m.
Let rg := min{9d, 6, /2,-- -, Oy, /2} and define

”V::Bx(ﬂ,ro).
Clearly 7 C % . Now take 0 < r < rp and any w € ¥ and z € &/ with ||w —z|| < r. Hence

Z € Bx(xi,8,/2) for some i = 1,--- ,m and then ||w—x;|| < ||w—z|| 4+ ||z —xi|| < r+68y/2 <
Ox;/2+ Oy, /2 = Oy, i.e., w € Bx(x;, 6y,). Finally, from (2.12)

IDS(w) ~ DS()| < [DS(w) ~ DS ()| + [DS(x) = DS() | < 3+ 7 =,

proving (2.11).

Let 0 < r<rp,x €« and z € ¥ with ||x —z|| < r. Note that for each ¢ € [0, 1] the line
x:=tz+(1—t)x € ¥ (x; € Bx(x,r) C 7). So from the fundamental theorem of calculus and
(2.11) we have

/0 DS () (2 — x)dt — DS(x) (2 —x)

/01 [DS(xt)(z—x) —DS(x)(z—x)]dt

15(z) - S(x) — DS(x)(z — )| = ‘
< [ IpStx) D5+ a
1

< /OnHz—XHdt
= nHZ_x||7
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1.e.,
IS(z) — S(x) — DS(x)(z—x)|| < nllz—x]l, Vxed,zeV, |lz—x||<r, 0<r<r.

Note that this is equivalent to the expression in Definition 2.2.5.

Now suppose that S is uniformly differentiable for x € <. Then given 11 > 0O there is
ro = ro(n) > 0 such that

ISGe+h) —S() —DSERI < mllal,  Vxe heX, Il <. (213)
Given x,y € .o/ note that

IDS(x) =DS(y)|| = sup [|DS(x)w —DS(y)w||

Iwl|=1

= % e | D3 0wro/2) — D) ero/2)|

and so
| DS o) wr0/2)=DS () wro/2)| | <
< 2mllwro 2]+ 1S(r+ wro/2) = S(x) + S(3) ~ S+ wro/2)|

= ron + [[S(x+wro/2) — S(x) +S(x+2) — S(x+z+wro/2)],

where z =y — x. Suppose that ||z|| < ro/2. Then ||z+wry/2|| < ro and using the differentiability
(2.13) three times (in directions wry /2, z and 7+ wry/2) we obtain

ISCe+wro/2) = S(x) +S(x+2) = S(x+2+wro/2)[| < 20 (||zll + lwro/2]])
<2rom.

Finally for any x,y € &7 with ||x —y|| < r9/2 we have

2
IDS(x) = DSO)| < = (rom +2rom)
= 61,

and then DS(x) is uniformly continuous (over x) on 7. O

Using Definition 2.2.5 we can now prove a result based on assumptions on DS.

Lemma 2.2.7. Let o7 be a compact subset of a Banach space X that is negatively invariant for a
map S : X — X that is uniformly differentiable for x € 7. If there exist @ € (0, 1/2) and M > 1
such that

N[DS(x)B(0,1);a] <M, xe, (2.14)

then

InM
dimp () < .
mA () S o

(2.15)
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Proof. The uniform differentiability assumption implies for 1 € (0,1/2— ) that
S(B(x,r)) C S(x)+DS(x)B(0,r)+B(0,nr), xed, r<ron);
combining this with the covering assumption in (2.14) it follows that
N[S(B(x,r));(a+n)r] <M,

for all x € .7 and for all 0 < r < ro(n). Lemma 2.2.4 now guarantees that

InM
di )L ————,
imp (/) —In2(a+n)
and since this holds for all 0 < 7 < 1/2 — & the estimate in (2.15) follows. O

2.2.2 Finite-dimensional attractors from assumptions on DS

For our first results we make assumptions on the derivative of S; these results parallel the
original ones in (MALLET-PARET, 1976) and (MANE, 1981).

2.22.1 The dimension is finite

Our first theorem revisits the classical result of (MANE, 1981) (see also (CARVALHO:;
LANGA; ROBINSON, 2010)) for a map whose derivative is the sum of a compact map and a
contraction, but the proof is considerably simpler. However, our assumptions do not yield an

explicit bound on the dimension.

We say that a map L : X — X is a A-contraction if
[Lx—Ly[| < Allx=yl,  xyeX.
If L is linear then it is a A-contraction if [|L| ¢(x) < A.

Theorem 2.2.8. Let X be a Banach space and </ a compact subset of X that is negatively
invariant for amap S : X — X that is uniformly differentiable for x € <7. Suppose that for each
x € &/ we can write

DS(x) = Cy+ Ly,

where

Cy and L, are both linear;

Cy: X — X is compact for each x € </ ;

e C, is continuous in x (on < ); and

there exists 0 < A < 1/4 such that || Ly|| ¢(x) < A for every x € &/ (Ly is a A-contraction).
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Then
dlmF(JZf) < oo,

Proof. Fix 6 > 0 such that 0 < 6 + A < 1/4. Since C, is compact, for each x € o7 there exists
M(x,0) > 0 such that

N|[CB(0,1);60/2] < M(x,0).

Since Cy is continuous on the compact set .7 it is uniformly continuous, so there exists
0 = 0(6) > 0 such that

lx—x|x <68, x,x' € = |Cx = Cull 2x) < /2.

It follows that if ||x" — x||x < & with x,x" € &7 then

Cx’B(07 1) - CxB(Ov 1) + [Cx’ _CX]B(()? 1)
CCB(0,1)+B(0,60/2),

and so

N|[CyB(0,1);0] < M(x,0)

for every X' € B(x,8) N .
Since

o =) B(x,6)no
xeo

and ¢/ is compact we can find x1,...,x; € &/ such that

It now follows that by taking

i=1,...,

M*(0) = Enaka(x,-,Q)

we have

sup N [CB(0,1);0] < M*(6),
xeof

with M* independent of x.
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Now for any x € &7

DS(x)B(0,1) = [Cy+ L] B(0,1)
cc B(O 1)+L,B(0,1)

C U B(y;,0)+B(0,1)

N
Cg

B yl79+)’

M )
C B(3:,2(0 + 1)),

—
5]

Il
—_

for some j; € DS(x)B(0,1) and then

sup N[DS(x)B(0,1);2(6 + )] < M*(6).
xeof

From Lemma 2.2.7 we conclude that
InM*(0)

. __nM(8)
dime () S A

[

We now discuss, briefly, how this method relates to that of Mafié in (MANE, 1981) (we
will discuss Maié’s in more details in Section 2.2.6). Certain particular examples, such as the
semilinear parabolic equation we shaw treat here in Section 2.2.7.1 (see also (CARVALHO;
LANGA; ROBINSON, 2010)), generate a semigroup S that is continuously differentiable and for
which it is possible to obtain a sequence of finite rank projections {P, },c such that for points
x € o/ we have

DS(x) = P,DS(x) + (I — P,)DS(x) = Cy + Ly,

where C, = P,DS(x) is compact and for sufficiently large n the operator L, = (I — P,)DS(x) is
a contraction on X with contraction constant less than 1/4. Therefore, in this case S satisfies
hypotheses in Theorem 2.2.8 and its attractor <7 has finite fractal dimension. We note that for
each x € &/ we have C,B(0,1) C U,, for some linear subspace U, C X with finite algebraic
dimension dim(U,) < oo; since <7 is compact, given € > 0 there exists a linear subspace Ug C X
with finite algebraic dimension such that

disty (C:B(0,1),Ug) <&, xe .
Indeed, just as in the proof of Theorem 2.2.8, given € > 0, there is § = d(€) > 0 such that
|x—x||x <&, x,x' € = [Cx — Crll 2x) < €/2.
Now

CuB(0,1) C C:B(0,1) + [Cy — C:B(0, 1)
C U, +B(0,¢/2),
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and so
disty (CyB(0,1),Uy) < €, x €B(x,8)N.

Since &7 = Uf:] B(x;,0) N, if we set Ug := Uf:] Uy, then we have
disty (CxB(0,1),Ug) <&,  xe . (2.16)

Expression (2.16) essentially portrays the fundamental property needed to follow Maiié’s ap-
proach: it provides a finite-dimensional subspace U that is a good approximation of the image
under C; of the unit ball in X. For more general situations (in which C, is not necessarily a
finite rank operator) (2.16) is restated and achieved using the compactness of operators Cy (see
(CARVALHO; LANGA; ROBINSON, 2010), Lemma 2.4) or alternatively by Lemma 2.2.21 in

Section 2.2.6 using a smoothing condition.

2.2.2.2 Bounds on the dimension: the smoothing method

Theorem 2.2.8 in the previous section ensures that the fractal dimension of <7 is finite,

but it does not provide any explicit estimate on this dimension.

In order to give a bound on the fractal dimension we now consider an auxiliary Banach
space Z that is compactly embedded in X, and impose a Lipschitz continuity property between
these spaces for the derivative DS of S, which here we refer to as the smoothing property. The

bound we will obtain will involve the quantities
Ng := Nx[Bz(0,1);¢],

i.e. the minimum number of g-balls in X that are needed to cover the unit ball Bz(0, 1) in the
subspace Z. These are related to the Kolmogorov entropy numbers for the compact embedding
of Z into X; we discuss this further in Section 2.2.5. This method is based on the techniques
developed by (MALEK; RUZICKA; THATER, 1994) (see also (ZELIK, 2000)).

Theorem 2.2.9. Let Z and X be two Banach spaces such that Z is compactly embedded in X,
and let &/ C Z be a compact subset of X that is negatively invariant for a map S : X — X that is
uniformly differentiable for x € o7 . Suppose in addition that for each x € o/ we have

DS(x) = Cy+ Ly,
where
e Cye X(X,Z)and Ly € Z(X);
* Cy: X — Z satisfies a smoothing property, i.e. there exists Kk > 0 such that

[Ce(u)]|z < x||ul|x, u€X; (2.17)

* there exists 0 < A < 1/4 such that ||Ly|| #x) < A (Ly is a A-contraction).
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Then

InN, 1
. (v+1)/2x
X)) g —TTAER Z_ )
dimp(o7/;X) < a(v+A)’ forv e (0,4 l)

Proof. For each x € 7, by (2.17) and the contraction of L, we have
DS(x)Bx(0,1) C CyBx(0,1) + LBx(0,1)
C Bz(0,x) 4+ Bx(0,4).
But given 0 < v < 1/4—A4,if

Nvia)/2x

Bz((),l) - U BX(xi,(v+l)/21<),
i—1

where x; € Bz(0, 1), then

DS(x)Bx(0,1) C By (kxi,(v+21)/2) | +Bx(0,1)

c U Bx(i2(v+1)),
i=1

with y; € DS(x)Bx (0, 1). So for any x € &/ we obtain
Nx [DS(x)Bx (0,1);2(V+A)] < Nyy2)/2¢

and from Lemma 2.2.7 we conclude that

lnN(v+/l)/2K

N
dimr (3 X) S Tratv Ay

ve (0,1/4-2). O

In the next section we prove some results on the relationship between maps and their
derivatives, which will allow us to deduce results on the dimension of .7 by imposing conditions
on § rather than DS.

2.2.3 Maps and their derivatives

In this section we relate properties of the original map S to properties of its derivative,
and vice versa.

First we show that if S is compact and differentiable then DS is also compact.

Lemma 2.2.10. Let X be a Banach space and suppose that S : X — X is a compact map. If S is
Fréchet differentiable at x € X with derivative DS(x), then DS(x) : X — X is compact.

Proof. Suppose that the operator DS(x) is not compact. Then there exist £ > 0 and a sequence
{¥n}n C X such that ||y,|| < 1 and

IDS(xX)yn = DS(X)ym| > &0, ~ n7#m.
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By the definition of the derivative there exists 8 > 0 such that for all ||z|| < § we have
&
1SCe+1) = S(x) = DS(x)AI| < 7 lAll
Choosing 7 > 0 such that ||7y,|| < & for all n € N we obtain

[SCx+Tyn) = S(x+ Tym) || = [[S(x 4 Tyn) — S(x) — DS(x)(Tyn)
+ DS(x)(Tyn) — DS(x)(Tym)
+8(x) = S(x+ Tym) +DS(x)(Tym) ||
> 7|\ DS(x)yn — DS(x)ym|l
— [1SCGe+7yn) — S(x) = DS(x) (7yn) |
— [[S(x+ Tym) — S(x) = DS(x)(Tym) |

>7 2T8—T£
= T&) 40—20-

Since {x+ Ty, }, is a bounded sequence, this shows that {S(x+ Ty,)}, can have no Cauchy

subsequence, and so S is not compact, a contradiction. 0

This result enables us to answer the question posed in the introduction in the affirmative

if § is compact and differentiable.

Corollary 2.2.11. If < is a compact subset of X that is negatively invariant under a map
S: X — X, and S is compact and uniformly differentiable for x € o/ with DS continuous on <,
then dimp (&) < eo.

In fact we can prove a ‘compact map plus contraction’ result in this setting too, although
this is perhaps a little less natural, since we require a splitting § = C + L in which both C and L
are differentiable. First we show that if L : X — X is a A-contraction (i.e. ||[Lx — Ly|| < A[[x — y||
for every x,y € X) then so is DL.

Lemma 2.2.12. Suppose that L : X — X is a A-contraction. If L is differentiable at x € X then
DL(x) € Z(X) is also a A-contraction.
Proof. Since

L(x+h) = L(x)+DL(x)h+o(||h||)

then
IDL(x)h[| < A||A]| +o(]|A]])-

Given € > 0 there is § > 0 such that for ||| < 6 we have

IDL(x)A]| < (A + €|l

Now given h € X let hy := ﬁh and then ||h;]] < 8. Since DL(x) is linear we conclude
|IDL(x)h|| < (A +¢€)||A|, for all € > 0,

and so DL(x) is a A-contraction. O
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Corollary 2.2.13. Suppose that <f is a compact subset of X that is negatively invariant under a
map S : X — X, with S = C+ L, where C is compact and L is a A-contraction with A < 1/4. If C
and L are uniformly differentiable for x € </, and DC is continuous on <f then dimp (&) < oo.

We can also transfer a smoothing property for C to one for DC; but rather than argue this
way in the next section we instead prove directly that a smoothing property for C can be used
to bound the dimension of .o7. Indeed, this was the original way that this property was used by
(MALEK; RUZICKA; THATER, 1994) and (ZELIK, 2000).

2.2.4 Results using assumptions on S

We now prove a result in which we assume that S can be written in the form S =C+-L,
where C and L satisfy (2.18) and (2.19) below.

This method is a powerful tool in constructing exponential attractors in various settings
(besides the autonomous case in (MALEK; RUZICKA; THATER, 1994) and (ZELIK, 2000), see
(CARVALHO; SONNER, 2013) for the non-autonomous case and (CARABALLO; SONNER,
2017) for the random case) and then determining the dimension of attractors. As in Theorem
2.2.9 the estimates for the fractal dimension are once again given in terms of the numbers Ng
related to the compact embedding of Z into X. Next theorem uses a similar assumption to that in
(CARVALHO; SONNER, 2013) (which generalises (MALEK; RUZICKA; THATER, 1994) and
(ZELIK, 2000)) by allowing the additional contraction term L.

Theorem 2.2.14. Let Z and X be two Banach spaces with Z compactly embedded in X, and
suppose that o/ C Z is a compact subset of X that is negatively invariant for amap S : X — X.
Suppose in addition that

S=C+L,

where

C:X —ZandL:X — X are continuous maps,

C : X — Z satisfies a smoothing property on <7, i.e. there exists K > 0 such that

ICx) =CW)llz < xlx=ylx,  xyed; (2.18)

L:X — X is a A-contraction on <f, with0 < A < 1/4, i.e.

IL0) =L)llx < Allx=yllx,  xyed. (2.19)

Then
InN(y 226

. . 1
dlmF(%,X)gm, forVG <O7Z_A‘)
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Proof. Given0 < v < 1/4—A,letxy € & and R > 0 be such that
o/ = Bx(xo,R)N <. (2.20)
By the smoothing property for C in (2.18) and the definition of N(y ;)2 We have
C(Bx(X(),R) m’Sy) - BZ(C(X())vRK)
N(v+k)/2k
C Bx (C(xo) +Rkxj,R(Vv+1))
j=1
Nvia)/2x
- U Bx(yj,ZR(V—f—}L)),
j=1
for some y; € X. Now, by the contraction property (2.19) for L we obtain
L(Bx(xo,R)N<) C Bx(L(xo),RA)
and then applying S in (2.20) we have
o = S(I)NA
= [ C(Bx(x0,R)N)+L(Bx(xo,R)N) | Nt
Nv4a)/2x
= U Bx(yj,2R(V—|—7L)) —I—Bx(L(X()),RA) N/
j=1
Nvia)/2x
= U Bx(yj+L(x0),2R2(v+ 1)) N
j=1
N2
= U Bx(@2RA(v+)) N,
j=1
for some z; € &, i.e.,
Nyia)/2x
o= |J Bx(z;,2R@(v+A))N.
j=1
Analogously, for each n € N, there exists a subset V,, C &/ with gV}, < NFV +2)/2x such that
o = ) Bx(z,2RA(v+A)]") N,
€V,
and so
Ny [%;2]3[4(\/ —|—7L)]"} < N("VJFM/ZK.
Finally
In Ny [ﬂ;2R[4(V + }L)]n} < ”lnN(v+/l)/2;< B lnN(v—i-?L)/ZK
—nlnd(v+2Q) S —nlnd(v+A)  —Ind(v+A)
and from Lemma 2.2.3 we obtain
lnN(er?L)/ZK 1
dimp (o) < PN (g 0
me (5 X) S g ) AN
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Note that in the above result we have estimated the fractal dimension of .7 in the space
X. However, when the contraction term L is absent (i.e. when A = 0) then we have

dimp(/;Z) = dimp (<75 X). (2.21)

Indeed, if
[S(x) =SW)llz < xlx—yllx, xye,

then the map S : @/ — Z is Lipschitz and
dimp (7, Z) < dimp (S(/);Z) < dimp(/;X) < dimp (o Z),

where for the second inequality we use Lemma 2.2.2 and for the last inequality the fact that Z is

continuously embedded in X.

Remark 2.2.15. There is another smoothing property that we could use in the above theorem
and obtain the same bounds on the dimension. We assume that <7 is a compact subset of X that
is negatively invariant for a map S : X — X, but now we suppose that S = C+ L and for all
x,ye o

IC(x) —C)lx < Kllx—ylly,

where X is compactly embedded in Y ; once again we take L to be a A-contraction on </ for
some A € (0,1/4). Then we obtain

lnN(w%)/ZK

S
dime (2 X) S Tiatv 4y

forv e (0,1/4—7L)7
where N := Ny [BX (0, 1);8}, € > 0. The proof of this result is almost identical and uses the

same argumentation as before.

2.2.5 Kolmogorov entropy numbers

In this section we recall the notion of the Kolmogorov entropy numbers for the compact
embedding between two Banach spaces Z and X and discuss how it relates to the estimates
for the fractal dimension presented above (see (KOLMOGOROV; TIKHOMIROV, 1993) for a
detailed treatment of this subject). We shall also see that it is possible to obtain in Theorem 2.2.9

(and Theorem 2.2.14) the best estimate among all the family (in v) of estimates.

The quantities N = Ny [BZ(O, 1); 8] are related with the entropy numbers of the compact
embedding between the spaces Z and X: the Kolmogorov €-entropy of that embedding, denoted
by He(Z,X), is

H¢(Z,X) :=1log, N¢.

For many function spaces it is possible to determine estimates for these numbers. In particular,
for Sobolev spaces we generically have a polynomial growth in € (as € — 01):if 0 C R? is a
smooth bounded domain, then the embedding

Wl (0) — w2 (0)
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is compactif iy, €R, p1, pr € (1,00) with [} >l and [} — ;1_1 > 1) — piz. Itis shown in (TRIEBEL,
1978) (Section 4.10.3, Remark 3) that in this case there exist constants cj,cy > 0 such that

cls*ﬁ <He (WhP(0),wr2(0)) < czs*ﬁ, for all € > 0. (2.22)
We therefore suppose that Z and X are spaces such that
1€ "<Hg(Z,X)<ce™?, foralle >0 (2.23)
for some cy,c; > 0 and y > 0, so that

InNe < (In22)e 7. (2.24)

Using the estimate in (2.24) and from Theorem 2.2.9, it follows that for each choice of
ve (0,1/4—2) we have

InN(y 122k
dimp(&;X) < ————
mp (LX) S Satvea)
=
(In22) (%2 )
<
—In4(v+1)
()
VA
= (In22)(2K)T— L.
(In22) %) 2+ 1)
. . L 1
This expression attains its minimun at (0, 1/4— 7L) for vp := — — A and so
4ev
dimp («7;X) < c(8x)"y, (2.25)

for some positive constant ¢ > 0. The estimate in (2.25) is the best among all in Theorem 2.2.9.

It seems useful to sketch an elementary proof of the estimate in (2.23) in the case that
X is a separable Hilbert space and Z is the fractional power space X% := D(A%) of a linear
operator A (e.g. X = L*( ), with & a smooth bounded domain in R¢ and A := —A the Dirichlet
Laplacian). For a review on fractional power spaces see (CARVALHO; LANGA; ROBINSON,
2013), Chapter 6. Let A have eigenvalues (lj);":l with Aj,1 > A and A; — oo as j — oo, with
orthonormal eigenfunctions (e j);."zl that form a basis for X. We will assume that

Aj~j°, (2.26)
i.e. there exist constants ¢, cp > 0 such that clje <A< czje. If A= —A on a bounded domain
in R9, then 6 = 2/d (see (DAVIES, 1995)).
We want to cover the unit ball in X%,
By = {x: Y xje;: Z?Lfo‘|xj|2 < 1} :
- =

j=1
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with 2&-balls in X, estimating then No¢ = Nx [Bq;2¢].

Given € > 0 let n be the smallest integer such that A fi < €. Then for every x € By we

have

Z Xj€j

j=n+1

2
2 -2 2 2 2
i </1n+f‘[ Y A%y ]

so if we can cover the finite-dimensional set

n n
E:= {xz Y xjei: YAk < 1}
' =1

J=1 J
with &-balls in X we can cover B with the same number of 2¢€-balls.

Lemma III.2.1 in (CHEPYZHOV; VISHIK, 2002) shows that we can cover the ellipse E,

n

whose semiaxes are {14 j_o‘ using no more than

=1
n T n -a an
4" Jj=1 A‘J < 4" Jj=1 )"j _an }LnJrl
gn = )v*an o n A‘OC
n+1 J=17%j

€-balls. The assumption that A i~ j6 yields, using the lower bound! n! > n"e ", that

n Ar?c—cl an (n+1)n0a an n+l noe néo
N28<4 mé(cz/cl) 4”W<(C2/Cl) 4" (T> e

< (Cz/cl)om4n2n9aen9a _ ﬁn7
where B = 4(cy/c1)*20%e%%.
The €-entropy is therefore bounded by
Hoe (X%, X) = log, Noe < nlog, B;

since n is the smallest integer such that A _% < & and A, > ¢;n? it follows that n < c_l/eefl/“e,
g n+1 1

and
Hoe (X%, X) < Ce™ /90,
In the case of Laplacian on a bounded domain in R¢ we have = 2/d and then
H (X% X) < Ce /2,
It follows easily using essentially the same argument that if 0 < o < 8 we have

H, (XB,X‘X) < Cg*d/2(ﬁ*05),

which in particular agrees with the upper bound in (2.22) in the case p; = p, =2, [} = 2,
12 =20.

I Notice that Inn! = Y}_,Ink > [{'Inx dx =nlnn—n+1 > nlnn — n, which implies n! > n"e™".
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2.2.6 A comparison with Maiié’s method

For this section let us consider the setting proposed in Remark 2.2.15, i.e., X and Y are
Banach spaces with X compactly embedded in Y, and S: X — X, § = C + L. Denote N, :=
Ny [Bx(0,1);€], for &€ > 0. So we can restate Theorem 2.2.9 with a very slightly modification on
the proof and guarantee the following result on fractal dimensionality of negatively invariant

sets.

Theorem 2.2.16. Let X and Y be two Banach spaces such that X is compactly embedded in'Y,
and let o/ C X be a compact subset of X that is negatively invariant for a map S : X — X that is
uniformly differentiable for x € <f . Suppose in addition that for all x € </ we can write

DS(x) = Cy+ Ly,
where
* Cy, Ly € Z(X);
* Cy: X — X satisfies a smoothing property on <7, i.e. there exists K > 0 such that

1C(w)l[x < Kllully, — ueX; (2.27)

o L.: X — X is a A-contraction with 0 < A < 1/4, i.e.

[Lall 2 (x) < A (2.28)
Then A
. NNy 1)/2¢ 1
. < \TTRER _ .
dimp(o/;X) < Tnd(v+A) forv e 0,4 A

In order to provide a comparison between the smoothing method presented here (Theorem
2.2.16 above) and Maiié¢’s method (as developed in (CARVALHO; LANGA; ROBINSON, 2010))
we need first to discuss techniques which describe how to cover balls in an n-dimensional normed
space by balls with smaller radius. Afterwards we shall present a new version of Lemma 2.4 in
(CARVALHO; LANGA; ROBINSON, 2010) and so following Mafié’s approach we will be able
to estimate the fractal dimension of .7 (see Theorem 2.2.22) also in terms of the Kolmogorov
numbers N, for some particular € > 0, and it will allows us to compare explicitly estimates
achieved in Theorem 2.2.16 and Theorem 2.2.22.

Let R”, denote the space R" endowed with the norm ||z||o := max |zj|forz=(z1, - ,z,) €

SYA

R"™. If U is an n-dimensional subspace of a normed space we shall construct in the following an
Auerbach basis for U.

Lemma 2.2.17 ((CARVALHO; LANGA; ROBINSON, 2013), Lemma 4.7). Let U be an (alge-
braic) n-dimensional real normed space. Then there exist a basis {x1,--- ,x,} of U and a basis
{fi fat of U such that ||xj|lu = || f7]|o+ = 1 and f(x;) = &, 1 <i,j < n, where & is
the Kronecker delta. In this case, {xi,- - ,x,} is called an Auerbach basis for U.
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Proof. Let E = {vy,---,v,} be an arbitrary basis for U. Given u € U we have u = ajvy +--- +
auVvy, for some a; € R. Let us denote by 7 the column vector i := (ay-- -a,,)T and consider the
map U" > (uy,- - ,u,) — det[ily,--- ,d,] € R.

Let B := By(0,1) be the closed unit ball in U and notice that if {x,---,x,} is a point

where the function |det[-,-- ]| attains a maximum in B" then {xy,--- ,x,} must be a basis for
U, and hence det[%;, - - - ,£,] # 0. Moreover ||xj||y = 1, for all 1 < j < n, because otherwise if
[xjllu < 1 we have for some |a| > 1 that [|ax;||y = 1 and |det[£},- - ,£j_1,a%},£j41,- -, &) | =
]a\|det[)21,~-« ,)En]‘ > |det[)21,~-~ ,in]‘ with (x1,---,Xxj_1,axj,Xj41, -+ ,X,) € B", an absurd.

Finally we define the linear functionals f;* : U — R foreach 1 <i < n as

det[ﬁl s X, Uy Ky, fn]
.>k e ) ) 7 ) ) Y E U.
i (w) det[y, - , %) o
Notice that [|x;[ly = || f} [|u+ = 1 and f7*(x;) = &, forall 1 <4, j < n. Moreover, since {f7,--, f; }
is linearly independent it is a basis for U*. In this case {xj,---,x,} is an Auerbach basis for
X. O

Corollary 2.2.18 ((CARVALHO; LANGA; ROBINSON, 2010), Proposition 2.2). Let U be an

n-dimensional real normed space. Then there is an isomorphism T : R, — U such that
-1
1Tl 2@e, ) IT™" | 2@ re) <1

Proof. By Lemma 2.2.17 let {xy,--- ,x,} be an Auerbach basis for U and define the mapping
T : R — U by setting

n
T(z):= ZZij, 2= (21, ,2n) ERL.
=

Then
IT@) = |

n
[2j| < nllz]]es
=1

Y

ijjH <
J=1 v J
and so

1T 2,0y < n.

Now for any u € By (0,1), u = ajx; +--- +anx,, we have aj; = f}"(u), and

710l = @ sl = max [ = max |5 )] < max [1£7 ol = o

proving that
1T 2w re) < 1.
Finally,
IT |2 @n o IT 2w Re) < 1o O

As a consequence of the existence of isomorphism 7" we are able to estimate the number
of balls which are necessary to cover a ball in an n-dimensional normed space.
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Lemma 2.2.19 ((CARVALHO; LANGA; ROBINSON, 2013), Lemma 4.8). If U is an n-

dimensional real normed space then

R
N[By(0,R):r] < (n+ 1)”(-)", 0<r<R.
r

Proof. From Corollary 2.2.18 there is an isomorphism 7" : R, — U such that

1
1T z@®e,o)IT™ || 2w Ry < 1.

Notice that
By(0,R) =TT 'By(0,R) C TBg: (0, T"|IR),

and since we can cover Bgx (0, |7~ !||R) in R? with no more than

T—l R\n R\" R\n R\n
(Y = (i ) < (140%)" < e ()
/7] : : '

balls of radius r/||T'|| we conclude that

N[By(0,R):r] < (n+1)"(5)". 0

,
Remark 2.2.20. In a case of an n-dimensional complex normed space U we have the estimate

R\ 2n
N([By(0,R);r] < (n—i—l)2”<—> , 0<r<R,
r

since we need no more than (1+M /m) > balls of radius m to cover the ball Bcn (0,M), with
m < M. Notice that we have to do the necessary changes on Lemma 2.2.17 and Corollary 2.2.18.

In the following we shall present a new version of Lemma 2.4 in (CARVALHO; LANGA;
ROBINSON, 2010), in which we obtain good approximations of the image under a linear map of
the unit ball on a Banach space X by the image of the unit ball on a finite dimensional subspace
of X. The (algebraic) dimension of this subspace will be estimated in terms of N and it will be
useful to follow Mafi€’s method in Theorem 2.2.22. Recall that Ne = Ny [Bx (0, 1); €].

Lemma 2.2.21. Let X and Y be two Banach spaces with X compactly embedded in Y and
C € Z(X) be a bounded linear operator satisfying the smoothing property, i.e. there is Kk > 0
such that

IC(u)||x < K||ully, YueX. (2.29)

Then given € > 0 there exists a subspace Ug C X with dim(Ug) < N such that
disty (CBx(0,1),CBy,(0,1)) < ke.

Proof. Given € > 0,

Ne
Bx(0,1) C | By (x;,¢), (2.30)
i=1
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where x; € Bx(0,1) for each i = 1,2,--- ,Ne. Let Ug := span{x; : 1 <i < Ng} C X and x €
Bx(0,1) be an arbitrary point in the unit ball of X. Then ||x — x;,||y < €, for some 1 < iy < N,
and since By, (0,1) = U N Bx(0, 1) then we have by hypothesis (2.29) that

disty (C(x),CBy,(0,1))

Therefore, taking the supremum over x € Bx (0, 1) we obtain
disty (CBx(0,1),CBy,(0,1)) < e,

and the result follows. ]

In particular, given v > 0, we can choose € = 5= in last lemma and take U C X with
dim(U) < Ny joc = Ny [Bx (0,1); 2%] and such that

disty (CBx(0,1),CBy(0,1)) < v. (2.31)

In this new setting we can estimate the fractal dimension of negatively invariant sets as

follows.

Theorem 2.2.22 (Based on (CARVALHO; LANGA; ROBINSON, 2010), Theorem 2.5). Sup-
pose the same conditions as in Theorem 2.2.16. Then D := sup ||DS(x)|| #(x) < o and we can

xedl
estimate the fractal dimension of <7 on X as
| [ (e n22) |
dlmF(sz%;X) < 2Ny ok Tna(vEA) , forv e <0,m1n{1/4—).,D}>.

Remark 2.2.23. Since X is in particular continuously embedded in Y then we have

dimp («7;Y) < dimp (o7/;X) < oo.

Proof of Theorem 2.2.22. From Proposition 2.2.6 we know that S is continuously differentiable
on ¢/ and then it follows immediately that D = sup, ., || DS(x) | ¢ (x) < o°.

Besides that, let v € (0,min{1/4—A,D}) and choose U C X as in (2.31), i.e., dim(U) <
NV/ZK and
disty (C:Bx (0,1),C:By(0,1)) <v,  xe .

Notice that U is independent of x € o/ provided that ¥ > 0 is independent of x over .o/

For all u € Bx(0,1) and z € By (0, 1) we obtain

IDS(x)u — DS(x)z[x < [|Cx(u) = Cu(2) |x + (1L (2e) — Lu(2)
< Gw) = G(2)lx + 2| Ll 2x)
<|

) —Ci(2)||x + 24

S
—~
<
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and therefore

disty (DS(x)u, DS(x)By (0,1)) < ||Cx(u) — Cx(2)|x +24 =

By(0,1)) <disty (Cy(u),CBy(0,1)) +24 =

disty (x)By(0,1)) < disty (CeBx(0,1),CcBy(0,1)) +24 =

(DS(x)
disty (DS(x)u, DS(x
(DS (x)u,
disty (DS(x)

DS(x)Bx(0,1),DS(x)By (0,1)) < disty (CxBx(0,1),CcBy(0,1)) + 24,

implying
disty (DS(x)Bx (0,1),DS(x)By (0,1)) < v+2A. (2.32)

Since the space DS(x)U is also finite-dimensional with dim (DS(x)U) < Ny, 5, We can
apply Lemma 2.2.19 (Remark 2.2.20) and cover the ball Bpg(,)(0,D) with balls By (yi,v/2),
for 1 <i < p, such that y; € Bpg(,)y(0,D) and

~ 2D 2Nv/2;<
P< |:(NV/2K+1) Vv ]

Hence

DS(x)By (0,1) € Bpg(u (0, [IDS(x)[| #(x))
C Bps(xu (0,D)
p
g UBX(Yi,V/2)7
i=1
and we conclude that

DS(x)By(0,1) C UBX 5, V), (2.33)

where we choose J; € DS(x)By(0,1). Notice that if u € Bx(0,1), from (2.32) there exists
w € DS(x)By (0, 1) such that || DS(x)u —w||x < v+2A.But by (2.33), ||w—7¥i||x < v for some
i=1,---,pand it follows that

IDS(x)u =il lx < [[DS()u—wlx +[w—Jillx <2(v+2),

concluding that
p

DS(x)Bx(0,1) C | JBx (5:,2(v+1)).
i=1
Finally,

2D72My 2
] o Wred,

Nx [DS(x)Bx (0,1):2(v+2)] < | (B 2+ 1)
and we have from Lemma 2.2.7 that

In ((Nv/mc + 1)27D)
—In4(v+21) ’

dimy (7 X) < 28, /o, for v <0,min{1/4 - l,D}). O
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We note that by Theorem 2.2.16 the estimates on the fractal dimension of .o is of order
~ InN while by Theorem 2.2.22 we have estimates of order ~ NlogN. This clearly shows that
a quantitative compactness (presented here as a smoothing property) instead of a qualitative
compactness (and following Maiié’s approach) provides better estimates on the fractal dimension
of negatively invariant subsets of Banach spaces. Particularly, all these results are applied to
global attractors.

2.2.7 Applications

In this section we intend to present some applications in which we can apply the theorems
studied in the previous sections. We shall see an abstract semilinear parabolic problem, a 2D
Navier-Stokes equation and finally a problem on a space of sequences.

2.2.7.1 Application 1: An abstract semilinear parabolic problem

For the general abstract model we treat in this section we can apply either Theorem 2.2.8

or Theorem 2.2.9 to determine that the fractal dimension of the associated attractor .7 is finite.

For the notation and terms in the following you can see (CARVALHO; LANGA; ROBIN-
SON, 2013), Chapter 6. Let X be a Banach space, A : D(A) C X — X be a sectorial operator
with Re 6(A) > a > 0 and such that A has compact resolvent. By X7, with y > 0, we represent
the associated fractional power spaces of X. Now, for a fixed o« € (0,1), suppose F : X% — X
is continuously differentiable, Lipschitz continuous in bounded subsets of X* (with Lipschitz
constant Ly g, for B a bounded subset of X%). For B € (o, 1), note that F : XB — X satisfies
the same hypotheses as before with Lipschitz constant replaced by Lg p, for D any bounded
subset of XP. Suppose that the semigroup {S(r) : X* — X% : ¢ > 0} associated to the abstract

parabolic problem

du
E+Au—F(u), t>0

u(0) =up € X
has a global attractor o/ C X B, By hypothesis we know that
le™ | xaxoy <co—at e >0, 0<a<OLB,
for some positive constants ¢, > 0, p > 0 (for details see (HENRY, 1981), Theorem 1.4.3).
For u € o/ we have
S(u=eAMu+ /Ot e AUSIE (S(s)u) ds (2.34)

and differentiating this expression with respect to u, denoting it by S, (¢), we obtain

e M+ / AC=DF (S(s)u) Su(s) ds. (2.35)

So for any 7 > 0 and for any v € X% we have

150wl < ol + [ 25 ISuolo s,
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where N := sup {HDF(M)Hg(xﬁ,X)}-
ucg/

By a Volterra’s inequality (see (CHOLEWA; DLOTKO, 2000), formulas (1.2.21) and
(1.2.30) in Lemma 1.2.9) we obtain for #; satisfying

1-p
T (1—[)’+oc+1—[3>_1 (2.36)
that
|1Su(to)v]lxp < 2cﬁ,atg‘_ﬁ Iv]lxe, forallv e X%, (2.37)

and this is precisely the smoothing property corresponding to the compact embedding (since the

operator A has compact resolvent) of X B into X* with

K .= 2Cﬁ,atg‘7ﬁ.

Note that k¥ > 0 is uniform with respect to 7. Then, applying Theorem 2.2.9 to S := S(#o) it
follows that

In N, 1
. . o < V/2K' - )
dimp (o7 X%) < “ndv’ forallv e |0, 1

Besides that, condition (2.37) implies S is Lipschitz from .o/ to X B and arguing as in (2.21) we
have
dimp (73 XP) = dimp (7 X%).

Moreover, following steps in Corollary 3.4 in (CARVALHO; LANGA; ROBINSON,
2010) we say that operator A is an admissible sectorial operator if it is a sectorial operator and
there are a sequence of finite rank projections {P, },.cn, a sequence of positive real numbers
{An nen With A1 > A, and A, — o0 as n — oo, and M > 0 such that

e (I = Po)| e oy <Mt~ O DM 150, 0<a<O<B.

Then from (2.35) we have (choose M > c¢q)
t
1,(0) |y < M+l [ (1=5)1u(5)]| xe) s

where Ny, := sup,c ., { ||DF ()| 2(X*X) }, and by a Gronwall’s inequality > we obtain

HSu(l) ||,$(X0‘) < 2Me(2¢»aNaF(l—a))l/(lfa)a

2 [Singular Gronwall Lemma, see (CARVALHO; LANGA; ROBINSON, 2013), Lemma 6.24] Suppose
that f € L' ((0,00); RT) satisfies

t
) <ath [(t-9 1 p)ds, 1€ (0,),
0
for some o € (0,1] and a,b € (0,0). Then
1) < 2ae@r@) s

where I'(x) := / e s ds is the gamma function.
0
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where
[(x):= / e 'Lt (2.38)
0

is the gamma function.

Now if Q, := 1 — P, then by (2.35) and the fact that (use the change of variables t = as

in (2.38)) e
o I(1+b
b —ar o
/Ore dr=——15=,  a>0beR,

we have
||QnSu(t)”ff(X°‘) <
A t
<Me M NG [ (=) M0 3,(5) | ey ds
< Me ™ 4 IN M> /l(t_S)—ae—ln(t—s)e(anNaF(l—a))l/(la)sds
0

_ Meil”t + ZNOCMze(ZCO‘NaF(I’O‘))]/(l_a>f /t(t B s)faef(ln+(26aNaF(1*0‘))]/(l_a))(”S) ds
0

— Me ! 4 IN M2 e(2calNal (1-0))! /(=% / "ty (At (2eaNaT(1-0) /=)
0

1/(1-a), I'l—a)

— Me*lnl‘ _|_ ZNQMZe(anNaF(lfa))
[An+ (2caNo (1 — a)) 1/ (1-9)]

-«
=: An(1).
Choose ¢ = 1 and note that since A,, — oo then given 0 < A < 1/4 there is ny € N such

that
HQnASu(l)“f(X‘x)<An1(1)<17 Vue d.
Finally, S, (1) = P, Su(1) + Qn, Su(1) and since B,, S,(1) is a compact operator we can apply

Theorem 2.2.8 and then guarantee that <7 has finite fractal dimension in X%.

2.2.7.2 Application 2: 2D Navier-Stokes equations

In this section we show how the smoothing property can be used to bound the dimension
of the attractor for the two-dimensional Navier-Stokes equations. For a bounded smooth domain
0 C R2, let H and V be the closure of the set

Vo= {ve (Cﬁ(ﬁ))z : V~v:0}

over spaces (L?(€))? and (H{(©))?, respectively. We use || - || for the L? norm and (-, -) for its
inner product. Let A be the Stokes operator defined by

Av=—PAv,  WeD(A) = (H*0)) NV,

where P is the orthogonal projection onto the divergence-free fields H.
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Defining the trilinear form

b(u,v,w) Z/u, w]dx

i,j=1

whenever the integrals make sense, we consider the following problem

0
a_? + pAu+Bu,u) = f(x), (2.39)
Vou=0, ulsge=0, uli—o=uo, (2.40)

where x = (x1,x;) € 0, >0, the unknown u = u(x,) = (u'(x,t),u*(x,t)) is a velocity vector,
ug € H, u > 0 is a constant, f(x) = (f!(x), f*(x)) and B: V x V — V' is the bilinear operator
defined by

(B(u,v),w) =b(u,v,w), Vu,v,weV.

For more details on this standard setting see (TEMAM, 1988) or (ROBINSON, 2001),
for example. These equations generate a semigroup {S(¢) };>0 on the space H of divergence-free
functions. We use the norm ||Vu/|| on the space V.

Estimates for this equation are usually given in terms of the quantity

= A1/ (u*21),

where A, is the first eingenvalue of the laplacian. Although the dimension we will obtain for
the attractor here is ~ G*, which is worse than the best known estimates (~ G*3(1+1nG)'/3
in the periodic case and ~ G for bounded domains), this polynomial estimate requires only the
relatively simple bounds from this section rather than the full Hilbert-space theory in Temam
(TEMAM, 1988).

First we recall the following estimates for solutions on the attractor (see (ROBINSON,
2001), Chapter 12) in which we have for some constant ¢ > 0 that

ul|? < cu’G and  ||Vu|? <cu’MG?,  ued. (2.41)

Theorem 2.2.24. [f S(t) denotes the time-t map of the semigroup generated by the 2D Navier—
Stokes equations on H then there exists a time ty > 0 such that S := S(to) satisfies the smoothing

property
HSM()—SV()HHl < K'Hu()—V()H, u(),V()EJZf,

where Kk = cul/ 2),11/ G2, Consequently
dimg (o H) < cur G*.
Proof. The equation for the difference w = u — v of two solutions of (2.39) is

%_V: + 1w+ B(u,w) + B(w,v) = 0. (2.42)
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Take the inner product with w to give (using the fact that (B(u, w),w) = 0 and the Ladyzhen-
skaya’s inequality [|w||,s < c|lwl||'/?||Vw]||'/2, see (ROBINSON, 2001), Lemma 5.27)

IZAN
< clwl[[[Vwl[[Vv]

¢ 2, 2
2—IIVVI| [Iwll”+ IIVWH ,
where we have used a Young’s inequality. 3 So

d
5||W||2+u||VWII2 SN lwl? < et G w >

Drop the second term on the left-hand side, and integrate from ¢ = 0 to s to obtain
Iw(s) 1 < eBMGw(0)]2.

Now use this to integrate again from ¢ = 0 to t*, where t* = 1/(uA;G?):

t* t*
()P [ 9ws) Pds < {cmcﬂ i eWzSds] (@)
0 0
<clw(0)]%,

with ¢ > 0 independent of G. From this we take the estimate
l*
u [ Ivw|Pds < w1 243

Now take the inner product of (2.42) with Aw to give (using Ladyzhenskaya’s inequality
and Agmon’s inequality || w||z= < c||w||'/2||Aw]|'/2, see (TEMAM, 1988), page 50)

S I+ P < [ (12w + 9w
< 9wl iwl el 2wl V2 | (9w
< el 2Vl 2V 2wl 2w+ el 2 w2V A
= cljull 2|Vl 2V 2 Aw P2 w2V a2

u u c
< ZHAWIE + Sl ZVul* [ Vw]* + llaw]* + EIIWHZHWH4

Tk

u 2 2 2 2, C 2 4
=5||AWI| + — [l “[[Vae||7[[ V| +EIIWII [Vv]™.

Tk

3 [Young’s inequality, see (KREYSZIG, 1978), pages 12-13] Let a,b >0 and p,¢ > 1, with 1 + L = 1.
Given £ > 0 we obtain (denoting c¢ := (£p)~9/? /) the inequality ab < €a” + c¢b?. The most frequently
case is p = g = 2, in which we have ab < €a”> + %
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Since [|w||? < A;'||Vw]||? (Poincaré’s inequality) this gives using (2.41)
d ¢ _
IVl +llaw]® < E(I|M||2||VM||2+7L] Vvl vwl®
€ (utr.ct 2
< E(H MG )HVWH

4 2
=cuMiG"||Vw|~.
Now integrate from ¢ = s to t = ¢* with 0 < s <1* to give

[*
IVw(E)]* < HVW(S)||2+CWMG4/ IVw(o)|*dr,

N

and then integrate again with respect to s from s = 0 to s = t* to give
t* t* ettt
| Vw(r)|1* < / IVw(s)|I>ds + cuMG“/ / IVw(c)|*dzds
0 0 Js

[*
< (1+cuzlc4t*)/ IVw(s)|2ds

0
<c(T+cuMGH)[w(0)|2.  (by (2.43))

So
[9w(e) 2 < (5 + eutaG*) w(o)]

and since 1* = (uA;G?)~! this is
IVw(r*) > < (cptiG® +cursG*) w(0) 1%,
which for G large this gives
IVw(r)[* < [ends G*] w(0)]>
This is the (H,V)-smoothing estimate that we need, with k¥ = cu!/ 27L]1/ G,

Since the smoothing estimate is from L? into H!, this means from 222)d=2,11 =1,
[, = 0) that y = 2. Therefore the dimension bound in (2.25) is of the order of k2, i.e. of the order
of G*. O

2.2.7.3 Application 3: A problem on a space of sequences

Let S : /> — ¢? be a general nonlinear Lipschitz map in ¢> with Lipschitz constant M > 0
and with a global attractor (you can take for example S as the introductory example in Section
2.2), and for a sequence {4;}7; C R with [A;| < 1, [4;| > |4;41] and a1j ' <Al < apj! for
constants a1, a > 0, define the bounded linear operator A : /> — h! by

(AX)]' = A«jx]',

where /! is the subspace of ¢ endowed with the norm

Ix[[F =) jlxsl*.
j=1
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Then setting 7 :=AoS: ¢> — h', it has a global attractor .7 and satisfies the smoothing condition
ITx—Tyli <aM|x—yll,  x,y€,
so by Theorem 2.2.14 and expression (2.25) we obtain the estimate
dimp (73 0?) = dimp (73 h') < caxM,

since it holds (with v = 1) the Kolmogorov estimate Hg(hl,ﬁz) < cre !, forall € > 0, and some

positive constant ¢, > 0.

On the other hand we can proceed as in the following. With §: 2 — ¢> and A : (*> — (2
as before, but this time with S continuously differentiable, given 0 < € < 1/(8M) we choose a
sufficiently large je € N such that [A;| < € for all j > j. and split A as A = A; + A, where
X i<
Ax = bi JXx Je
0 j>Je
is a finite rank operator (with dimension jg) and A; is a contraction with [|A2| ¢ (,2) < €. Then

setting again 7 := A oS : > — ¢, it has a global attractor .« and T = T} + T, with T a finite

rank mapping (with dimension j¢) and 7> a contraction such that
ITox — Toylla < 1/8|lx—yll2,  x,y€ £

By Corollary 2.2.13 (see also Theorem 2.2.8) we conclude that .27 has finite fractal dimension in
28
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CHAPTER

3

NON-AUTONOMOUS DYNAMICAL
SYSTEMS

In this chapter we introduce the theory of non-autonomous dynamical systems with
emphasis on the fractal dimension of uniform attractors. As in the autonomous setting, uniform
attractors are the indicated objects to describe the dynamics of a solution of non-autonomous
evolution equations with a driving system, trying to capture its information in the future. Actually,
the theory of semigroups is understood as a particular case of the theory of non-autonomous

dynamical systems and in many aspects the notions and definitions follow the same structure.

We want in this chapter to obtain estimates on the fractal dimension of uniform attractors
in Banach spaces. For that, we are based again on a smoothing condition for a family of evolution
processes, and the finite-dimensionality of the driving system is required. Besides that we find
possible, yet under a smoothing condition, to obtain estimates on the fractal dimension of uniform
attractors in more regular spaces. Estimates in both cases are given in terms of a Kolmogorov

entropy (related to the smoothing property) plus the fractal dimension of the symbol space.

The condition involved with the symbol space (we mean its finite-dimensionality) is a
technical problem which is usually difficult to hold in applications. Up to this point the symbol
space was considered basically as a hull of a quasiperiodic function on the space of bounded
continuous functions, what restricted the number of problems in which we could apply the theory.
Now we are able to construct new symbol spaces with finite fractal dimension on the more
general space of continuous functions with a Fréchet metric. More precisely, we are considering
hulls of Lipschitz functions eventually exponentially converging to quasiperiodic ones. It allows

us for example to consider more general non-autonomous terms in problems.

Finally, as application of our theoretical results we study two problems. First a non-
autonomous 2D Navier-Stokes equation is taken into account and we prove the finite-dimensionality
of its uniform attractor in spaces L? and H(}. We also consider a non-autonomous reaction-
diffusion equation obtainig estimates on the fractal dimension of the uniform attractor in L and
L?, with p > 2.
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This chapter is organized into four sections as follows. First in Section 3.1 we introduce
the theory of non-autonomous dynamical systems and uniform attractor via a skew-product
approach. This is a compilation of results which can be found in more details in (CHEPYZHOV;
VISHIK, 2002). Then in Section 3.2 we obtain estimates on the fractal dimension of uniform
attractors based on a smoothing condition. In Section 3.3 we revise the construction of symbol
spaces with finite fractal dimension on the space of bounded continuous functions and construct
new symbol spaces with finite-dimensionality on the space of continuous functions. Lastly, in
Section 3.4 we estimate the dimension of uniform attractors for a 2D Navier-Stokes problem and
a reaction-diffusion equation. The last three sections, in great part, are summarized in (CUI et
al.,).

3.1 Non-autonomous dynamical systems: uniform attrac-

tors

In Chapter 2 we described the theory of autonomous dynamical systems and showed
how it is related to autonomous evolution equations. Now we are interested in studying a family
of mappings which describe the dynamics for non-autonomous evolution equations. The aim is
to somehow generalize the concepts already studied previously in Section 2.1, giving a mean for
what we call the uniform attractor. See (CHEPYZHOV; VISHIK, 2002) for a complete treatment
of this subject.

3.1.1 Evolution processes and kernel sections

Let (X, ||-|lx) be a Banach space and let {U (z,s) : > s, t,5 € R} be a two-parameter set
of mappings acting on X, i.e., U(z,s) : X — X for all real numbers ¢, s € R with ¢ > 5. Throughout
the text we denote {U (t,s) : ¢ > s, t,s € R} simply by {U (¢, s) }, keeping in mind that > s. In the
following we shall give the basic setting and definitions which are involved with non-autonomous

dynamical systems, including the notions of attraction, absorption and kernels.

Definition 3.1.1. We say that {U(t,s)} is an evolution process (or briefly a process) in X if it

satisfies
i) U(s,s)=Idy, forall s € R;
i) U(t,t)U(t,s) =Ul(t,s), forallt > T > s, witht,T,s € R;

iii) Foreacht > s fixed, the mapping U(t,s) : X — X is continuous.

Evolution processes will be called sometimes simply by processes, without any loss of
meaning.
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Remark 3.1.2. Notice that on one hand if {S(t)};>0 is a semigroup then defining a family of
mappings {U (t,s)} as
Ult,s):=S(t—s), Vit > s,

we clearly see that {U(t,s)} is an evolution process in X. On the other hand, if an evolution
process {U(t,s)} is such that U (t,s) = U (t —5,0) for all t > s, then the family {S(t) };>0 defined
by S(t) = U(t,0) is a semigroup, because for all t,s > 0 we have

S(t+s)=U({t+5,0)=U(t+s,5)U(s,0) =U(t,0)U(s,0) = S()S(s).
That indicates to us the most relevant difference between autonomous and non-autonomous

dynamical systems: the dependence on initial time. While for autonomous dynamical systems the

initial time is useless, for non-autonomous processes it plays an essential role.

For evolution processes we have similar notions of attraction and absorption. Remember
x, for A, B € 2X\0.

the Hausdorff semi-distance disty (A, B) := sup inf ||a — b|

Definition 3.1.3. Ler {U(t,s)} be an evolution process in X. A subset 2 C X is said to be an
attracting set for {U (t,s)} if for any T € R and B C X bounded it holds

disty (U(,7)B, %) — 0, ast — oo, (3.1)

Definition 3.1.4. Let {U(t,s)} be an evolution process in X. A subset 8 C X is called an
absorbing set for {U (t,s) } if given T € R and B C X bounded, there exists a time to =ty(7,B) > T
such that

U(t,7)B C A, Yt > to.

Remark 3.1.5. Clearly absorbing sets are attracting sets. Conversely, if 2 is an attracting set
then given € >0, T € R and B C X bounded there exists ty = ty(€,7,B) > T such that

U(t,7)B C Bx(%,¢) := | ] Bx(x,¢), Yt > to,
xXERB

proving that the €-neighborhood of % is an absorbing set for {U(t,s)}. More generally, any
neighborhood of % is an absorbing set.

Another previously defined concept is stated in this setting: global solutions. As before it
tells us some information about the structure of the attrator (the uniform attractor, that we are

going to define later) and it is also related to the kernel of processes.

Definition 3.1.6. Ler {U(t,s)} be a process. A mapping u : R — X taking values in X is a
solution for the process {U (t,s)} if

U(t,s)u(s) =u(t), Vt > s.

In the following we define the kernel and the kernel sections of a process.



70 Chapter 3. Non-autonomous dynamical systems

Definition 3.1.7. Let {U(t,s)} be a process.

1. The kernel of process {U (t,s)} is defined as

A :={u(-) - u(-) is a bounded solution for U(t,s)}.

2. The kernel section at moment s for process {U (t,s)} is defined as
H(s) :=A{u(s):u(-) e X}.
Remark 3.1.8. It is immediate that the kernel sections satisfy the following invariance property:

Ul(t,s)H (s) =7 (1), Vi > s.

3.1.2 Uniform attractors

Let (E, dg) be a complete metric space and let { 0, } < be a group of continuous operators
acting on E, i.e., 6pc = o and 6,(6,6) = 6,40 for all ¢ € E, 1,5 € R, and for each s € R,
6, : £ — X is a continuous mapping on E. Let £ C & be a compact subset of = which is invariant
under {6; }scr, i.e., B, =X for all s € R. The operators 6, in applications are usually defined as
the translations
0,06(-)=0o(-+s), VseR,

for time-dependent functions ©.

Let us consider now a collection of evolution processes {Us (%, ) } sex indexed by o € £,
i.e., each {Us(2,s5)} is an evolution process in X accordingly to Definition 3.1.1.

Definition 3.1.9. A collection {Us(t,5)} sex is called a system of evolution processes (or simply

a system) if the translation-identity
Ug,o(t,s) =Us(t+h,s+h), VoecX,t>s heR, (3.2)

is satisfied. In this case, the parameter G is called the symbol of the process {Us(t,s)} and the
set ¥ the symbol space of the system {Us(t,5) } gex.

Remark 3.1.10. The translation-identity (3.2) indicates that any translation of initial times of a
process is equivalent to a corresponding translation of the symbol. It is satisfied if the underlying

non-autonomous evolution equation has unique solutions, and we will discuss it in Section 3.1.6.

Analogously to Definition 3.1.3 and Definition 3.1.4 we can consider uniformly attracting
and absorbing sets for a system {Uq (7, 5) }sex.

Definition 3.1.11. Ler {Us(t,s)}cecx be a system of processes. A set 8 C X is a uniformly
attracting set for the system {Us(t,5) } gex if for any T € R and any B C X bounded we have

sup disty (Ug(l, T)B,%’) —0, ast — oo,
ocr
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Definition 3.1.12. Let {Us(t,5) } gex be a system of processes. A set 9 is a uniformly absorbing
set for the system {Us(t,s)}sex if for any T € R and any B C X bounded there exists t| =
t1(t,B) > T such that

U Us(t,7)BC 2, Vi > 1.

ock
The uniform attractor for such systems of processes is defined as follows.

Definition 3.1.13. A compact subset <5 of X is said to be the uniform (w.r.t. ¢ € X) attractor of
a system {Us(t,5) }gex if

(i) o5 is uniformly attracting, i.e., for any T € R and any bounded subset B C X it holds

sup disty (Ug(t, 7)B, 42/2) — 0, ast — oo; (3.3)
ock

(ii) (Minimality) If <%, is a closed subset of X uniformly attracting, then s C <.

Remark 3.1.14. Notice that unlike global attractors, uniform attractors are not supposed to be
invariant, and so in order to guarantee a uniqueness for it we consider instead the minimality
condition. The lack of invariance for < is a problem that has to be overcome when estimating

the fractal dimension of it.

Note that, since the symbol space X is invariant under translations, by the translation-

identity (3.2) we have

sup disty (UG (¢,0)B, ,sz) = sup disty (UQTG (¢,0)B, 4372)
(D oex

= supdisty (Us (1 +7,7)B,9%), VT€ER.
oex

Hence, the uniformly attracting property (3.3) is equivalent to

supdisty (Us(1,0)B, o) — 0, ast — oo,
oex

Clearly, if a system of processes {Us(t,5)}secx has a uniform attractor <% then any
neighborhood Z of o5 is a uniformly absorbing set: for any B C X bounded, there exists a time
to = to(B) = 0 such that

U Us(t,00BC 2, Vi >1.

ocx

We are interested in determining classes of systems for which there exists a uniform
attractor, and as in the autonomous setting we begin with a presentation of @-limit sets in the
following section.
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3.1.3 w-limit sets

In this section we define @-limit sets for system of processes. It is natural that these sets
should be taken for fixed initial times and uniformly with respect to ¢ € X.

Definition 3.1.15. Let {Us(t,5) }sex be a system and B C X. The uniform w-limit set of B with
origin at T for the system is defined as

wrx(B) =) {U UUG(m)BX]

t>T OELs>t

Next lemma gives us a characterization for @-limit sets and it is the analogous of Lemma
2.1.19 for autonomous dynamical systems. For any 7 € R, denote R :={r e R: 1 > 7}.

Lemma 3.1.16. Given T € R and B C X we have
o;x(B) = {x € X : there are sequences {x,} C B,{0,} CX,{t,} CR} witht, — o
such that nlglgo Us, (tn, T)Xn = x}.
Proof. For 7 € R and B C X denote

o, 5 (B) := {x € X : there are sequences {x,} C B,{0,} CZ,{t,} CR{ with#, —

)

such that lim Ug, (t,,7)x, = x}.
n—soo

Let x € w;x(B). So for each n € N with n > 7 we have

X€E U U Us(s,T)B

oclszn
and consequently there is z, € Ugey Ug>n Us (5, T)B such that ||x — z,||x < 1/n. Moreover, z, =

Us, (tn, T)xn, where x, € B, 6, € £ and 1, > n, and we conclude that x = limy,_,e Ug, (fn, T)Xp.
Hence x € @] v (B).

Now let x € @; y(B). Then there are sequences {x,} C B, {0,} C XL and {z,} C RY with
tn — o and such that x = lim, . Ug;, (#n, T)X,. Given ¢ > 7 let n; € N be such that for any n > n,
we have t, > t. Hence for any n > n, it holds Uy, (tn, T)Xn € Ugey Uy>; Us (s, T)B, and then

xe JUUs(s,0)B,  vVix7.

ceX s>t

Therefore x € w; x(B). O

A class of system for which there exist uniform attractors is the class of uniformly
asymptotically compact systems of processes, defined in the following.
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Definition 3.1.17. A system {Us(t,s) } sy is uniformly asymptotically compact if there exists a
compact uniformly attracting set K C X, i.e., K is compact and given T € R and B C X bounded
it holds
sup disty (Uc;(t7 ‘L')B,K) —0, ast—»oo.
ock
For uniformly asymptotically compact systems the uniform omega-limit sets satisfy the

following important properties.

Lemma 3.1.18. Let {Us(t,s)}gex be a uniformly asymptotically compact system with K a
compact uniformly attracting set. Then for any T € R and any non-empty bounded subset B C X
it holds

i) w;x(B) is non-empty, compact and w;x(B) C K;
it) ¢ x(B) uniformly attracts B with origin at time 7, i.e,

supdisty (Us(t,7)B, w; x(B)) — 0, ast — oo;
ock

iii) If F is closed and uniformly attracts B with origin at time T, then @w;x(B) C F.

Proof. First of all, since K is a uniformly attracting set for the system {Us(?,s5) } cx then for
any bounded subset D C X we have

supdisty (Us (2, 7)D,K) — 0, as t — oo, (3.4)
oex

Proof of i): Let 0 € ¥ and x € B be fixed elements and consider {z,} C R withz, — oo
as n — oo. Given € > 0, by (3.4) in particular for D = {x} there is ny € N such that for n > ng
we have

disty (UG (tn, T)x, K) <E.

So there is y, € K satisfying
1Us (tn; T)x = yallx <€

and so
Us (0, T)x — ynllx — 0, as n — oo.

Since K is compact, {y,} has a subsequence (still denoted by {y,}) converging to a point
y € K and then lim,_, Us(f,, T)x = y. But from Lemma 3.1.16, y € @;x(B), which proves

Now let us prove that @ x(B) is compact by proving that @; x(B) C K. Indeed, for any
y € 0y x(B) by Lemma 3.1.16 there are {x,} C B, {0,} C L and {r,} C R{ with #, — o such
that lim,,_, Ug, (£, T)Xx, = y. But by the uniformly attracting property of K we obtain

disty (Uo'n (tn, T)xn,K) < supdisty (Ua(tn, ‘L')B,K) —0, n—oo.
ocr
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By the triangle inequality for the Hausdorff semi-distance we conclude that
disty (v, K) < distx (v, Us, (tn, T)xn) + distx (Us, (tn, T)xn, K) — 0,  asn — oo,

and we obtain disty (y,K) = 0. But it implies y € K = K and therefore . »(B) C K. Since K is
compact we obtain that @, x(B) is compact as well (note that @w; x(B) is closed by definition).

Proof of ii): Suppose it is not true. Then there exist & > 0 and a sequence {t,} C R
with ,, — oo such that

sup disty (Ug(tn,T)B, (1)»,;2(3)) > &, n e N.
oex

But by the definition of supremum we can find sequences {x,} C B and {0,} C X in such a way
that
disty (UGH (l‘n, T)Xn, 0)1;72(3)) > &, neN. 3.5

Notice that since K uniformly attracts B we have

disty (Us, (tn, T)xn, K) < distx (U, (ta,7)B,K)
<

sup disty (U (t4,7)B,K) — 0, as n — oo,
ocex

and as in part i) there exists a sequence {y, } C K such that
|Us, (tn, T)Xp — yullx — 0, as n — oo,

Since K is compact we may assume y,, — y, where y € K, and by the last expression we conclude
limy, ;oo Us, (tn, T)xp =y, i.€., y € 0 x(B). Moreover, by (3.5) we have

0 = disty (y, wcx(B)) = lim disty (Us, (tn, T)Xn, 0z 2(B)) = € >0,

a contradiction, and ii) is proved.

Proof of iii): Let F be a closed set that uniformly attracts B with origin at time 7 under the
action of {Us(t,5) }scx. By Lemma 3.1.16, for any y € @ x(B) there exist sequences {x,} C B,
{on} CXand {t,} C RI with#, — oo such that lim,_,. Us, (t4, T)x, = y. Hence we have

disty (Ugn (tn, ‘L')xn,F) < sup disty (Ua(tn, T)B,F) — 0, as n — oo,
oex

and then distx (y, F) = 0. But it means y € F = F and finally we conclude that @;x(B) CF. [

3.1.4 Existence of uniform attractors

Clearly if a system {Uq(?,5) } sex has a uniform attractor <% then it is uniformly asymp-
totically compact with K = .o% . We shall prove in the sequence that in fact uniformly asymptoti-
cally compactness for a system is a sufficient condition to guarantee the existence of uniform
attractors.
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Theorem 3.1.19. Let {Us(t,s)}}sex be a system of processes. The following conditions are

equivalent:

1. {Us(t,s)}seyx is uniformly asymptotically compact;

2. {Us(t,5)}sex has a uniform attractor <.

Moreover, in this case we have

oy, = U U w’c,Z<B>7

TcRBeA(X)

where B(X ) denotes the collection of all bounded subsets of X.

Proof. (1) = (2): Let us prove that the set

Mz:: U U (L)¢7z(B)

TERBe#A(X)

is the uniform attractor of the system {Us(?,s) } gex, i.€., 97 is compact and it is the minimal

closed uniformly attracting set.

Indeed, let K be a compact uniformly attracting set for the system {Us(¢,5) }sex. By
Lemma 3.1.18, i), for any 7 € R and any bounded subset B C X we already know that w; x(B) C
K, and this implies .o/5 C K. Since K is compact we conclude that .75 is compact as well.

Moreover, if T € R and B C X is bounded we have @ x(B) C % and since from Lemma
3.1.18, ii), w; x(B) uniformly attracts B, then

supdisty (Us(,7)B, 9%) < supdisty (Us(f,7)B, 0; 3 (B)) — 0, ast— oo,
ocL ocL

proving that .5 uniformly attracts the bounded subsets of X.

Finally, if F is a closed uniformly attracting set then by Lemma 3.1.18, iii), we obtain
w;x(B) C F,forall T € Rand all BC X bounded. Hence 2% C F, showing that .7 is minimal

among the closed uniformly attracting sets. Therefore .o is the uniform attractor of the system
{Us(t,5)}oex.

(2) = (1): It is immediate and we take K = .@%. ]

Up to this point we realized the same analysis previously developed for autonomous
semigroups, ending up with a characterization of which class of system has uniform attractors.
But unlike global attractors, uniform attractors do not satisfy any invariance property and this is
a drawback of this object because we can lost the information about the dynamic of the system.

An attempt to overcome this is presented in the next section.
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3.1.5 Skew-product semiflow and reduction to a semigroup

In this section we intend to induce an autonomous semigroup on the extended space
Y x X and describe conditions for the existence of its global attractor, being able to recover some

information about the dynamics of our non-autonomous problem.

Let {Us(t,5) }sex be a system of evolution processes and let {6} g be a group acting
on = and such that 6,X = X, for all s € R. Recall the translation identity is valid

Ug,s(t,s) =Us(t+h,s+h), VoeX t>s, heR. (3.6)

Continuity properties for the system {Us(?,s) }sex Will play an essential role in this
section and in the conclusions we are interested in. So let us make it precise.

Definition 3.1.20. A system {Us(t,5) } gex is (Z X X,X) -continuous if for all fixed t,s € R, t > s,
the mapping (o,u) — Us(t,s)u is continuous.

Define X := X x X, endowed with the metric dx : X x X — R defined for (o1,u;), (02,uz) €
X as

dx ((o1,u1),(02,u2)) :=dz(01,02) + ||u1 — ua||x-

Clearly (X, dX) is a complete metric space. Notice also that if B C X is bounded then there is
B C X bounded such that B C ¥ x B.

In the sequence we define a semigroup on the extended space X.

Proposition 3.1.21. If a system {Us(t,s) }sex is (X X X, X )-continuous then the family {S(t) };>0
of mappings S(t) : X — X defined as

S(t)(o,u) :== (6,0,Us(1,0)u),  1>0, (3.7)

is a semigroup on X.

Proof. Ift =0, clearly S(0) = Idx. Lett,s > 0 and (o,u) € X. Then by the translation identity
(3.6) and the definition of S(-) in (3.7) we have

S(t)S(s)(o,u) = S(t)(650,Us(s,0)u)
(6,6,0,Up,5(t,0)Us (s,0)u)
(6450, Us(t +5,5)Us (s,0)u)
= (9;+SG Uo- t+s, O) )
S(t+s)(o,u),

proving the semigroup property.

Finally, for each ¢ > 0, the continuity of S(¢) follows from the continuity of 6, : £ — &
and the continuity of (o, u) — Ugs(t,0)u. Therefore, {S(z)},>0 is a semigroup on X. O
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Based on Section 2.1 where we have discussed the theory of semigroup, we can state
all the definitions in this new setting, particularly the notions of global solutions and invariance.
In the following we reformulate the definition of global solution for it to fit better in this new

context we are working on.

Definition 3.1.22. A mapping & : R — X, &(s) = (¥(s),u(s)), is a global solution for the
semigroup {S(t)},>0 defined by (3.7) if

S@)(v(s),u(s)) = (Y(s+1),u(s+1)), V>0, seR. (3.8)
Consequently if the semigroup {S() };>0 has the global attractor A C X then it can be

characterized as (see Corollary 2.1.16):

Lemma 3.1.23. The global attractor A of the semigroup {S(t) };>0 is characterized as

A = {&(0) : & is a bounded solution of {S(t)}i>0}- (3.9)

We will be interested in recovering information for the system {Uq (7, s) }sex in space
X once we obtain information for the semigroup {S(¢)};>0 and its attractor A on the extended
space X. For this, we consider the following projection mappings. Denote by Ily : X — X and
[Ty : X — X the projections of X onto the spaces ¥ and X, respectively. Then for any (o,u) € X
we have
y(o,u) =0 and [x(o,u) =u.

Next theorem shows to us the relation between the global attractor for semigroup
{8(#) }+>0 and the uniform attractor 2% of the system {Us (¢, s) } sex. Besides that, it still gives
us a relation between <% and the kernel sections {5 (+) } sex. Recall (see Definition 3.1.7) that
the kernel section of a process {Us(t,s)} is defined as

s (s) = {u(s) : u(-) is a bounded solution of Us (z,s) }.

Theorem 3.1.24. Let {Us(t,5)}sex be a uniformly asymptotically compact system which is
(X x X, X)-continuous. Then

1. The semigroup {S(t)}i>0 acting on X has the global attractor A;

2. The global attractor A satisfies

A= J{o} x Hs(r), VreR; (3.10)

ock
3. The projection Ix (A) of the global attractor A onto X satisfies

Nx(A) = | Hs(r), VreR; (3.11)

ocX
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4. Moreover
Iy (A) = o4,

where <5 is the uniform attractor of the system {Us(t,5) } gex. Therefore

s =) Hs(r), VreR; (3.12)

ock
5. The projection I (A) of the global attractor A onto ¥ satisfies
[z (A) =X.

Remark 3.1.25. Decomposition (3.12) will be crucial in order to prove the finite dimensionality
of the uniform attractor o5, (see Section 3.2 for all the details).

Proof. Let K C X be a compact uniformly attracting set for the system {Us(¢,s) }sex, i-€., for
any T € R and D C X bounded we have

supdisty (Us(t,7)D,K) — 0, as t — oo,
cexr

Proof of (1): First notice that since K C X is a compact uniformly attracting set for the
system {Ug (1,5) }sex then X x K is a compact attracting set for the semigroup {S(7) };>0 as well.
Indeed, let B be a bounded subset of X. Then we already know that there exists B C X bounded
such that B C X x B. Hence for 7 = 0 and this B C X, given € > 0 there exists 7y > 0 such that

sup disty (Uo(t,O)B,K) <€, Yt > 1.
ocxr

So for any fixed 0 € X, u € Band t > fy we have
disty (Us(7,0)u,K) < €,
and there exists xo = xo(¢, 0, u) € K such that
lUqs(2,0)u —xo||x < €.

Then
distx (S(t)(o,u),ExK) < dx(S(t)(o,u),(6,0,x0))
= dx((6,0,Us(,0)u), (6;0,x0))
= dE(QIG,QtG)—i—HUg(l‘,O)u—XOHX
< e,

and taking the supremum over (o, u) € X x B we conclude that
distx (S(t)(Ex B),ZxK) <&,  Vi>1.
Finally, since B C ¥ x B we obtain

distx (S(t)(B),X x K) < distx (S(7)(Z x B),Z x K) — 0, ast — oo,
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and X x K is a compact attracting set for the semigroup {S(7) }s>o.

Therefore by Theorem 2.1.24 we conclude that the semigroup {S(7) };>0 has a global
attractor A which is characterized as the omega limit set @ (X x K), i.e.,

A=0(EZxK)= ﬂ[Us 2><1<X

=0 Lt>t

We are going to prove (2) and (3) for r = 0. For any other r # 0 the proof follows
precisely the same steps.

Proof of (2): Let (0p,up) € A. From (3.9) there exists a bounded solution & : R — X of
the semigroup {S(t)}:>0 such that £(0) = (7(0),u(0)) = (60, uo). Furthermore, for any r > 0
and 7 € R we have S(r) ((7),u(t)) = (y(t+1),u(t+1)), and it follows from the definition of
S(t) in (3.7) that

O,y(t) =y(t+1) and Uy(o)(t,0)u(7) = u(t+1). (3.13)

Clearly from the first equation in last expression we have that y: R — = is a bounded solution of
the semigroup {6;};>0.

We shall see now that # : R — X is a bounded solution of the particular evolution process
{Us,(t,5)}, 1e., Ug,(t,5)u(s) = u(t) for all t > s with 7,5 € R. Indeed, if s > 0 then from (3.6)
(the translation identity) and (3.13) we have

Uay (t,5)u(s) = Uy) (¢, 8)u(s) = Ug y0)(t — 5,0)u(s) = Uy(5)(t —5,0)u(s) = u(t).

If s < 0 then

Uoy, (t,8)u(s) = Uyo) (t,5)u(s) = Ug_ ) (t,8)u(s) = Uy (t —5,0)u(s) = u(t).

Hence u : R — X is a bounded solution of {Ug, (7, s)} and in particular ug = u(0) € #5,(0). So

AC | J{o} x #5(0).

oex

Now, let (0p,up) € Ugex{0} X #5(0). Then uy € #5,(0) and there exists a bounded
solution u : R — X of process {Ug, (t,s)} with u(0) = up. Since X is bounded and invariant under
the action of {6 },>0, by Proposition 2.1.6 there exists a bounded solution y: R — & of {6;},>0
such that ¥(0) = 6. We claim that & (s) := (y(s),u(s)) is a bounded solution of semigroup
{S(#) };>0. Indeed, ift > 0 and s > 0 we have

S(t) (v(s), u(s)) (6rv(s), ,0)u(s))
(}/(H—s Ue 17(0 ( ,O)u(s))
= (y(t+s) UGO (t+s,s)u(s))
(y(t+s),u(t+s)).
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Ifr > 0and s < O then

S(0) (v(s), u(s)) (6r7(s), Uys) (8 0) (s))
= (Y(I+S) t,0)u(s))
= (v(t+ )Ue s (t+s s)u(s))
= (Y(t+9),Uoy(t +5,5)u(s))
(Y(t+s),u

+5),u(t+35)).

Y

Hence & is a bounded solution of {S(r) };>0 and so (6p,up) = (¥(0),u(0)) € A, proving that

| {o} x #5(0) C A.

oex

Proof of (3): On one hand, if u € IIx(A) then there exists o € £ such that (o,u) € A
and by (3.10) we have u € #5(0), proving I1x(A) C Uges #5(0). On the other hand, if ug €
Usex #5(0) then ug € #5,(0) for some oy € £ and (0p,ug) € A. Hence uy = Ix (0, ug) €
ITx (A) and we obtain Jgcy H#5(0) C Ix(A).

Proof of (4): First notice that since the system {Ug(?,s) } sy is uniformly asymptotically
compact there exists the uniform attractor .@% (see Theorem 3.1.19). So in order to prove that
ITx (A) coincides with 2% we have to guarantee that ITx (A ) is compact and is the minimal closed
unifomly attracting set for the system {Us(,5) } sx. We shall prove that ITx (A) is such that for
any given T € R and B C X bounded it holds

supdisty (Us(t,7)B,IIx (A)) — 0, ast — oo,
ock

Indeed, given B; C X bounded we have that £ x B; is bounded in X and then
distx (S(t)(Ex B1),A) =0, ast— oo
So given € > 0, there exists 79 > 0 such that
distx (S(t)(Z x B1),A) <, t> 1. (3.14)

Let (0,u) € X x Bj be an arbitrary element and 7 > fy. By (3.14) we obtain distx (S(t) (o, u),A) <
g, and there exists some pair (0p,up) € A such that

dx(S(l‘)(O',u), (G(),M())) < E.
Then since up € #g,(0) C Ix(A) we have

e > dx(S(r)(o,u),(00,uo))
dx((Q;G,UG(I,O)M), (G(), uo))
dz(6;6,00) + ||Us (£,0)u — uo||x
1Us(2,0)u —uo[x

disty (Us (2,0)u,TIx (A)),

VoWV
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for any 0 € X and u € B;. Hence taking the supremum over u € B and then over ¢ € ¥ we
obtain

supdisty (Us(1,0)B1,TIx (A)) < €, vt > 1,

ock
proving that

supdisty (Us(1,0)B1,TIx (A)) — 0, ast — oo, (3.15)
oy

for any B; C X bounded.

Now, let T € R and B C X be bounded. Since {Us(?,s) } gex is uniformly asymptotically
compact then there exists a time #; > 7 (with #; > 0), such that the set By := Jscx Us (11, T)B is
bounded in X. Therefore for any t >t; and 0 € &

Ug(t,T)B - Ug(t,t])Uo'(t],T)B
C Us(t,t1)By
= Ug,o(t—11,0)B

and then

supdisty (Us(f,7)B,IIx (A)) < supdisty (Ugtl o(t—11,0)B1,TIx (A))

ocX ocX
= supdisty (Uo-(l —ll,O)Bl,Hx(A>).

oex

Finally, from (3.15) we conclude

supdisty (Ug(r,7)B,IIx (A)) — 0, ast— oo,

(DY
proving that ITx (A) is a compact set (because Il is continuous and A is compact) uniformly
attracting the bounded subsets of X.

We shall prove now the minimality condition for the set ITx (A). For this, let <4 C X
be a closed uniformly attracting set for {Us(t,5) }5ex. Remember from (3.11) that ITx (A) =
Usex #5(0) and let uy € ITx (A ). Then for some oy € X we have ug € #5,(0) and there exists
u: R — X a bounded solution for the process {Ug,(t,s)} with u(0) = ug. Since 0p € X and X
is invariant we also know that there exists 7 : R — X a bounded solution for {6;},>¢ such that
7(0) = 0p. Let By := {u(—n) :n € NU{0}} C X. Clearly By is bounded in X. Note that

o = 4(0) = Uy (0, ~)u( ~1) = Up (1) (0, ~n)u(—n) = Uy _y)(n,0)u(—n)

and we have
disty (uo, %) = distx (Uy(_p)(n,0)u(—n), )
< supdisty (UG (n,0)By, mfo) )
oecx

Taking the limit as n — oo in last inequality and using the fact that o7 is uniformly attracting we
obtain disty (1o, <%) = 0. Then ug € % = %, which implies IIx (A) C <%, and the minimality
is proved. Therefore Iy (A) = <.
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Proof of (5): On one hand, clearly ITy(A) C X. On the other hand, since K is bounded in
X we have that X x K is bounded in X and then given € > 0 there is #y > 0 such that

distx (S(t)(Ex K),A) <e, Vt>1.
So for any 0 € ¥ and u € K we have
distx (S(t)(o,u),A) <€, V=1,
and there is a pair (0p,up) € A satisfying
dx (S(t)(o,u),(00,up)) <&, Vt=1.
But it means that

£E> dX (S(l)(G,l/t), (607u0))
> dz(6,0,0))
= diStE(QZO',H):(A)), vVt > 1y,

and taking the supremum over o € £ we conclude by the invariance of ¥ that
distz (£, [Tz (A)) = distz (6,2, ITg(A)) — 0, ast — .
Therefore X C HZ(A)E =TIy (A), proving that [Ty (A) = X. O

Remark 3.1.26. The characterization by kernel sections in Theorem 3.1.24, (3.12), allows us to

easily obtain a lifted negative semi-invariance

s = |J Ho(t) = | Us(1,0).%#4(0)

oex ocx 3.16
g U UG(LO)LQ{E? Vt 2 07 ( )
oeX

for the uniform attractor of (£ x X, X )-continuous system of processes. Both the characterization
by kernel sections and the negative semi-invariance will be crucial for us to study the finite-

dimensionality of the uniform attractor in Section 3.2.

To finish this section, we warn the reader that the method of skew product semiflow
described here can lead us to a rather complicated phase space since now we are considering
the extended space X = X x X. But at the same time, and as indicated by Theorem 3.1.24, this
approach preserves the main concept of invariance of attractors, and one can use the theory of
semigroup already studied.

3.1.6 Evolution processes generated by non-autonomous evolution

equations

Analogously to Section 2.1.4 in which we described a typical situation to obtain semi-
groups generated by autonomous evolution equations, in this section we intend to present the
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same approach but this time for non-autonomous evolution equations. Instead of semigroups, in

this setting we get evolution processes generated by non-autonomous problems.
A non-autonomous evolution equation is usually represented as

@
ot

where the right-hand side of this expression explicitly depends on time ¢ and f : X X R — X, with

:f(u7t)a reR, (3.17)

X a Banach space. Usually the parameters depending on time are external forces, parameters of

media, interaction functions, control functions, etc.

We denote by o (¢) the collection of all time-dependent coefficients of the equation (3.17)

and we call it the time symbol of the equation. We then rephrase the problem as

du
5, = Joww),  1ER, (3.18)

t
where the operator fq(,)(+) : X — X is given for each s € R. The time symbol o (s) reflects the
dependence on time of the equation. The symbol o(-) is a function of s € R with values in some
Banach or metric space .#, i.e., 0 : R — .#. Suppose that the symbol o(-), as a function of

s € R, belongs to a topological space & := {&(-): £: R — .4 }.
For each i € R denote by 6, : & — E the translation operator defined for & € E as

0,&(s) ==& (s+h), Vs,h € R.

Suppose in addition that for each i € R, 6}, is a continuous mapping on E. So clearly {6, } scR is
a group. For a particular and fixed time symbol oy € Z, define a set X C & as

> :=1{0,00() heR}
—Too(-+h):heR} .

Then X is invariant under the action of the group {6}, },cr. For ¢ € ¥ we supplement
equation (3.18) with initial data at# = s, for s € R,

u
o= fow(), 1>, (3.19)
Uli—s = ug, u; € X. (3.20)

Let us suppose X is a compact subset of E and that for each o € £ problem (3.19)-(3.20)
has a unique solution ug(-,s;uy) for each s € R and arbitrary u; € X, and that the mapping
ug(t,s;-) : X — X is continuous for each o € X, where ¢ > s. Under these conditions define the
operator U (t,s) : X — X by

Us(t,s)us == ugs(t,s;uy), u; € X. (3.21)

We note that for each fixed o € £ the operators {Us(t,s)} satisfy
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i) Us(s,s) =Idx, forall s € R;
ii) Us(t,7)Us(T,s) = Ug(t,s), forallt > T > s;

iii) Ugs(t,s): X — X is continuous for ¢ > s.

Indeed, since ug (t, T, us(7T,s; us)) and uq(t,s;us) are both solutions of the initial value

problem

du
5 = Jo (),

u|t:‘C = MG(T;S;MS)a
it follows by the uniqueness of solution that they are equal, i.e., Us (¢, T)Us (7T, s)us = Us (2, s )us
for arbitrary u; € X.

With that we guarantee that for each o € X, the family {Us(t,s) } is an evolution process.
In the following we verify a translation identity for group {6 },cr and family {Us(z,s) }oex:

Ug,o(t,5) =Uqs(t +h,s+h),

forall 6 € X, h € Rand > s. Indeed, for s € R and any ug € X let ug, 5(,s;u0) be the solution

at time ¢ of problem

du
E = feh()'(l) (l/l),

u|l‘:s == an

and with the change of variables t; =t + A, it is also solution of

du
Fri Jot)(4), (3.22)

u’l‘1=s+h = uO'

Since ug(t1,5+ h;up) is also a solution of (3.22), we have by the uniqueness of solutions that
ug,o (t,5;3u0) =g (t+h,s+h;ug),i.e., Ug,s(t,5)uo = Us(t +h,s+h)ug. Therefore {Us(t,5) } sex
1s a system generated by the non-autonomous evolution problem (3.19)-(3.20).

As indicated by the definition of the symbol space X, usually the first component of the
extended phase space X is taken as the "hull" of the whole right-hand side f(u,t) on a suitable
topological space.
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3.2 Finite-dimensionality of uniform attractors

As we could notice in Section 3.1, despite the similarities the uniform attractor theory of
non-autonomous dynamical systems is much more elaborated than the global attractor theory of
autonomous systems. Due to its complicated internal structure, in order to estimate the fractal
dimension of uniform attractors we have two major difficulties: the lack of invariance and the

superposition of the symbol space.

Two main techniques are used and applied to obtain estimates on the fractal dimension of
uniform attractors. First technique is via an investigation of quasi-differentials of the underlying
system, which applies widely to dynamical systems on Hilbert spaces, and it can be seen in
details in (CHEPYZHOV; VISHIK, 2002, Theorem IX.2.1). It is also applied to global attractors
associated to semigroups and details are found in (TEMAM, 1988) and (MIRANVILLE; ZELIK,
2009).

Second technique is based on a smoothing property of the system and it is assumed
with a compact embedding between an auxiliary Banach space Y and the phase space X, and
can be seen essentially as a Lipschitz condition on initial data between X and Y. This approach
was first proposed by (MALEK; RUZICKA; THATER, 1994) for global attractors (see also
Section 2.2 here, where we have discussed the theme) and then further developed in (EFENDIEV;
MIRANVILLE; ZELIK, 2000) and (EFENDIEV; MIRANVILLE; ZELIK, 2003) constructing

exponential uniform attractors and estimating their Kolmogorov entropies.

In this section, we use the smoothing approach to study conditions which ensure a
uniform attractor to have finite fractal dimension. In Section 3.2.1 we first establish an abstract
criterion for a uniform attractor to be finite-dimensional, and then go deeper into these conditions.
Our theorem shows that, under the (X,Y)-smoothing property and a Lipschitz property on
symbols, the fractal dimension of the uniform attractor is bounded by that of the symbol space
plus a Kolmogorov entropy number of Y in X, see Theorem 3.2.1. In Section 3.2.2 we prove that
once the attractor has finite dimension on the phase space X, the smoothing condition is also
applied to ensure the dimensionality in more regular spaces, despite the lack of invariance of the
uniform attractor, see Theorem 3.2.3. For our analysis we suppose the symbol space has finite
fractal dimension, which is discussed in Section 3.2.3, along some conclusive remarks about the
sufficient conditions for our theorems. The results in this section are presented in (CUI et al.,
). The analysis in this section will be in great part generalized to random uniform attractors in
Section 4.2.

Recall that given a compact subset E of a Banach space X, the fractal dimension of E in
X 1s defined as

dimg(E;X) := limsu
r{ ) £—>0+p —lIne

where Ny |[E; r| denotes the minimum number of open &-balls in X centred at points of E that are
necessary to cover E.
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3.2.1 Finite-dimensionality in X

As before, let X be a Banach space and let £ be a compact subset of some complete
metric space (E, d= ) and assume that ¥ is invariant under translations, i.e., 8> = X, for all s € R.
Let {Us(t,5) }sex be a system of processes in X with uniform attractor 2% . In this section, we
shall study the finite-dimensionality of 2% in space X.

Let # be a closed and bounded uniformly absorbing set of the system {Us(t,5) } sex.
Then by the minimality of the uniform attractor among closed uniformly attracting sets we know
that .oz C A. Recall that if {Us(¢,5) }sex is (X X X, X)-continuous then by Theorem 3.1.24, (4),

we have the decomposition

oy = | ) Hs(7), TER, (3.23)

oexr

and by Remark 3.1.26 the negative semi-invariance

s C | Us(t,0)a%,  120. (3.24)

oex

Consider the following conditions.

(H;) The symbol space X has finite fractal dimension in space Z, i.e., dimg (Z;E) < oo,
(Hy) The system {Ug(t,s) }sex is (X x X, X)-continuous.
(H3) {Us(t,s)}sex is (£,X)-Lipschitz on the absorbing set 4, satisfying
|Us, (t,0)x — Us, (t,0)x||x < L(t)dz(01,02), Vi>1,01,00€X,x€AB, (3.25)
where 1 < L(f) < c1eP! for some positive constants ¢y, 3 > 0 for¢ > 1.
(Hy) There is an auxiliary Banach space Y compactly embedded in X.

(Hs) {Us(t,s)}sex is uniformly (X,Y)-smoothing on the absorbing set 4, i.e., for any r > 0
there exists a k(7) > 0 such that

sup ||Ugs (2,0)x — Us (2,0)y|ly < k(1) [[x—y|lx, Vx,y€ B. (3.26)
ocx

Remember that the Kolmogorov €-entropy of the embedding of Y into X is given as
He(Y;X) =1log, Ne, (3.27)

where Ng = Nx [By (0,1);€].

Our first main theorem shows that, under these hypotheses, the uniform attractor .o#s has
finite fractal dimension in X.
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Theorem 3.2.1. Let {Us(t,5) }sex be a system of processes in X with uniform attractor <. If
conditions (H)) - (Hs) hold, then the uniform attractor <5 has finite fractal dimension in X. In
particular

B

dimp (243 X) <H (V3X) + (—2 + 1> dimg (23 2), (3.28)

1
Ix In

where k := K(Ty) is given in (Hs) with T > 1 an absorption time after which 9 uniformly
absorbs itself (i.e., satisfying (3.29) below).

Proof. Let v € (0,1) be given and fixed. Since the uniformly absorbing set # is bounded, we

have

B =Bx()CQ,R) NA

for some point xg € & and radius R > 0. In addition, since Z uniformly absorbs itself, there is a
time 7% > 1 such that

U Us(t,008C B, Vi>Ty. (3.29)

(oSN

In the following we prove the theorem by making use of (3.25) and (3.26) for t = T. For ease
of notation we write x := x(7), and, without loss of generality, we choose T = 1.

Since Y is compactly embedded in X, the unit ball By (0,1) in Y is covered by at least
N% balls of radius 5 in the space X, i.e.,

\%
By(0.1)C UBx (pige).  pieBr(01). (3.30)
i=1

In terms of Kolmogorov entropy (3.27) this is in fact

Hy (Y;X) =log;,Ny. (3.31)

v
2K

Next we shall construct sets W” (o) C 4 by induction on n € N such that for all 6 € £

W' (o) C A, (3.32)

WH(o) <N, (3.33)

Us(n,002C | J Bx(u,RV")NZA. (3.34)
uewn (o)

For n =1 and ¢ € X we have by the smoothing property (3.26) that

Us(1,0)% = Us(1,0) [Bx (x0,R) N 5]
C By (Us(1,0)x0, kR) NUs(1,0) 2.
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Let y§ := Us(1,0)xp. From (3.29) and (3.30) we note that

Ny
2K

By (S, KR) NUs(1,0)% C UBx(yO—I—KRpl,KRz ) N
i=1

Vi Rv
:UBx<0—|—KRpl, 2)(\@

i=1

Nv

C UBX g, RV)N A,
i=1

for some ¢ € 4, so that

Let W!(o) :={q? :i ~+,Ny } C . Then W' (o) satisfies (3.32)-(3.34) forn = 1.

Assuming that the sets wk (o) have been constructed for all | <k <nand ¢ € X, we

now construct the set W"*! (o). Given ¢ € X, since {Uy(t,s)} is a process we have

Us(n+1,0)% =Us(n+1,n)Us(n,0)%
— Ue’la(l,O)Uo(n,o)e@,

and by the induction hypothesis

Us(n,008< | Bx(u,RV')N2A,
uew” (o)
where W"(0) C % and §W"(0) < N" Moreover, for each u € W" (o), by the absorption (3.29)
and the smoothing property (3.26) We obtain

Us,o(1,0) [Bx (u,RV") N B] C By (Ug,(1,0)u, KRV") N2
Ny
- U By (pi,uaerH_l) n %7
i=1

for points p; , € %. Then

Us(n+1,02< | UBX (piw, RV N 2,

uew (o) i=1

and we define W™ (0) := {p;, :u € W"(0) and 1 <i < Ny }, which satisfies wtl(c) C %
and W1 (o) < N 1. Hence, the desired sets {W" (o )}neN are constructed.
2K

To find a finite cover for the uniform attractor .o%5 let us make a decomposition of it as a
finite union of sets using the known structure (3.23). By the compactness of the symbol space ¥
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in Z, for any positive number 1 > 0 there exists a finite cover of X by at least My, := N=z[X; 7]
balls of radius 1, i.e., there are 6; € X, [ = 1,--- , My, such that

Mn
Z:UBE(GZ,H)HZ, o) €X.
=1

Foreach [ =1,---, My, denote by
Y, :=Bz(o;,M)NE and () = U Hes(+).
o€y
Then, by (3.23) the uniform attractor .oz is decomposed as

My
oy =) A, (r), TER (3.35)
=1

Note that M is independent of 7 € R, and depends only on the symbol space X and the

corresponding given number 7. In the following we shall find a finite cover for 5, (n).

For each [, let 0; € X; be as before. Then for any ¢ € ¥, dz(0,0;) < 1. From the
invariance of the kernels {_#5(-) } sex and by hypothesis (Hz) we conclude that

s, (n) € Bx (Ug, (n,0).%5,(0),L(n)n) (3.36)

for each 1 <1 < My and n € N. Indeed, if i € J#5,(n) then h € #5(n) for some ¢ € X;. But
Hs(n) =Ug(n,0)#5(0) and so h = Ug(n,0)x, for some x € #5(0) C o C ZA. Hence

|h— UGl(nvo)xHX = [|Ug(n,0)x — UGl(nvo)xHX
< L(n)dE(Gv Gl)
<L(n)n,

and we obtain (3.36).
Notice that, since 75, (0) C .oz C 4, it follows from (3.33)-(3.34) that

Ny [UUZ (n,0).5, (0);Rv"] <N
and then
Nx [Bx (Uoy(,0).25,(0), L(n)n): RV" + L(m)n | < N%
Hence, from (3.36)
Ny [,}i/zl(n);Rv"%—L(n)n} SN, L=, My,

and then by (3.35) (with T = n)

Ny [yfz;Rv” +L(n)n] <N My, (3.37)
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foralln e Nand n > 0.

In the following we stablish by (3.37) a finite €-cover of o7 for small € > 0. Let
_RV"
" L)

>0, neN. (3.38)

Then 1,, — 0" as n — oo, and from (3.37) we have
Ny [szfz; 2Rv”] — Ny [;zfz;Rv” L L),
<N My,
Since v € (0, 1), for any € € (0, 1) there exists ne € N such that
2RV < € 2RV,
and the numbers 7n¢ can be chosen with ng — o as € — 0. Hence

Nx [ €] < Nx [%5;2RV"™]
< NZLiMnng,
and then
lnNX [%2;8] < ng IHN% +1nMrln8
—Ine = _In [2Rv"e*1}

. Vee(0,1). (3.39)

Since by (H)) the symbol space X has finite fractal dimension in E and 7,,, — 07 as

€ — 0T, then for any 6 > 0 there exists &y = &(8) € (0, 1) such that
1 dimp (£;2)+6

_> ) Ve < €,

r’ne

and then from the definition (3.38) of 1, and the growth condition on L(n¢) in (H3) we obtain

Rv"e
= (dimp(X;E) +8) (Incy + fng —InR—ngInv).

) _ L(ng))
InNz |X;n,. | < (d Y. 2)+0)1
NNz [Eiy, ] < (dimp (2:2) + )n( (3.40)

From (3.39) and (3.40) it follows that

(Inc; + Bne —InR—ngInv)
—In [2Rv"e1] ’

InNy [; €] __ e InNy

—Ine —In[2Rve] + (dimp (2:Z) + )

and since ng — o as € — 0T we have

. InNv . _ B
dimp (4 X) < Tnz\,(/ + (dimp (£;8) + 8) (—lnv - 1) :
Since & > 0 was taken arbitrarily, we have
. InN v ) _ B
dimp (% X) < —1n25 +dimp(Z; E) (—mv + 1) ., Yve(o,1). (3.41)

Taking particularly v = 1/2 and by (3.31) we conclude the proof. ]
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3.2.2 Finite-dimensionality in Y

By Theorem 3.2.1 we have established the finite dimensionality of the uniform attractor
% in the phase space X via some auxiliary Banach space Y compactly embedded in X. Now we
are interested in the finite-dimensionality of .o in Y. To be more general, in the following we
study a Banach space Z for which Z =Y is a particular case.

Let (Z,|| - ||z) be a Banach space and suppose the system {Us(?,s) } sex takes values in
Z,ie. foreachx € X and 6 € £, Uys(t,5)x € Z for t > s. Suppose also that the uniform attractor
oty C X NZ. In the following we shall see that under a (X x X, Z)-smoothing property the fractal
dimension in Z of the uniform attractor can be bounded by the dimension in X plus the dimension

of the symbol space X in E.

The (X x X, Z)-smoothing condition we need is as follows.

(Hg) There is a 7 > 0 such that for some positive constants 8y, 5, L > 0 it holds
||U61 (ZT,())X— UGz(fao)yHZ < Z‘ |:||x_y||)6(1 + (d5<61762>)62:| )
for all 01,0, € X and x,y € .

Remark 3.2.2. Even for the case Z =Y, (Hg) is not implied by (H3) and (Hs), and vice versa.
Nevertheless, (Hg) is often more useful in applications since powers 8, and & are allowed while
in (Hs) such powers can not be considered. In fact, it is still open that whether or not Theorem
3.2.1 can be established for a weaker version of (Hs) with condition (3.26) weakened to: there

exists some power § € (0,1] such that

sup [|Us(1,0)x = Us (1, 0)y[|y, < k(1) lx—=yll},  Vx,y€ 2. (3.26)
oex
Theorem 3.2.3. Let {Us(t,5)}sex be a (X x X, X)-continuous system of evolution processes
with a uniform attractor <5 C X NZ. Suppose that dimp (243X ) < oo and dimp(£;E) < oo. If
(Hg) is satisfied, then <5 has finite fractal dimension in Z as well:

1

5-dims (5:X) + L dimg (Z:2).
1

&

Remark 3.2.4. Note that Z need not be a subset of X and no embeddings from Z into X is
required, so the theorem applies to the case of, e.g., X = L*(R) and Z = LP(R), with p > 2.

dimp (527):;2) <

M
Proof of Theorem 3.2.3. For any € € (0,1), let M := Nz [X;€] and X = Ul:gll/‘s2 ¥, where we

denote ¥; := Bz (Gl, 81/52) NX, o; € L. Since o4 is a compact subset of X, let

Nx[ot;€'/1]
ot = U Bx(x,',é‘l/él)ﬂﬂz, X; € 9.
=1
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By the negative semi-invariance (3.24) of the uniform attractor % we have

M5,
s C U Us(7,0).9% = U U Us(£,0).9%

oeXx =1 o€
.o1/6
M 15, Nx [Wz,&‘ / 1]

cyJuyU u Ug(f,O)[BX(xi,el/‘s')ﬂ,;zfz] (3.42)

=1 o€k i=1
M_1/s, Nx [,ﬁzfz;el/‘sl}
- U U ug@o) [Bx(x,-,el/‘sl) mzfz},
=1 i=1

where Uy, (7,0) := Ugey, Us(£,0).
Let vi,v; € Uy, (7,0) [Bx(x,-,el/‘sl) ﬂ,ﬁzfz}. Then for some 01,0, € X; and some uy,up €
By (x;,€'/9) N o5 we have v = Ug, (7,0)u; and vy = Ug, (f,0)u, and therefore by (Hg)
Vi =v2llz = [Us, (7,0)u1 = Ug, (7,0)uz |z

<L{lur ~wo][§ +d=(01,02)*]

<LQ2% +2%)e

=re,
where r = r(L, 8,8 := L(2% +2%). Hence,

diamy (UZZ (7,0) [BX (x;, €1/9) mzfz]) < re, (3.43)

forall!=1,---, M5, andalli=1,--- ,Nx [o;e!/?].
From (3.42) and (3.43) we obtain
Nz [s;2re] < Ny | i/ | M1
= Ny [%2;81/61] -Ng [2;81/82] ,
so @ is a precompact subset of Z and, since r is independent of € and .o% is finite-dimensional

in X, taking the limit as € — 0" we finally conclude that

dimp (#45;Z) < aidimp (o5 X) + édimF (Z:E). O
1

3.2.3 Some conclusive remarks

In this chapter we established criteria for uniform attractors to have finite fractal dimen-
sion on general Banach spaces. The theorems depend heavily on the finite-dimensionality of the
symbol space, which is, however, a technical problem in itself as we will see in next section.
Then a natural question arises: are these theorems possible to hold for infinite-dimensional
symbol spaces? Unfortunately, the answer is generally negative.
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To see that, let us consider a system of processes {Us(?,5) } sex satisfying a contraction
property

1
sup [|Us (1,0)u = Us (L, 0)wllx < S llu—wllx,  Vu,we 2, (3.44)
ocXr

and suppose that the system admits a uniform attractor 5. Then the contraction property makes
each kernel section a singleton, i.e., for each r € R and o € £, #;(¢) is a singleton. Particularly,
for t = 0, there are points vy € X such that #5(0) = {vs}, 0 € ¥, so the uniform attractor
s = Ugex #o(0) = {vs}sex. Then we obtain a single-valued map

v:LX— 95, O Vg,

This map shows a relationship between the structure of the uniform attractor and that of the

symbol space. For instance, if v is in addition Lipschitz and there exist L1,L, > 0 such that
Lidz(01,02) < |[ve, — Ve, llx < L2dz(01,02), Voi,0, €L,

then Nz[X;e/L] < Nx|o%; €] < Nz[X;€/L;] for all € > 0, and so dimp (X; &) = dimp(9%;X).
Hence, in this case, even if all the other conditions of Theorem 3.2.1 hold, the uniform attractor
can not be finite-dimensional if the symbol space is not.

On the other hand, we may have that the uniform attractor is finite-dimensional but the
symbol space is not, as for example if the uniform attractor is a trivial case, i.e., <%= = {a}. In this
case, 9% is zero-dimensional no matter what the structure of the symbol space is. Nevertheless, it
is an open problem how to obtain a finite-dimensional uniform attractor for general applications

when the symbol space is infinite-dimensional.
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3.3 Construction of finite-dimensional symbol space X

In Theorem 3.2.1, the symbol space X was required to be finite-dimensional, which is
generally a technical issue in applications. Given an evolution equation with non-autonomous
term g (also called the symbol of the equation), the symbol space X is usually constructed as the
hull 7 (g) of g (see (3.46) bellow). In this section we investigate conditions which ensure a hull
(g) to have finite fractal dimension.

We start with a revision of almost periodic functions presenting some properties of
them and showing that quasiperiodic functions are particular cases of those. It will be essential
in order to prove the finite-dimensionality of symbols on the space of bounded continuous
functions in Section 3.3.2, in which we guarantee that the hull of quasiperiodic functions has
finite fractal dimension (a well-known result already presented in (CHEPYZHOV; VISHIK,
2002)). In Section 3.3.3 we propose then a construction of finite dimensional hulls on the space
of continuous functions (not necessarily bounded), allowing in this way that the non-autonomous
term g can be considered in more general forms. To be more precise, we prove that the tails of
a mapping determines the dimensionality of its hull, and as an example g can be thought as a
continuous function converging (at an exponential rate) to quasiperiodic mappings. With that we
can take in applications more general non-autononomous terms and the results in Section 3.2 are

more applicable. Such results on finite dimensionality of symbol spaces are given in (CUI et al.,

).

3.3.1 Preliminaries

Let (2',dy) and (E,d=) be complete metric spaces and {6;}scr be the particular
family of translation operators 6, : £ — ZE defined for mappings { : R — 2" by

0,(-)=C(-+s), seR (3.45)
Definition 3.3.1. For any g € E the hull 57 (g) of g in E is defined as
H(g) ={6;8:5¢€ R}E. (3.46)

Definition 3.3.2. If 77 (g) is compact in E we say that g is a translation compact (abbrev. tr.c.)

mapping in E.

In this section we will be interested in constructing translation compact mappings such
that their hull have finite fractal dimension. For that let us start with some important classes of

continuous functions that play an important role for this topic.

Let & : R — 2 be a continuous mapping. For any € > 0, a number 7 € R is said to be

an g-period of function & if

sggdgg (E(s+1),E(s)) <e.
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Definition 3.3.3. A continuous function & : R — 2 is said to be almost periodic if for any € > 0
the e-periods of & form a relatively dense subset of R, i.e., there is a number l; > 0 such that for
any a € R the interval [a, o + l¢] contains an €-period T of &. Denote by D¢(E) C R the set of
all e-periods of the mapping &.

A special case of almost periodic function is the class of quasiperiodic functions, which
we describe in the following. For k € N, let T = [R mod 27r]k be the k-dimensional torus, that
is

T = {(x1,--,x) € [0, 2] : 0 ~ 27}
The torus T* is composed by equivalence classes % (where x = (x1,--- ,x;) € R¥) in such a way
that y € ¥ if and only if for each i = 1,--- ,k there is m; € Z such that x; — y; = 2m;x. Here
in order to simplify the notation we consider simply T = [0,2x]* and denote its elements by
x=(x1,-,x), x; €[0,2m],i=1,--- k.

Let us consider the space %' (T*; 2") of continuous functions defined on the torus T*
and taking values in .2". Actually, this set is also described as the space of continuous functions
¢ € €(R*; 2°) which are 27-periodic in each argument, i.e., for (x1,---,x;) € R and each
i=1,---,kitholds

(P(xh"' 7Xl'+27l',"' ,Xk) = (P(xlv"' s Xiy e ,Xk).

Let o := (0, - ,04) € RY, where {a; :i=1,---,k} is a set of rationally independent real
numbers, i.e., if ny,--- ,ng € Z are integers such thatnyo; +- - - +n =0thenny =--- =n, =0.
For ¢ € €(T*; 2"), a function £ : R — 2~ given as

E@):=o@(aut, - ,04t) = (o), teER, (3.47)

is said to be quasiperiodic (with k frequences) with values in Z". Notice that periodic functions

(with period 27) are particular cases (k = 1) of quasiperiodic functions.

In order to guarantee that quasiperiodic functions are indeed almost periodic ones let us
revise first a Kronecker’s result for the solution of systems of real numbers (the proof of this fact
will be omitted here).

Theorem 3.3.4 (Kronecker Theorem). Let Ay,---, A, and yy,--- , Y, be arbitrary real numbers.

Then the following conditions are equivalent:

1) For arbitrarily small real number & > 0 there is a solution (over t € R) for the system of
inequalities
|Ait — | < 6 (mod 27), i=1,---,n. (3.48)

Il) Ifit holds for ly,--- |1, € Z the relation
llﬂ«l +"'+lnln — 07
then we have the congruence

hn—+-+1% =0 (mod2m).
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Proof. See (LEVITAN; ZHIKOV, 1982), Kronecker Theorem, Chapter 3, page 37. ]

Remark 3.3.5. First we note that expression (3.48) means that there exists for eachi=1,--- |n
an integer m; € 7 such that
|Ait — % —2m;m| < 6.

Actually, one obtains more than a unique solution for the system of inequalies (3.48).
More precisely, the set of solutions of (3.48) is a relatively dense subset of R as indicated by the

following corollary.

Corollary 3.3.6. If system (3.48) of inequalities admits a solution for any given 0 < 6 < T then
there exists a lengh ls > 0 such that for all a € R the interval |a,a + l§] contains some solution
of (3.48). In other words, the set of solutions (for each & < 1) is a relatively dense subset of R.

Proof. See (AMERIO; PROUSE, 1971), Chapter 2, Section 5, Corollary, page 34. ]

A particular case of Kronecker Theorem holds when {A; :i = 1,---,n} is a set of

rationally independent numbers.
Corollary 3.3.7. If A1,--- , A, € R are rationally independent then the system of inequalities
|Ait — | < 6 (mod 27), i=1,---,n,

has a solution (overt € R) for any choice of real numbers v, ,--- , ¥, and & > 0.

Let us show now that quasiperiodic functions (with k frequences) are almost periodic
functions. Indeed, let & : R — 27, & () = ¢(at), be a quasiperiodic function with k frequences
as in (3.47). Since ¢ € €(T*; Z°) then it is uniformly continuous on R* and so for any given
€ > 0 there exists 0 < & < 7 such that for any (t1,---,#), (¢}, ;) € R¥ with |t; — ]| < & for
alli=1,---  k, it implies

do (@1, 1), @(t1,-+- 1)) < €.

But o, - -, 0 € R are rationally independent real numbers, and so from Corollary 3.3.7

there is 7 € R such that it holds the system of inequalities (for y; = 0)

|a;t| < & (mod 27), i=1,--- k. (3.49)
In other words, there are m; € Z, i =1,--- , k, such that
louT —2m;m| < &y, i=1,--- k.

Hence, for any s € R we have
dy (E(s+7),5(s)) =da (@(o(s+7),,04(s+ 7)), @(0us, -, 04s))

=dy (e(ous+out—2mm, -, 0s+ 4T —2m ), P(0s, -+, Os))

<€,
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proving that T € R is an &-period of &. But from Corollary 3.3.6 we know that the set of solutions
for the system of inequalities (3.49) is a relatively dense subset of R, which means that the set of
e-periods of & is relatively dense as well. Therefore we conclude that £ is an almost periodic
function.

It is known that if & : R — 27 is quasiperiodic then the hull of &, 77 (&), is a compact set
with finite fractal dimension in space %5(R;.2") of bounded continuous functions, as described
in (CHEPYZHOV; VISHIK, 2002). Now we first recall this result in more detail (including some
properties of almost periodic functions), and then we consider more general terms & in the bigger

space €' (R; Z") of continuous functions.

3.3.2 Case I: Finite-dimensional symbol spaces in ¢,(R; Z")

Let &; := %,(R; Z") be the space of bounded continuous functions endowed with the
metric dz, given by

dEb(élvéZ) = Supde%(él(t%éZ(t))’ 517526317-

teR

Definition 3.3.8. For any g € &, the hull J7,(g) of g in Ej, is given as
Hi(g) = {Bg s R} . (3.50)

Clearly, {6;}scr, 05 : Ep — Ep, is a group such that 6,74 (g) = 7 (g), for all s € R. In
addition, for each s € R, & — 6,& is a Lipschitz mapping on =, with Lipschitz constant Ly, = 1,
while for £ € E;, the mapping s — 6,& is Lipschitz provided that & is Lipschitz.

Remark 3.3.9. Notice that the hull 7¢,(g) of a nonzero g is a sphere in Ey, i.e., d=,(0,0) =
dz,(g,0) for any o € H#}(g). Hence, (%”b (g),dgb) is a complete metric space, but not a linear
space and thus it is not a Banach space.

In this section we guarantee via a Bochner criterion that a hull J7;(g) is a compact
subset of =, if and only if g is an almost periodic mapping. Moreover, for the particular case
of quasiperiodic mappings g it is possible to go further and prove that .7#;(g) has finite fractal
dimension as a subset of .

First of all, we recall some basic facts about almost periodic functions on Zj.

Lemma 3.3.10. Let & : R — 2 be an almost periodic mapping. Then

a) For any € > 0 the set D¢ (&) of €-periods of £ is a closed subset of R.
b) Forany € > 0 the set L¢(§) := {l > 0l is an €-period of £} C R™ has a minimum.
c) & is uniformly continuous on R.

d) The set of values {&(t) : t € R} C 2 is a precompact subset of Z.
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Proof. Since & is almost periodic, for any € > 0 the set D¢ (&) of all e-periods of & is relatively
dense on R, i.e., there exists /¢ > 0 such that for all @ € R it holds [a,a+ ls] N D¢ (&) # 0.

Proof of a): Let T € De(&). Then 7 = limy,—ye0 Ty, for {7,}, C D¢(&). Hence for each
n € N we have
do (E(r+7.,),6(1) <&,  VreR,

and by the continuity of & we conclude

do (E(t+71),E(r)) <e,  VieR

So T € D¢(§) and we prove that this set is closed.

Proof of b): Let L¢ := infL¢(&) and a € R be an arbitrary real number. Let us prove
that [a,a + L¢] N D¢(&) # 0. Indeed, for each n € N let 1, € [a,a+ Lg + 1 /n] N De(§). Since
{Ta}n C a,a+ Le + 1] it has a subsequence (still denoted by {7,},) converging to some 7 € R.
Clearly 7 € [a,a+ L¢], and from a) we conclude that T € D¢ (&), proving that L, is a minimal
e-period for &.

Proof of ¢): First notice that given € > 0 there is § = §(¢&) > 0 such that if 7 € R with
7| < &8 then T € De(&). Indeed, because if it is not true we can find g > 0 and sequences
{00 }ns{tn}n C R with |§,| < 1, lim, e 8, = 0 and

do (E(tn+8,),E(1n)) > €0.

Since & is almost periodic we know that there exists T, € [~ty, —ty + lg, /4] N Dyg,/4(&) and

consequently it holds

& <dy (g (tn + 6n)>§<tn))
<dy (é(ln+5n>,é(ln—|—6n—|—fn)) +dg[(§(l‘n+5n+fn)a§(tn+fn)) +dy (g(tn‘i‘fn)vé(tn))

<%+¢%@W+&+m%ﬁm+mn

that is,
&

5 <d%(é’(l‘n+5n+fn)>€(tn+fn))'

Since {t, + T, }n is a sequence in [0, [ /4] we can suppose it has a convergent subsequence (still
denoted by itself) and then by lim,,_,.. 6, = 0 and the continuity of & we conclude that

& .
D < limdy (£l 80+ 5), £+ 7)) =0,

an absurd.

Hence, given € > 0 there is § > 0 such that if T € R with |7] < § then T € D¢(§). But it
implies that for any r € R and |7| < 6 we have

do (E(t+7),E(1) <&,

which means that & is uniformly continuous on R.
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Proof of d): Given € > 0, & is continuous in the interval [0, /¢] and therefore it is uniformly
continuous. So there are ; € R, i =1,--- , k¢, such that

ke
£([0.2e]) € UBa (&(t:).€).
i=1
Lett € R be an arbitrary point and T € [—t,—t + ] N D¢(E). Sot+ 7 € [0, 1¢],

do (§(t+1),&(1) <e,

and there is 1 < iy < ke such that &(t + 1) € By (&(t;,),€). Hence

do (§(1),8(ty)) <da (§(1),8(1+ 7)) +da (§(t+7),8(1,)) <2,
and we conclude that )
ER) C B (&(1),2¢),
i=1

proving that the set §(R) = {&(¢) : € R} is precompact in 2. O

In the following we give conditions for the mapping s — 0, f from R to Z;, with f € &

fixed, to be almost periodic.

Lemma 3.3.11. Let f € E;, be fixed. Then f is 2 -a.p. if and only if s — O, f is Ep-a.p.

Proof. First notice that for any s, 7 € R it holds

dz, (051 f,0sf) = suﬂgd(% (ft+s+7),f(t+5))
te

=supdy (f(t+7),f(t))

teR

= dEb (effﬂ eo.f) .

Then the lemma follows immediately from this, showing include that f and s — 6, f have the

same €-periods. 0

Lemma 3.3.12. Let f € &, be fixed. The mapping s — O f is almost periodic if and only if there
exists a relatively dense sequence {s,} C R such that {6;,f :n € N} = {f(-+s,):n €N} isa

precompact subset of Ey,.

Proof. On one hand, suppose that the mapping s — 0, f is Ep-a.p. Then by Lemma 3.3.10, d),

we conclude that J4,(f) = {f(-+s) : s € R} is a compact subset of E,. Particularly for any
sequence {s,} in R the set { f(-+s,) : n € N} is a closed subset of 77, (f) and therefore it must
be compact as well.

On the other hand, suppose that there exists {s,} in R such that { f(-+s,) :n € N} isa
precompact subset of ;. We shall prove that s — 6;f is an E,-a.p. function. First notice that
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given € > 0 the set D¢ (9(,) f ) of all e-periods of s — O, f is relatively dense in R. Indeed, since
{f(-+s,): n € N} is a compact subset of &, there are s,,, € {5, },, with 1 <i <k, such that

k
Gsnf S UBEb(es,,if,E), Vn € N.
i=1

Foreach 1 <i<k,letB; := {r € {sn}tn:6-f €Bz, (Gsniﬁe) }, from where we obtain {s,}, =
Ui<i<k Bi- So B; is a subsequence of {s,}, that will be represented as B; := {s/,},,. For each
1 < i< kdefine 7/ := s, — s, and notice that for s € R and n € N we have

dz, (85 0of) = supdiy (f(1 + 54 7). £t +5))
te

=supdy (f(t+5£l)af(l+sni))
teR

= dEb (6S51f7 Gsnl‘f)

<€

and then 7} is an &-period of s — 6, f, i.e., T, € D¢ (6., f). Let us now prove that the sequence
U<i<k {7 }n is relatively dense in R. As by hypothesis {s, }, is relatively dense there is [ > 0
such that [a,a+ 1] N {s, : n € N} # 0 for any given a € R. Setting

m:= lrg_igk{—sni}, M:= 12?<Xk{_sn"} and L:=I1+M-—m,

there exists s/, € B;, for some n € N and 1 <i < k, such that s/, € [a —m,a—m+1]. Then

T =5 —sp € [a,a+L],

proving that U <;< {7} }» is relatively dense in R. Therefore, since J;<;<; {7 }» C De¢ (60)f) it
follows directly that D (6. f) is relatively dense as well.

It remains to prove that the mapping s — 6, f is continuous, or equivalently, that f is
uniformly continuous on R. For that, if / > 0 is given as before, setting [ := [—1,[] let €' (I, Z")
be the restriction of the functions in the space %5 (RR, 2") to the interval /. The metric in €' (I, Z")
is given by di(f1, f2) := sup,e;da (f1(2), f2(t)) for any fi, f> € € (1, Z°). For each n € N, if
Zn =0, f € €(I,Z) we have

d[(Zn,Zm) < dEb (Gsnf7 esmf)

and since {6, f : n € N} is precompact in E;, we conclude that {z, } ,cy is precompact in €' (1, Z7).
Therefore by Arzela-Ascoli theorem we have that { f(- +s,) }, is equicontinuous on /, i.e., for a
given € > 0 there is 6 > 0 with 0 < 6 < 1/2, such that for all ¢;,1, € I, [t — ;| < S and alln € N

we have
dy (f(l‘] —i—Sn),f(tz—I—Sn)) < E.
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Let o € R be arbitrary and fixed. We know that there exists s,, € [to — /2,19 + /2], from where
we can write fy = ro + Sp,, With |rg| <1/2. Now for any ¢ € R such that |r —zy| < 6, if we set
r—ro| =1t —1t| < 8 and

t = r+ sp, We obtain that |r| <1,

d%(f(”vf(’b)) :d%(f(r+sn0)7f(ro+sn0)) <E,

proving that f is uniformly continuous on R. This implies that the mapping s — 6; f is continuous.

Therefore, it is a Z-a.p. function. L]

Lemma 3.3.13. Let f € &, be fixed. Then the mapping s — O f is Ep-a.p. if and only if the hull
5 (f) ={6sf : s € R} is a compact subset of Ep,.

Proof. On one hand, suppose that s — 6 f is E,-a.p. Then by Lemma 3.3.10, d), we have that
5 (f) is a compact subset of Ej,.

On the other hand, suppose 44, (f) = {f(-+5) : s € R} is a compact subset of =, and
notice that Z is relatively dense in R (take [ = 1). Moreover, {f(-+m) :m € Z} is a closed

subset of %, (f) and then it is compact. From Lemma 3.3.12 we conclude that the mapping
s — O, f is Ep-a.p., proving the lemma. [

By Lemma 3.3.11 and Lemma 3.3.13 we prove the Bochner’s criterion given in the

following.

Theorem 3.3.14 (Bochner criterion). Let f € Ey. Then f is 2 -a.p. if and only if the hull 74, (f)

is a compact subset of Ep,.

Proof. From Lemma 3.3.11, f is 2 -a.p. if and only if s — 6,f is Ep-a.p., while from Lemma
3.3.13 the mapping s — 6, f is Ep-a.p. if and only if 7, (f) is a compact subset of E;, proving
the theorem. ]

As it has been mentioned before, the hull of functions often works as the symbol space
¥ in applications to partial differential equations, so it plays a crucial role in the study of the
dimensionality of uniform attractors accordingly to our results presented in Section 3.2. In the
following we prove a well-known fact stating that the hull of quasiperiodic mappings has finite

fractal dimension in space &, = %,(R; 2"), for 2~ a complete metric space.

But first of all, let us present a characterization of the hull of quasiperiodic functions,
which will be essential in order to prove the desired result. With this characterization we can

often identify the hull of a quasiperiodic function as the k-torus T.

Proposition 3.3.15. The hull 7, (&) of a quasiperiodic function & in the space E, = €,(R; Z7)

is represented as
H(E) = {@(a-+x) : xe T
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Proof. Indeed, on one hand let o € (). Then there exists a sequence {s,}, C R such that
E(-+s4) = 0(-) in Ep as n — oo, which means that @(a(-+s,)) = (ot - + as,) — o(-)
in Z;. Notice that we can write os, = y, +2x(m},--- ,m}), with y, € Tk and m} € Z, for
i=1,---,k; since T is a compact set then we have (refining to a subsequence if necessary)
yn — y € TX. Finally, by the continuity of ¢ and since it is 27-periodic in each variable, we
obtain ¢(a -+ as,) = @(o-+ y,) — @(t-+y) in E; and then o(-) = @ (o - + y), proving that
#5(&) S {p(a-+x):xe T,

On the other hand, let x € T¥, x = (x,--- ,x,), be an arbitrary and fixed element. Since
ay,- -, 0 are rationally independent numbers then by Corollary 3.3.7, given 6 > 0 there is
T € R such that we have

)
|Oc,-’c—x,-|<%(mod271:), i=1,-- k.

Particularly, given n € N there are 7, € Rand m! € Z,i=1,--- ,k, such that

1 .
]ocirn—xi—2m?7r|<5, =1,k
and then .
||(an—x—2ﬂ(mr]l,"',mZ)H]Rk<;, neN.

Since ¢ : R — 2" is a continuous function which is 27-periodic in each variable we conclude
that ¢(o -+ at,) = @(a-+ x) in Ey asn — . But 0 () = &(-+1,) = (o - +aT,), and
therefore {@(a-+ x) : x € T¥} C (&), proving the proposition. O

Suppose now that ¢ € € (T*;.2") is a Lipschitz continuous mapping, i.e., for %, 7 € T*,
x=(x1,, %),y = (y1,--- , ) € R¥, we have for some L > 0 that

d% <(p('f)7 QD()_))) < Ld’]l‘k (Xay)7
where dri (%,5) := || — J||g«, the euclidian norm of RX.

In the following we prove that the hull of a quasiperiodic mapping with ¢ Lipschitz con-

tinuous has finite fractal dimension on space £, = %,(R; 2") of bounded continuous functions.

Lemma 3.3.16 ((CHEPYZHOV; VISHIK, 2002), Proposition IX.2.1). If§ € E, = 6,(R; Z")
is a quasiperiodic function with k frequencies and & (t) = @(to) with @ Lipschitz continuous,
then dimp (%’j,(‘g’),Eb) < k.

Proof. If 61,0, € (&) then by Proposition 3.3.15 there are %,y € T such that 1(-) = ¢(a -
+%) = @ (0 +x) and 02(-) = (@ - +¥) = (O~ + ), and therefore since ¢ is Lipschitz we have

dEb(GhGZ) = supdy (Gl (S)uGZ(S))
seR

= su]gdgg (p(ats+x), 005+ 7))
NS

SLIE=3lge-



3.3. Construction of finite-dimensional symbol space ¥ 103

Hence
Nz, [#3(8);€] < Npe[T¥;8/L].

27 \k
But the number of open &/L-balls needed to cover the torus T is estimated by (—) and

e/L
therefore ol k
T
Nz, [74(8):€] < <T> ) €>0.
Finally,
InN=, |76 ;€
dimF(,%’i,(é);Eb)zlimsup NNz, [7(5):€]
g*>0+ —1I18
2L
n ===
< limsup Ce)
=0t —Ine
=k,
proving the result. O

Theorem 3.3.14 indicates that almost periodicity is a necessary condition for a hull
H3(&) to be finite dimensional in E;, = 6, (R; 2"), while by Lemma 3.3.16 a sufficient condition
is £ to be quasiperiodic. To make our Theorem 3.2.1 applicable to more general non-autonomous

terms &, we next consider the larger space € (R; 2") of continuous functions.

3.3.3 Case ll: Finite-dimensional symbol spaces in ¢ (R; Z")

In this section we give conditions for a hull of a mapping in the space ¢ (R; .2") to have
finite fractal dimension. Unlike the previous section, now we do not need the analysis to almost
periodic functions and we show that the tail of a mapping determines the dimensionality of its
hull. It is worth noting that the examples presented here (and represented as graphs) are not finite
dimensional on space %, (R;.2") and so we can infer that the basis space for the symbol space

plays an important role in order to determine the finite dimensionality of uniform attractors.

These results were presented in (CUI et al., ) together with Section 3.2 and compose part

of our contribution to the field of infinite-dimensional dynamical systems.

3.3.3.1 Preliminaries: translation compact functions in € (R; Z")

Now we consider & := ¢ (R, 2"), the space of all continuous functions § : R — 27,
endowed with the Fréchet metric dz

- i d(n)(éla§2)
21 +dM(61,8)

dz(£1,6) =

1,6 €&,

where
d"(&,&) = hax da (€1(s),&(s)), neN.
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—
-

The topology generated by this metric dz is given as: a set &' C E is open if and only if for each
f € O there exist a compact interval [t],#;] C R and a number § > 0 such that

{é €E: max dy (f(s),&(s)) <6} Co.

SE[t1,1]

Hence, a sequence of functions {&,(-)} C E converges to a function &(+) € E if for any

meN
interval [f],1;] C R we have

max dg (&n(s),E(s)) =0, as m — .
s€tyb]

The space E = €' (R; Z") is a complete metric space with respect to the metric dz (see (CON-
WAY, 1978), Chapter VII, Section I, for details about the space Z). Note that for any &;,&, €
Ep =%(R, 27) we have d=(§1,&) < dz,(&1,&) and then dimp (A;E) < dimp (A;Eb) for any
precompact subset A C X, C E.

Let {6;}cr be the group of translation operators and .7(g) the hull of g in E =
% (R; Z) as given in (3.45) and (3.46) (where the closure now is taken under the metric dz
of E), respectively. Now for E = ¢ (R; Z"), the mapping 7 — 6, is Lipschitz from R to E for

Lipschitz £. In addition, for each t € R the operator 6; : & — & is Lipschitz on (E,dz ), but with

t-dependent Lipschitz constant. More precisely,

Proposition 3.3.17. For anyt € R the translation operator 6; on E = €' (R; Z) is Lipschitz, i.e.

dz(6,61,6,8) <2H1dz(&1,&),  VE&,& ek,

Proof. For any t € R we have |t| = k+ p for some k € NU{0} and p € [0,1). Hence, as
it <k+1,
d"(6,81,6:62) = max dy (6:81(s), 6:8(s))

s€[—n,n

< d 7
RS ) 7 (81(5),62(5))

:d(n+k+1)(517€2>7 n GN,

SO

o 1 d™(6,€1,6,5)

—=2"1 +d(n)<9t§17 6,.52)

> gk+l Jntk+1)

< | ( +k+(1)§l,§2)
=12 1 +d\" (&1,62)

<2 ldz(&,6)

<2+ gz (&,8).0

d3(616176t§2) =

Given a function g € & = ¢(R; Z), if the hull 77(g) in E is going to be finite-
dimensional in E, it should be first compact, i.e., g is translation compact (abbrev. tr.c.) in
. Now let us recall from (CHEPYZHOV; VISHIK, 2002), Section V.2, some known results
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on tr.c. functions and their hulls on the space of continuous functions . The first result is
also regarded as the well-known Arzela-Ascoli Theorem (see (CONWAY, 1978), Chapter VII,
Section I).

Proposition 3.3.18 (Arzela-Ascoli). A set I C E is precompact if and only if

(i) foreveryt € R, the set {o(t) : o € T'} is a precompact subset of Z;

(ii) the set I is equicontinuous on R, i.e., given ty € R and € > 0 there is § = §(¢&,1y) >0
such that fort € R with |t —ty] < 8 we have

dy (0(t),0(10)) <&, Vo eT.

Proof. On one hand, suppose that I' C E is precompact. For a fixed ¢ € R define the evaluation
map ¢ : E — 27, ¢/(0) = o(t), and notice that this map is continuous. Indeed, fix m € N such
that r € [—m,m]| and let 6y — Oy in E as k — oo, and € > 0. Then there is ko € N such that for

any k > ko we have
1 €
d=(0p,00) < ———.
=(0600) < 301 e
But
1 d(m)(ckvco)

2_m 1 _|_d(m) (Gk7 GO)
that is, d" (o, 6p) < €, and in particular dz (¢, (or), ¢ (00)) = d.o- (0k(t),00()) < &, proving
that ¢, is continuous at 6y € Z. Now since I is compact and ¢ is continuous we obtain that

< dz (0%, 00),

¢ (T) is a compact subset of 2, and particularly {6 () : ¢ € I'} has compact closure on .2,
proving (i).
In order to prove (ii), let fo € R and € > 0. Let m € N be such that #y € (—m,m). Since T

is compact in E there are finitely many functions 61,0, -+ ,0, € I such that

p
1 €/3
I'C B:‘(G',— )
—H S\ 2m 1 4g/3

Now by the continuity of each o; at fy (i = 1,---, p), choose & > 0 (small enough with § <
min{|tp —m|, [t +m|} ) such that for any |r — 9| < § it holds

8 .
dy (0i(t),0i(t0)) < =,  Vi=1,---,p.

3
Given o € I" we have for some i =1,---, p that
1 d™"(c,0;) €/3
— 1 <d=(0,0) < — ,
2m 1 +dm(o,0;) =(0,01) < 7 1+¢€/3

and so d") (o, 0;) < €/3. For the choise of § > 0 and for any |r — 19| < & (which implies

t € [—m,m]) we obtain
do (0(1),0(t0)) <dg (0(t),0:i(t)) +d g (0i(t),0i(10)) +d 2 (0i(t), 0 (1))
<d"™(c,0;) + § +d™(c,0;)

<&,
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for any ¢ € T, proving (ii), i.e., I" is an equicontinuous set on R.

On the other hand, suppose that (i) and (ii) hold. To prove that I" C E is precompact it
suffices to show that every sequence in I" has a subsequence that converges in E. Let {0,}, C '

be an arbitrary sequence and {g; : j € N} be an enumeration of Q.

By (i) there is a subsequence {0, 1} C {0, } such that the limit lim, .. 0,,,1(q1) =: 21 €
A exists; also there is a subsequence {0, 2} C {0, 1} such that the limit lim, .. 6, 2(q2) =
7 € Z exists; analogously by induction there is a subsequence {0, 1} C {0, x—1} such that the
limit limy, . 0, 1 (qx) =: 2% € & exists. Setting {0, : n € N}, it is a subseqeunce of {o,} in
which there exists the limit lim, s 0,,,,(qx) = zx for each k € N. Denote ¥, := 0,5, for n € N.

Given € > 0, choose m € N with 27" < £/2. For the interval [—m,m], from (i) there is
0 = 8(&,m) > 0 such that for any 7,5 € [—m, m] with |t —s| < J, it holds

dy (o(1),0(s)) < g Vo eT. (3.51)

Cover the interval [—m, m] with finitely many open intervals /;, j = 1,---, p, with length &, and
choose points g,; € I; NQ N [—m,m|, where r; € N. Since each sequence {¥(gr;) }n is Cauchy,
then we obtain for M > 0 large enough that for every choice of g;;, j=1,---, p,

: Vn,l > M. (3.52)

|,

dy (Yn(qrj)7 n(qrj)) <

Now for any r € [—m,m], we have t € I; for some j=1,---, p, and finally from (3.51) and (3.52)
and for n,/ > M we obtain

d”[(yn(t)7%(t)> d% (Yn< ) yrz(Qr,)) +d<%' (Yn<qr_j)7%(qrj)) +d%(%<qr_j),%(t))
£

that is, d" (y,,71) < £/2. Since d™ (y,, 1) <d"™ (Y, 1), for any 1 <7 <m, and 27" < g/2
we conclude that for n,l > M

(o)

m o1 g0 yn,yl) 1 d(i)(}’n,}’z)
Yn;’}/l DTN Py e —
1:21 201 4+d (Y, 1) ,-:;1 211 4-dD (3, 1)

€
and hence {7,}, is Cauchy. Since E is complete, the sequence converges, proving that I" is a

precompact subset of Z. [

The last proposition is essential in order to characterize the translation compact mappings

on space Z of continuous functions.

Corollary 3.3.19 ((CHEPYZHOV; VISHIK, 2002), Proposition V.2.2). Let g € E = € (R, Z").
Then g is tr.c. in E (i.e. 7£(g) is compact) if and only if

(a) the set {g(t) :t € R} is a precompact subset of 2 ;
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(b) g:R — 2 is uniformly continuous on R, i.e., given € > 0 there is § > 0 such that for any
t,s € Rwith |t —s| < 8 we have d 5 (g(1),8(s)) < &.

Proof. Suppose g is tr.c. in E. Then I':= {g(- + h) : h € R} is a precompact subset of E and by
Proposition 3.3.18 we obtain that for each s € R fixed, {g(s+ ) : h € R} is a precompact subset
of 2. It implies (a).

Now from (if) in Proposition 3.3.18 for #y = 1, given € > 0 there is § = 6(&,1) > 0 such
that for any r € R with |r— 1| < § we have

dy (g(r+h),g(1+h)) <e, Vh € R.

Lett,s € R with |t — s| < §. Choosing & € R such that t = 1 + & and defining r := s — h we have
|r— 1] = |s —t| < 0 and therefore

do(8(1),8(s)) =da (g(1+h),8(r+h)) <€,
proving (b).

Conversely, suppose (@) and (b) hold. Denote I' := {g(-+h) : h€ R} C E and fix 1p € R.
Then {o(tp) : 0 €T} ={g(to+h) : h € R} = {g(r) : r € R} is a precompact subset of 2,
proving (i) in Proposition 3.3.18.

Let 7o € R be fixed. For 6 > 0 as in (b) let# € R be such that |t — | < 8. Then for any
h € R we have dg (g(r+h),g(to+h)) <&, ie.

d%(G(l‘),G(Z‘o)) <E, VoeTl,

proving (ii) in Proposition 3.3.18, and therefore we conclude that #(g) = I is a compact subset

of E, that is, g is tr.c. in E. O]

Remark 3.3.20. Note that (see Lemma 3.3.10) any almost periodic function & : R — 2 satisfies
(a) and (D) in Corollary 3.3.19, so it is tr.c. in E. Furthermore, if 7,(&) is finite-dimensional in
&y, since H#,(E) C H(E) densely in E we have

dimp (A(£); ) = dimp (H4(£); E) < dimp (H4(£):Ep) < oo

Particularly, from Lemma 3.3.16 the hull 7 (&) of quasiperiodic functions & are finite-dimensional
on space £ =€ (R; ).

Proposition 3.3.21 ((CHEPYZHOV; VISHIK, 2002), Proposition V.2.3). Let g be tr.c. in E =
C(R; Z). Then
(i) every function ¢ € F(g) is tr.c. in E. Moreover, 7 (c) C A (g);

(ii) the set 7€ (g) is bounded in €,(R; Z"), that is, there exist u € 2" and r > 0 such that

supdy (o (s),u) <r, Vo € (g);
seR
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(iii) the set 7€ (g) is equicontinuous on R, i.e., giventy € R and € > 0 there is & = 8(€,tp) >0
such that for any t € R with |t —ty| < & we have

dy (o(1),0(t)) <&,  VoeH(g).
(iv) 6,7 (g) = H(g), forall h € R.

Proof. Let g € E be a tr. c. function, i.e., 5(g) is a compact subset of E. Denote I' := {g(-+h) :
heR} CE.
Proof of (i): Let o € .#(g). Then o(-) = lim,_. 0, (+) in E, with o, € T". So for each
n € N we have 6,(-) = g(- + hy), with h, € R. Now 6(+) = lim,, . g(- + h,) in E and therefore
for any fixed #p € R we have o (tp) = lim,—g(to + h,) in 2, ie., 0(ty) € m%
Hence
(6(t):1eRYC{g():1eR}) C 2 (3.53)

and so {o(t) : t € R} is a precompact subset of 2.

Now notice that ¢ is uniformly continuous on R. Indeed, since g is uniformly continuous
on R, given & > 0, there is § > 0 such that for any #,s € R, |t — 5| < 8, we have d o (g(1),&(s)) <
€/3. Then for n € N large enough we obtain

do (0(1),0(s)) <dg (0(t),8(t+hn)) +da (8(t+hn),8(s+hn)) +da (g(s+hn),0(s))

<3+

00
m

3 7

[OSHNG-

and o is uniformly continuous on R. Hence by Corollary 3.3.19, ¢ is a tr. c. mapping.
It remains to prove that .7°(c) C 7 (g). For that, notice that since 6(-) = lim, . g(- +
hy) in E it implies for any & € R that 6(- + /) = lim, . g(- + h, + h) in E and hence
{o(-+h):heR} CH(g),

and we conclude that 7 (o) C 7(g).
Proof of (ii): It follows directly from (3.53), since {g(¢) : t € R} is compact in 2 .

Proof of (iii): By Proposition 3.3.18, since .7#(g) is compact then given 7y € R and € > 0
there is 6 = 8(¢, 7o) > 0 such that for 7 € R with |t — 70| < & it follows d 3 (£ (1), & (1)) < &/3,
forall £ €T'. Let 6 € #°(g). So 6(-) =lim,_,e 0, (+) in &, where o, € I. Therefore, for n large

enough we have

doy (G(Z)7G(l‘0)) <dg (G(I),Gn(l‘)) +dog (Gn(t), Gn(t())) +dg (Gn(l‘o), G(t()))
DS

proving (iii).
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Proof of (iv): Let h € R be fixed. If 0 € 7(g), then o(-) = lim,,_0 g(- + h,) in E, where
h, € R. By the continuity of 6, : £ — X we have

0,0(-) = lim 6,g(-+hn) = lim g(- +hy + ),

and hence 6,7 (g) C 7 (g).

Conversely, 6_,0(+) = lim;, e 0_1,g(- +hy,) = lim, 00 g(- + hy, — h) and then 6_,0(+) €
S (g). Therefore we obtain o = 6,60_,0 € 6,5 (g), proving that 77 (g) C 6,5(g). O

In the following we establish several criteria for the hull .7(g) of a function g in
E=%(R; Z) to be finite-dimensional. We begin with a dynamical criterion via conditions on
a complete trajectory that goes through g of the group {6, };cr in E, and then we turn back to
conditions on g itself that ensure the hull #(g) is finite-dimensional. The following results were
established in (CUI et al., ) and extended our understanding about finite dimensional subsets of

the space of continuous functions.

3.3.3.2 A dynamical criterion
ForgEE:%(R;%),deﬁneé(g) ‘R—E, h— &S, by
EF = Oyg, heR. (3.54)

Then & (1) = (6,¢)(1) = g(t +h) fort,h € R, and 6,7 = &7 forall s,k € R. Hence, {&f }her
is a complete trajectory of the group {6, };cr on E with 58’7 = g, called the complete trajectory of
{6: }1er through g.

Theorem 3.3.22. Suppose that g € E = € (R; Z") and the complete trajectory 55) R—ZE
through g of {6, },cr is given as (3.54). If

(TI) ﬁ(g ) is Lipschitz continuous from R to E with Lipschitz constant L > 0;

(T2) there exist two finite-dimensional sets A and A_ in & such that the trajectory éf) con-
verges forwards to AL and backwards to A_, and the convergence rate is eventually

exponential, i.e., there exist constants C,3 > 0 and a time T, > 0 such that

dz(E8,AL) <Ce Pt and  d=(E%,A)<Ce P, wi>T, (3.55)

then the hull 77 (g) of g is finite dimensional in E with
dimp (#(g); E) < max {1, dimp(A4; E), dimp (A,;E)}.

Remark 3.3.23. The upper bound in the dimension is independent of the parameters L,C, 3 and
T..



110 Chapter 3. Non-autonomous dynamical systems

Remark 3.3.24. Theorem 3.3.22 is in fact a general result for any complete trajectory &(+) of any
group {6;};cr in a complete metric space E for which we could obtain the finite-dimensionality

of the trace {&(s) }ser in the phase space E.
Proof of Theorem 3.3.22. Notice that dimp (7 (g);E) = dimp (e%z(g); E), where

H(g) = {6,g:s€R} (without closure),

and, by (3.54),
H(g) = {6ig:seR} ={&8:5eR} = {ésg}seR'

Hence, it suffices to prove that
dimp ({E8}ser: E) < max {1, dimp (A4 E), dimF(A_;E)}.
For any € > 0, by the convergence (3.55) there exists a Tz > 0 such that
d= (&A1) <e, vt > T,
that is,

{&%Yi>1. C Bz(Ay,€).

In addition, by (3.55), i.e., since the convergence rate is eventually exponential, 7¢ is chosen as
C
T, =B 'In=
=B

for small € € (O,Ce’BT*] for which T > T.

Since by the (pre) compactness of A there is an &-cover of A

NE[A+;€}
AL C U BE()Cj,S), Xj€A+,
j=1

we have a (2¢)-cover of {£#},~7, such that

Nz[A ¢l
(&8} o1, CBz(Ar,e) C | J Bz(xj,28),  x;€A4.
j=1

This indicates that
Nz [{E8}io132€] < Ne[Ayse].

In the same way we have for the backward part that

Nz [{éi}»Tg;ZS] < Ne[A_se].
On the other hand, by the Lipschitz condition of 55) we have

LT,
Nz [{étg}|t|<Tg;2£} < Tg +1
LB~
€

1n§ +1, Vee (0,ce P,
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Hence, for € € (O,Ce_BT*},

LB~!

S

LB~! C
<3max{ [i 1ng+1,NE[A+;8],NE[A_;8]}.

Nz [{étg}teng} <

C
lng+ 1+Nz[A;;e]+N=[A_;é€]

Therefore, {£°},cRr is precompact in E, and

InNz [{ézg}zeﬂ%; 28}

dimp ({gtg}teR;E) = limsup

e—0+t —1n28
In <3maX{LﬁT_lln% +1,Nz[Ay;€],Ng [A_;e]}>
< limsup
e—0+ —ln2£

< max{l, dimp (AL E), dimF(A_;E)}.D

3.3.3.3 Criterion based on conditions for g

In the previous section we showed in a dynamical way an abstract result (Theorem
3.3.22) via the trajectory 55) of {6;};cr through g. Now we are interested in conditions for g
itself that can ensure the hull 7 (g) to be finite-dimensional. Our idea is looking for conditions

for g which imply conditions (7'1) and (7'2) of the trajectory é(g ) in Theorem 3.3.22.

The following lemma shows that the Lipschitz condition (7'1) is satisfied if g is Lipschitz.

Lemma 3.3.25. If g € E = €(R; Z") is Lipschitz from R to 2, then the complete trajectory
h— ﬁf through g is Lipschitz from R to E.

Proof. Suppose that g has Lipschitz constant Ly > 0. Then for each n € N we have

1 dYEE) 1 d"(g(+h).g(-+D)
201 4+dW(EFEF) 2" 14+d™ (g(-+h),g(-+1))

2™ (8 +h).8(-+1)

= L nax dy (g5 ), g(s+1)

2" se[—n,n]

N

1 L
<= max Lgh—Il=—|h—1I|, hleR.

2" se[-nn
Hence,
=1 d" (&R E)
dz(&.80) =} 5, e e < Lelh—1],
" ,;1 2 1+d™ (gL ) T
SO 5(‘?) is Lipschitz with the same Lipschitz constant as g. [

Now let us keep our focus on conditions for g ensuring (72). The following theorem
shows that (7'2) is satisfied if the tail of g converges exponentially to some admissible functions,

such as for example quasiperiodic mappings.
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Theorem 3.3.26. Suppose that g+, g_ € E =% (R; Z") are two functions with finite-dimensional
hulls 7€ (g+) and 7 (g_) in E, respectively. If g € E is a function such that

(G1) g is Lipschitz continuous from R to Z';

(G2) g converges forwards to g4 and backwards to g_ eventually exponentially, i.e., there exist
a time T, > 0 and constants C,3 > 0 such that

do (8(t),8+(1)) < Ce P and dy (g(—1),8-(—1)) < Cce P, Vt > T.. (3.56)

Then g is tr.c. in E and the hull 7€ (g) of g is finite dimensional in E with
dimy (#/(g):2) < max {1, dimp (H(g.):E), dimp (#/(g-);E) }.

Remark 3.3.27. We note that:

(i) The theorem indicates that the finite-dimensionality of the hull 7€ (g) of Lipschitz g € E is
fully determined by the properties of the "distant tails" of g(t) (for |t| = T).

(ii) Remark 3.3.20 implies that quasiperiodic functions in E = € (R; Z") are examples of g+
and g_.

(iii) By (CHEPYZHOV; VISHIK, 2002, Example V.2.2, page 99) the hull 7 (g) of such g as in

Theorem 3.3.26 with g and g_ being quasiperiodic is compact in X, and has the structure

o

H(g) = (g) U (8+)U A (g-),

where (g) := {6, : r € R}. Now we know that it is in fact finite-dimensional in
E=%(R,Z).

Proof of Theorem 3.3.26. Since g is Lipschitz, by Lemma 3.3.25 we know that the trajectory
55) through g is Lipschitz continuous from R to E, so (7'1) in Theorem 3.3.22 is satisfied. In the
following we prove (72) by condition (G2), and then the theorem follows.

Note that (3.56) is equivalent to that for some ' := (log,e)-f >0
dy (8(1),8+(t) <C27P"  and  dy(g(—1).g-(—1)) <C27P", wi>T. (3.57)

Without loss of generality let B/ € (0,1); otherwise we could take a smaller f € (0, 1) satisfying
(3.57). Also, let T, € N.

For any i > T, + 1 let us write it as h = nj, + p withn, € Nand p € [0,1). Then
d" (&S, Ohgs) = nax da (§5(5), Ohg+(s))

= max dy (g(h+s),8+(h+s))

SE[—n,n|

= dg
se[hrilf;(l+n] z (g(s) &+ (S))

<2 P foralln <ny—T, (so that h—n > T. +p).
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Hence, since B’ € (0,1), for all & > T, + 1 we have

o 1 é 78hg+)
dH 5 79hg+ n h
" n; 21 +d" (&), 0ng+)
_ - i (5h70hg+) + - 1 (éhaehg-i—)
n=1 27 +d(n)(€]§79hg+) n=n;,—T+1 271 1+d <€h79hg+)
n,—T (n)(£8 oo
< ind (gh ,0hg+) n Z ln (3.58)
n=1 2 1 n=n,—T,+1 2
B MRES IR S
<C 2 . —
n=1 2 n=n;—T;+1 2"
1 1) (np—To+1
— C2_Blh 2B —2(B ; )(’:" ) +2p—h+T*'
_2p-

Now we estimate the last term on the right-hand side. Since 8’ € (0,1) and nj, — T* > 0 we have
2B’ =1 _2(B"=1)(m~T:+1) < 1 and then by (3.58)

oy 2B =1 (B 1) (my =Tt 1) )
dE(éf’ethr) <C2 B 1_2[3'—1 _}_2P+T*_2 h

<2 Ph # 4T+l p=B'h

<Cp27Ph =T,

where Cgr := -+ 2T+ s a positive constant, so it follows

1— zﬁ/

= (&8 = inf = (&8
du(ghﬂ%ﬂ(ng)) GE%(g.,_)du(&h’G)

<dz(Ef,0hgy) (since Oygy € (g1))
<Cp2 Pt h>Tr 41

In the same way we have also
dz (&5, #(8-)) <Cp2 Pt h=T7 41,
Hence, condition (7'2) in Theorem 3.3.22 is satisfied as desired. [

Corollary 3.3.28. Suppose that g € £ = € (R; Z") is a Lipschitz continuous function that has a
bounded support, i.e., there is a T, > 0 such that g(t) = 0 for all |t| > T.. Then the hull 7 (g) of

g has fractal dimension less than or equal to 1:
dimp ((g);E) < 1.

Proof. Take g (t) =g_(¢t) =0 for all t € R. Then % (g+) = #(g—) = {0} (C E), and so
dimp (#(g+);E) = dimp (7 (g-);E) = 0. By Theorem 3.3.26 we conclude the proof of the
corollary. [
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3.3.3.4 Examples

From Remark 3.3.20, the hull of quasiperiodic functions in & = %(R;.2") has finite
fractal dimension in =, with estimates given by the frequence of the mapping. So based on
Theorem 3.3.26 and Corollary 3.3.28 we give the following examples represented in Figure
1 and Figure 2, portraits of maps which have hull with finite fractal dimension in Z as well.
We notice that these functions are not almost periodic functions according to Definition 3.3.3,
and then by Theorem 3.3.14 (Bochner criterion) the hull of them is not even compact in space
Ep = 6p(R; Z7). In other words, the hull of these functions represented in the following is
finite-dimensional in &, while we can not even calculate their fractal dimension in Z. It gives
us the clear information that in order to estimate the fractal dimension of uniform attractors
associated to non-autonomous dynamical systmes it depends a lot in which metric space the

symbol space is considered.

Figure 1 — Lipschitz functions with constant tails have hull with dimension < 1.

Figure 2 — Lipschitz functions with tails converging exponentially to periodic functions have hull with
dimension < 1.
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3.4 Application to parabolic equations with translation-

compact symbols

In this section, as application of our theoretical analysis, we prove the finite-dimensionality
of uniform attractors for two parabolic equations: the 2D Navier-Stokes equation and a reaction-
diffusion equation. The non-autonomous terms will be assumed to be continuous in time and
translation compact (tr. c.), so the hull could be finite-dimensional under conditions in Section
3.3.3. The results in this section were presented in (CUI et al., ).

The following lemma for tr.c. functions is useful for later purposes.

Lemma 3.4.1. Let (Z',|| - || 2-) be a Banach space and & := € (R; Z"). If g € Eis trc. in E (i.e.,
the hull 7¢(g) of g is compact in E) , then there is a constant ¢ = ¢(g) > 0 such that for any
01,0, € J(g) we have

/||01 (5)[f ds < 20D (dz(01,00) )", Wizt g 1

Proof. Given arbitrarily 01,0, € 7(g), denote by G(s) := 01(s) — 02(s). Then for all t > T we
have

t
J 181, ds =
-7

1—7T 1—7T
_ / 16(s+1)||% ds = /0 295745 0,5(5)|,- ds < 29~ /0 295 6:5(s)|%, ds
t r+1
q(1=7) Z / 27%6:6(s)||% ds ([r — 7] = the integer part of 1 — 7)

[t—r]-l—l

' [t—7]+1 1
<279y <z—q(l—1) max H@r ()||q%><2"(’_“rl ( Z 27" max |66 ()||£{) :

=1 €li—1,i sefi—1,i]

By Proposition 3.3.21, (i), 77 (g) is bounded in %, (R;.Z"), so there is an r > 1/2 such that
supseg [|0(s)|| 2~ < r holds uniformly for all o € 7#(g). Hence, sup,cp ||G(s)|| 2= < 2r. Since
50 > 4 forall 0 < a < band p >0, it follows that

1
151 as<
max._[16:5(s)].\ *

q
1 seli-
< 24(t=7+1) (22 i max ||6:6 ()HJ‘J) _ 9q(t=T+1) 2r s€li—1,]]
i

sefi—1,i] =1 Zl 2r
DI = it N S s VLAY
<2qt T+1 _ gzq I*T+3 q _
Y55 max 6500 “NE2TH max [6:600]0
- seli—1,i] - sefi—1,i]

< 24(t=7+3) .q <d3(9161 : 9162>> < 2q(1=7+3) .9  7q(|T|+1) <d3((;1,62)>q (by Prop. 3.3.17),

which concludes the lemma. O]



116 Chapter 3. Non-autonomous dynamical systems

3.4.1 2D Navier-Stokes equation

In this section we consider a non-autonomous version of the 2D Navier-Stokes equation
given in Section 2.2.7.2, Chapter 2, and use the smoothing property to bound the dimension of its

uniform attractor. For a bounded smooth domain & C R2, let H and V be the closure of the set
Vo= {VE (CB"(@’))Z : V-v:O}

over spaces (L?(€))* and (H{(0))?, respectively. We use || - || for the L? norm and (-, -) for its
inner product. Let A be the Stokes operator defined by

Av=—PAv, WweD(A)=(H*(6))’nV,
where P is the orthogonal projection onto the divergence-free fields H.

Defining the trilinear form

b(u,v,w) Z/u,aijdx

i,j=1

whenever the integrals make sense, we consider the following problem

d
8_? + YAu+ B(u,u) = g(x,t), (3.59)
Vou=0, ulpgeg=0, ul=r=ur, (3.60)

where x = (x1,x2) € O, t > 7, the unknown u = u(x,t) = (u'(x,1),u*(x,t)) is a velocity vector,
ur € H, y> 0is a constant, g(x,r) = (g'(x,1),g%(x,)) is the time-dependent forcing which is
considered as the symbol of the equation and B : V x V — V' is the bilinear operator defined by

(B(u,v),w) = b(u,v,w), Yu,v,w € V.

We have that A~! is a self-adjoint continuous compact operator in H and the following Poincaré’s
inequality holds

Aul> < |AZu)?,  Vuev, (3.61)
where A :=+/A; > 0, with A; the first smallest eigenvalue of A. For a detailed interpretation
about this setting see, e.g., (TEMAM, 1979; TEMAM, 1988; TEMAM, 1995).

As one of the most important mathematical model of physics, the Navier-Stokes equation
has been extensively studied in the literature. Particularly for the uniform attractor theory,
(CHEPYZHOV; VISHIK, 2002, Chapter VI.1) showed that with the forcing g being translation
bounded in L} (R;H), i.e., g € L2, (R;H) with

t
8122 o = 50 - |8 ds <o, (3.62)

the NS equation (3.59) is well-posed and generates a process Uy = {U,(t,7) :t > 7} in H.
Moreover, with the symbol space X defined as the hull J#(g) of g in L7 (R;H), i.e

Y:=(g)={6:g:r R},
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2

where the closure is taken under the topology of Lj .

L} (R;H) given by

(R;H) and 6, is the translation operator on

(6:8)(-) =g(-+1),
the solutions of the NS equation generate a (X x H,H)-continuous system {Ug(?,7) } gex of
processes in H by

Ug(t,f;uf):ug(t,f,uf)7 VZ‘}’L’, MTGH,GGE,

where uq(t,T,ur) is the unique solution of (3.59)-(3.60) with g replaced by . In addition, the
system {Us (2, T) } 5cx has a uniform attractor . which is bounded in V and compact in H.

In what follows we are going to study the finite-dimensionality of the uniform attractor
% in both H and V under a stronger condition for the forcing g. Basically, we assume that

g € E:=%(R;H) and has a finite-dimensional hull 77 (g) in E, (3.63)

where the metric d= of & in consideration is the Fréchet metric as in Section 3.3.3. Notice that,
when g is time Lipschitz continuous and quasiperiodic, the uniform attractor .o% has been shown
to be finite-dimensional, see (CHEPYZHOV; VISHIK, 2002, Section IX.2). Now thanks to the
analysis in Section 3.3.3, g is allowed to be more general. Theorem 3.3.22 shows that examples
of g satisfying (3.63) can be Lipschitz continuous functions with tails eventually exponentially

converging to quasiperiodic functions g and g_ satisfying (3.56).

In the following we will consider the symbol space X as the hull 77 (g) of g in (E,d=),
for which by assumption we have dimg(X;ZE) < oo. In addition, Proposition 3.3.21, (ii), shows
that ¥ is bounded in 6, (R; H), i.e., there exists a constant c, such that

supsup || o (s)|* < cg. (3.64)
ocXseR

3.4.1.1 Uniform estimates of solutions

We now derive some uniform estimates of solutions needed for our later analysis. In the
following we denote by uq (¢, T,u;) the solution of the NS equation (3.59) with g replaced by o
corresponding to the initial value u; at 7.

Lemma 3.4.2. (ROBINSON, 2001, Proposition 9.2) In the 2D Navier-Stokes equation we have,

for some c1,co >0,
1 1 .1 1 1 1 1
cillull 2[|Azul|lz||A2v]|[|w]2[|A2wl[2, wvweV,

|b(u,v,w)| < [T S B Bt 1
calul|z||Azul[z[|A2v]|2||Av]|2|lw]l,  uweV,veD(A),weH.

(3.65)

Lemma 3.4.3. Foranyt > t and u; € H the solution us(t,T,uz) of (3.59) has the uniform (w.r..
O € X) estimate

sup [|ug (,7,u7) |* < e ugl* + ¢, (3.66)
ocr

t
sup | ||AZug (s, T,uz)||? ds < ||ue||* + e, (3.67)
ocexXJT

where ¢ > 0 is an absolute constant independent of ¢ € X.
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Proof. Let ¢ € X and denote simply # = u¢. Taking the inner product of (3.59) (with g replaced
by o) with u in H we have

1d A
5 P+ 7143l = (o,0) < ZL Nl + clo
Hence, by (3.61) we obtain
d 1 Ay
31l Al + vllaul® < ZFllul® +ello]l?,
and then q
1
3P+l +lla2u)? < cllo]*
By Gronwall’s lemma we have
t | t
Hu(t)|!2+/ e | AZu(s)|* ds < e_(’_f)llu(f)llerC/ e o(s)| ds,
T T
and then
t t
Ju@) [P+ [ atu@) P as < e CNu(@lP e [ eI o)Pds (G68)
T T

Notice that t 0
sup [0 o(s)|ds =sup [ eals+ )| ds
cerJ/ 11

cexXJT
0
=sup [ €'[jo(s)]*ds
oeXJ Tt
< ¢ (by (3.64)).
Therefore, from (3.68) the lemma follows. O

Lemma 3.4.4. For any bounded set E C H with ||E|| <R (i.e. ||x|| < R for any x € E) there

exists a constant cg > 0 such that the solution us(t,T,uz) of (3.59) has the estimate

1 4 c
sup sup <||A2u6(t,r,uf)||2+/ |Aus (s, ‘L',uf)||2 ds) < —R~|—CR, (3.69)
ocXu€E t—% £

whenever t — T > g, with € € (0,1].

Proof. Let o € X and denote simply u = u. Taking the inner product of (3.59) with Au in H we
have by (3.65) that

1d, 1
5 Akl + y)Au? = (0,Au) — b(u, . Au)
1 1 3
< lloll|Aul] + calu]| 2 [|AZ ul][|Au||2.

Since by (3.66) we have the uniform bound |us(¢,7T,u;)| < cg for some cg > 0 for all ¢ > 7,
o € X and u; € E, it follows that
1d, .1 1 3
EEIIAWHZJWHAMHZ < llollllAull + cl|Azul|[|Aul|2

1
< 2 lAul* + cllAbul* + cllo],
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and then
—\|A2u\|2+\|AuH2 cllAzul* +¢| o]

By Gronwall’s lemma, for all # > s > T we have
to 1
AR P [T g P ag
N |
< ef§C|A%M(n)|zdnHAEM(S)HZ_|_/teféc||A2M(Tl)|2d11”6(§)|’2 dé.
S

Integrate the above inequality w.r.t. s over (f — %,t — £) to obtain

SlatuP+ 5 [ TRy gy 2 ag
3
' ! Le lu 2
</l_3 J¢ clazutn DI IEMe )|]2ds+3/_2£ef§ ISP )P dE (370,

J!2e clAu(m)|Pan
< ([ s ases [ lotl? ag).

Hence, since by (3.66) and (3.67) we have the bound

' . 2 2e
/[28 ||A7u<77)”2 dn < Hu(r—28/3)H +ce3 (by (3.67))

<e T |uP+ctced  (by (3.66))
<R+, (sincer— 7> € and € € (0,1])

for all u; € E, it follows from (3.70) that

€. 1 e [ €. .1 E [T (LelAZu(m)?
Slatu P+ [ @) g < Slatu)P+ 5 [ BT aue) 2 o

wlm

<entSen [ o(@)IP g

£
<cr+ gcch (by (3.64)).

The proof is complete. 0

3.4.1.2 Lipschitz continuity and smoothing on bounded sets
Take arbitrarily o; € X and u; ; € H, j = 1,2. Denote by 6 = 61 — 0y, and fort > 7
I/_l — ﬁ(t, T) = ugl (t, T, uf,l) - ucz (t, T, u172),

the difference of the two solutions corresponding to initial data u; ; € H, respectively. Denoting
u; := ug,, for i = 1,2, then i satisfies

i _ - i) =6
E_}_'}/AI,¢—|—B(u,l/t1)‘f—B(MZvu) =0, (3.71)

Vii=0, ilye=0, dl=c=ur1—urp.
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Lemma 3.4.5 (X x H,H)-Lipschitz). For any bounded set E C H with ||E|| < R there exists
a constant cg > 0 such that the difference of two solutions defined above with initial values

ur1,urp € E satisfies
(e, z,a() |* < el IO a(o)|P + cpe D (dz(01.02)) 7.

whenever t — T > g, with € € (0,1].

Proof. Take the inner product of (3.71) with & in H to obtain by (3.65) that

||M||2+3/||AZM||2 —b(it,uy,it) — b(uz, i1, it) + (G, it)
1_ 1 _
< erllalllA2a[A2u || + (5, a)
1 1
<Tjada? +claliati P+l o)
where we have used the fact that b(u, i, i) = 0 and the Poincaré’s inequality (3.61). Hence,
2 2 2 2
—HuH + [l Azal? < clAzu ||l + |5
By Gronwall’s inequality, for any # > 7 we have
t 1
||ﬂ(t)”2_|_/ e.ﬁt’llAzul(n)llzdnHA%g(S)HZ ds <
T

o JElATu ()N |20 o (12 LtelAZu (PN s oy 12
<e la(t)|[“+c [ e |6 (s)[|” ds (3.72)
T

. 5 1
< liemtnmian (a5 as).
T
Since r — 7 > €, with € € (0, 1], by (3.67) and (3.69) we obtain

t 1 5 T+E 1 ) t | 5

[ et an= [ clatum P an+ [ cladu ()P an
2 CR

< <c||u171|| +ce€> +c(t—(t+¢€)) <? +CR>

< CR+(I_T>C?R7

where cg > 0 is a constant depending on R but independent of o, €, ¢ and 7. Hence, by (3.72),

- % 2 1
)P+ [ At P ds < ][>+ [ e Wi atag) 2 g
(3.73)
<ecR+(l T)-k ( H2+/ ||G H2 dS)
which along with Lemma 3.4.1 concludes the lemma. ]

Lemma 3.4.6 (£ x H,V)-smoothing). For any bounded set E C H with ||E|| < R there exists
a constant cg > 0 such that the difference it of two solutions with initial values uzj,uzp € E
satisfies

HA%ﬁ(t,r,ﬁ(r))Hz el D% [HM( 7)|* + €l (dE(Gb@))Z]v

whenever t — T > g, with € € (0,1].
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Proof. Take the inner product of (3.71) with A in H and use (3.65) to obtain

||A2M||2+’}/||Au||2 —b(i,ur,Ai) — b(up, i, Ail) 4 (6,Ai) <
1 _ 1 1 1 1_.1 _n3 — _
\cz||u||2HA2u||2||A2u1||2||Au1||2||Au||+cz|!uz||2||A2qu2||A2u||2||Au||2+(6,Au)
_12 TR S 21 A% 121145 =12 =12
< vllAdl| +c(HuHHA2uHHA2u1HllAul||+Huzll [A2us |7 ]| A2 i )+cHGH
_12 12 2 2 20 4% =112 =112
< vlAdll +c(||A2u|| [[Aur[|7 + [z ||| Auaz| |7 [| A2 )+cll6|| :
Hence,
d 1_.5 2 2 2 1_12 ~112
ARl < (1w 2+ ez P | Aus |2 A 2]+ cll
By Gronwall’s lemma we have
A2 (1) || < e ellAmmIP+lua(m) PlAwmIP)dn| 43 5(5) 12+

+/t o C(||AM1(71)\|2+||M2(71)\|2||Auz(ﬂ)\|2)drl||6(§)H2 dé, Vi>s>T.

Now, for r — 7 > €, with € € (0, 1], integrate the above inequality w.r.t. s over (r — €/3,1) to
obtain

EHA%LY(I)HZ < /t efs’C(IlAul(71)H2+|qu(n)HzllAuz(n)Hz)dn“A%b—t(S)HZ ds+

3 _E
3

t

+ § et ellAn Il Plaw(mPdn 5 2112 g
Z—,

c u 2 u 2 u
ge]f__g (A (M) [F+lluz (M) 17| Auz () | )dn(/ 1A iﬁ( ”2 ds+/ 16 (s) ||2 ds>

(3.74)
Since by (3.66) we know that |uy(1)|? is uniformly bounded, by (3.69) we have

[ el () P+ sl ) an < x [ (lAm P+ awm]P) an

=3

CR
< ?‘l‘CR?

where cg > 0 is a constant depending only on R and independent of ¢. Therefore,

€
Slata P < e [atag ot [ 1o o) by G.74)
< el Fter) . gertt=7) (H H2+c/ Hé(s)szs) (by (3.73))
(t—14+3)R 2 ct—t+T)) (7 2
Se (H 1(7)]|” +ce (dz(01,02)) ), (as € € (0,1])
where the last inequality follows by Lemma 3.4.1, and then the lemma is concluded. [

3.4.1.3 Finite-dimensionality in H and in V of the uniform attractor

Now we are ready to conclude that the uniform attractor .@% of the 2D Navier-Stokes
equation (3.59) has finite fractal dimension in both H and V'.
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Theorem 3.4.7. Assume that the symbol space ¥ is finite-dimensional in E = € (R;H), i.e.,
(3.63) holds. Then the fractal dimensions in H and in'V of the uniform attractor <% for the 2D
Navier-Stokes equation (3.59) are both finite.

Proof. Remember Theorem 3.2.1. With X := H and Y :=V, (Hy) is clearly satisfied. Lemma
3.4.5 (with 7 =0 and € = 1) proves (H») and (H3), and finally (Hs) is proved by Lemma
3.4.6 (taking o1 = 07). Therefore, by Theorem 3.2.1 we conclude that the uniform attractor is

finite-dimensional in H.

On the other hand, since Lemma 3.4.6 with# = € = 1 and 7 = 0 proves also (Hg) for7 =1
and 6; = &, = 1, by Theorem 3.2.3 we have the finite-dimensionality of the uniform attractor in
V. [

3.4.2 A reaction-diffusion equation

In this section we study the following reaction-diffusion equation

v
E—i—?tv—Av-f(v)—kG(x,t), (3.75)
v(x,t) =z = vi(x), v(x,1)]y0 =0, xXel, t>1,

where & C RY, N € N, is a bounded smooth domain and A > 0 is a constant. The nonlinear term
f(-) € €' (R;R) is assumed to satisfy the following standard conditions for all s € R:

f(s)s < —ouls|” + By, (3.76)
f(9)] < als]? ! + o, (3.77)
()| < Kals|P 2 + 1, (3.78)
F(s) < —xalsP2+11, (3.79)

where p > 2 and all the coefficients are positive constants. Note that condition (3.78) is in fact

equivalent to the following form commonly used in the literature:

£ (s1) = f(s2)] < clst — 2| (L4 [s1[P 2+ |s2]P72). (3.80)

The following result was obtained by (CUI; KLOEDEN; ZHAO, , Corollary 3.3) and will

facilitate our computations later.

Lemma 3.4.8. (CUI; KLOEDEN; ZHAO, , Corollary 3.3) For any €' -function f satisfying
conditions (3.76), (3.77) and (3.79) there are positive constants cy,co > 0 such that

—(f(s1) = f(52)) (51— 52)[s1 — 52|" = cils1 — 2/ — eals1 — 52| H2,

foranyr>0andsy,s, € R.
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The non-autonomous symbol ¢ is in a symbol space X constructed as the hull 7 (g) of
a given non-autonomous function g € & := %(R;Lz(ﬁ)), ie.,

L=(g):={6g:r R},
where the closure is taken under the metric dz of Z as in Section 3.3.3. We suppose that X has
finite fractal dimension dimz (X;E) < oo. In Section 3.3.3 we gave examples of such functions.

Let
H:= (L*(0),]-]), Vi=Hy(0) and  Z:=(LP(O),||p)-

Then the reaction-diffusion equation (3.75) is well-posed in H and, similarly to the Navier-Stokes
equation studied in Section 3.4.1, its solutions generate a system {Us (¢, T) } sex, Of processes in
H by

U0<t,T;VT):V0'(t,T,Vf), VIET, VTGH,GGZ,
where v (2, T,v¢) is the unique solution of (3.75). In addition, the system {Us(Z,T) } 5y has a

uniform attractor % .

In the following we shall see that the uniform attractor .o is finite-dimensional in H by
Theorem 3.2.1 and, moreover, finite-dimensional in the Banach space Z = L” (&) by Theorem
3.2.3. It is known that for all p > 2 the solution of the reaction-diffusion equation is (H,V)-
continuous in initial data, as one can see in (CUI; KLOEDEN; ZHAO, ). However, in order to
verify the (H,V)-smoothing property (Hs), which is stronger than the (H,V)-continuity, we
need the following additional assumption on the growth order p of the nonlinearity:

rz2, N=12
< 2N-2
2<p< N_2 N =3,
which ensures the continuous embedding V — L??~2(&) with
|ul|2p—2 < c||Vul], YucV, (3.81)

for some ¢ > 0, as you can see in (ROBINSON, 2001, Theorem 5.26).

3.4.2.1 Uniform estimates of solutions
We begin with some uniform estimates of solutions.

Lemma 3.4.9 (Uniform estimates in V and Z). There is an absolute constant ¢ > 0 such that
any solution of the reaction-diffusion equation (3.75) with initial value v; € H has the uniform
(w.rt. o € X)) estimate

T+E€
sup(enva M+ [ [ e vets) H;’stdr)\ eEllvelP te(e +1). (382)

1
sup Vv (1) < ||vf||2+c<—+1), (3.83)
ocey € £

whenevert > T+ €, with € > 0.
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Proof. Let o € ¥ and denote simply v = vs. Taking the inner product of (3.75) with v in H we
have

1d
s IMIEH AP+ IV = (F(),v) + (0,v)
P 2 A 2
< —ar|vlip+etellol?+ SV by 3.76)),

and then q
5||V||2+ VP + vI[5 + |Vv]1* < e+ cfo|*.

Hence, by Gronwall’s inequality, for any ¢ > T we have
2 ! 2
O+ [ e () + 19v(s)]2) ds <
t
<@ 4e [ (14 0()P) ds (3.84)
T

<e D>+, (by (3.64)).

Taking the inner product of (3.75) with |[v|?~2v in H, we obtain

1d _ _
—5IIVHZ+7L|IVII,’§<(f(V),IVIP V) + (o, |v[P)
p o (3.85)
_ 1. 12p—2
< () WP2) + L33 + ello,
where we have used the fact that
_/ Av(|v]p_2v)dx:/ Vo V([v]P~2v) dx > 0.
% %
By (3.76) we have
FO) < —au|v|P + B,
and so
(PO 172) < [ (= el 2+ Bilvl?2) ax
o
g/ (—alyv|2”*2+—l|v12p*2+c>dx
% 2
ar 2p-2
<=3+
Hence, from (3.85) it follows
iz P 22 2 3.86
g s+ IVIE+ Vi, < cllol” +c. (3.86)

By Gronwall’s lemma, multiply (3.86) by ¢’ and then integrate over (r,¢) for r € (7,T+€) to
obtain
" —(t-s) 2p-2
VOl + [ eIl ds <

t

(3.87)
< ce_(t_r)||v(r)||§+c/r e 9 (o (s)|2+ 1) ds.
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Integrating (3.87) over r € (7,7 + €) yields

ellvr \”+/ eI I3S asar <

<c /T eIy ()HPdr+sc/T 9 (|lo(s)|+1) ds

T+E€
gc/T = |u()||7 dr + ec,

where the last inequality is because the symbol space X is bounded as a subset of €;,(R; H) by
Proposition 3.3.21, (if). Since, by (3.84),

t
[ eIl dr <e v P e,
we have
elv(r) ||P+/ / =) u(s) 222 dsdr < e[|y 2+ (1 +€).

Since all the estimates above are independent of o € X, then (3.82) is proved.

Taking the inner product of (3.75) with —Av in H, by (3.77) we have
1d
55|WVH2+1HVVH2+ 1AV = (f(v), —Av) + (0, —Av)
2p—
< | Av[P+e|vl35 23 + ¢ +cllo]?,

and then

2 2 2p—2 2
—HVVH HIWI” < clpvlizp— +ellol” +c.

Hence, by Gronwall’s lemma, for all > 7+ € and r € (7,7 + €), we obtain

t
V@) < e TP te e (1) 1353+ o) P+ 1) ds

t
<e—<’—’>||Vv<r>||2+c/, T us) gy ds e, (by (3.64)

where ¢ > 0 is independent of ¢ € X. Integrating the above inequality over r € (7,7 + €) we
have

T+E€ T+E€ pt
elViIP< [ eIV arre [ [ e (s 573 dsdr+ce

T+E€ ot 2p_2
ge—e||vf||2+c/ / e—(f—s)||v(s)||2$_2 dsdr+c(e+1) (by(3.84))
T r

<ce || +c(1+¢). (by (3.82))

The proof is complete. ]
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3.4.2.2 Finite-dimensionality of the uniform attractor in H

In this section, making use of Theorem 3.2.1 we shall see that the uniform attractor 2% of
the reaction-diffusion system (3.75) has finite fractal dimension in H. To this end, we now prove
a (X x H,H)-Lipschitz property which implies conditions (H,) and (H3) in Theorem 3.2.1.

Denote by v (t,0;vp) the solution of (3.75) corresponding to initial value vo € H att = 0.
Given 01,05 € X, define 6 := 67 — 02. Then the difference v(t) := v, (1,051 0) — Ve, (£,05v20)

of two solutions satisfies

av
—+AV—AV = f(v1) — f(v2) + G,
> F) = £(v2) .
v(x,1)|i=0 = vio(x) =v20(x), ¥(x,1)]56 =0,
fort > 0 and x € &, where we used the notation v; := vg,(#,0;v;0), j = 1,2.

Lemma 3.4.10 (X x H,H)-Lipschitz). There exist positive constants Cy,3 > 0 such that for all
01,02 € Xand vy ,v20 € H the difference of any two solutions satisfies

2
[V, (,0:v1.0) = ves (1,020 I < CreP* [ w10 = vl + (d(01,2))°|, ve >0,

Proof. Taking the inner product of (3.88) with v in H we obtain

1d, _ _ _ _ = =

S P+ AP+ IV = (£(v1) = £(v2),7) +(6,7)
< —allPl5+eall7l* + 1|5 [17]] - (by Lemma 3.4.8)
<

_ 12 =112
—ci|[vl|p +cllvl*+ 1617,

SO

d, _ _ _ _ _
SIPIZ 915+ 1Vl < el 7 + <[5
By Gronwall’s lemma, for all ¢ > 0 we have
t t
PO+ [ 0 (Il + 1V7()|2)ds < e [FO) +¢ [ &) ds, (389
0 0
where ¢ > 0 is a constant depending only on cy,c2,A. Since by Lemma 3.4.1 we have
t ) ) t
| e NeGIR as<e [ 1561 as
0 0
2
< ce” <d3(61,02)) , Vt=>0,

then from (3.89) we prove the lemma. L]

Now we establish a uniform (w.r.t. o € ) (H,V)-smoothing property on bounded sets
by which condition (Hs) of Theorem 3.2.1 is fulfilled. Let ||D|| := sup,,cp ||u|| for D C H.
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Lemma 3.4.11 ((H,V)-smoothing). For any T > € > 0 and bounded set D C H with |D|| <R,
there is a constant Ce 7 g > 0 such that the difference of any two solutions of the reaction-diffusion

equation (3.75) with initial data in D satisfies

sup [|Vve (£,05v10) — Vo (t,0:v20) |1 < Cergrllvio —vooll®, Vi€ (e,T),

oex

whenevervio €D, j=1,2.

Proof. For any o € X we denote by vg(t) := v (f,0;v10) —ve(t,05v2) the difference of two
solutions. Then v satisfies
Vg
—— +Avg — AV = f(v1) — f(v2),
o1 c c f(l) f( 2) (3.90)
Vo (%,1)[1=0 = v1,0(x) =v20(x), Vo(x,1)|56 =0,

for r > 0 and x € 0, where we wrote for short v;(t) := vs(t,0;v,0), j = 1,2. Let us drop the

subscript “ 5" since the analysis in the following is independent of it.

Taking the inner product of (3.90) with —Av in H, we obtain
I1d o 112 112 -
S IR+ R IVHR + A7 = (1) = £(v2), ~a7)
<c [ (ml 2l n)mar ar - Gy G.50)
%

< ||AVH2+C/ﬁ(\V1 PP PP [ et e 1

2 2p—4 2p—4 |1 -2 02
< AP+ (lvillsh =5 + Ivallah ) 19115, +cl7)1*
Hence,
d o2 2p—d 2p—dy | <112 2
ARl <c(villah s+ vallah ) 191152 +cllvl*, > 0. (3.91)

Note that, by (3.83) with 7 = 0, for solutions with initial data in D we have

sup HVv(t,O;v(O))H2 < &HV(O)Hz—%C-}-C(——% 1)
cexr € € (3.92)
< Ce R, vt P €,

where c¢ g > 0 is a constant that depends only on €,R > 0, and the value may change from
line to line. Hence, by the continuous embedding V — Lzl’_z(ﬁ ) with (3.81), from (3.91) and
Poincaré’s inequality it follows

d V - — - —
SBR[Vl 4 [V -l ]
Scerl|VR|R,  t>e. (by(3.92)

By Gronwall’s inequality we have

IVo(0)|? < eert|i(s)[?, Vizs>e,
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and then integrate the above inequality over s € ('5£,¢) to obtain

t+¢€ ro.
EIVIIP < [, e vn(s)| ds

2

t
< eCerlite) / IV(s)|2 ds

=€

2

< eRUTE) T 15(0)))?,  (by (3.89) with & = 0.)

Hence, for any 7 € (¢,T] with T > € we have

ng‘R(t‘i‘E) et
(t+¢€)/2

ng"R(T+£)

< |I5(0) |~
—[70)]

Since all the constants are independent of ¢ € X, the lemma follows. ]

IVo(o)]? < Ol

Now we are ready to prove the finite-dimensionality of the uniform attractor in H.

Theorem 3.4.12. The uniform attractor <5, of the reaction-diffusion equation (3.75) has finite
fractal dimension in H, i.e.,
dimp (s H) < oo.

Proof. Take X := H and Y :=V. Then clearly Y is compactly embedded into X as required by
(Hy) in Theorem 3.2.1. In addition, (H,) and (H3) are implied by Lemma 3.4.10 while (Hs) by

Lemma 3.4.11. Hence, since (H)) was given by assumption we have the theorem. [

3.4.2.3 Finite-dimensionality of the uniform attractor in Z = LP(0)

In the previous section we have proved that the uniform attractor .o is finite-dimensional
in H. On the other hand, by estimate of solutions (3.82), the uniform attractor o5 is also
bounded in Banach space Z = L”(&). Now, using Theorem 3.2.3 we show that it is in fact
finite-dimensional in Z. We need the following property which proves (Hg).

Lemma 3.4.13 ((X x H,Z)-smoothing). For any T > 0 there is an absolute constant Ct > 0
such that for all 61,0, € X and vy o,v2,0 € H we have

2
[va, (5,05v1.0) = ve, (5,05v20) |5 < Cr [||V1,0 —va0l*+ (dz(01,02)) ], Vs e (T/2,T].

Proof. Denote by v(s) :=ve, (5,0,v10) — Ve, (s,0,v2,0) and & = 61 — 05. Then 7 satisfies (3.88).

Taking the inner product of (3.88) with |#|7~27 in H we have
1d,_ _ 1 p—D —
S+ 21— | A1) ax =
= [ (60 = s )5 27 det | Sl 2
< —allFI2 2+ eall7n + /ﬁ 5P 25dx  (by Lemma3.4.8)

Cly_2p=2 . =12
<=5 vl 2 +eallwlp+ellolf”.
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Since
_ / AR (|7]P~25) dx = / Vi V([5729) dx > 0,
o 7%
we obtain
Sl + 19122 < el +cllo]2, >0 (3.93)
dlvP Vlyp—a S|yl +c , . .
Note that : d
_ip 1= _
g olp = pr? Pl + 1P A1l
Hence, multiplying (3.93) by t” we have
d, _ 1y _2p—2 d, _ _2p—2
g 17llp = pr” HwlD -+ lvl5p 5 = el [ A
< ct?||7)lf + et (|51,
and then d
= ~1\ 5 =112
G715 < (e + pt” D)5 + e 15
Multiplying both sides by ¢,
d, _ _ _
e Ivlp < e+ Dlesllf + e Mo )%, o> 0. (3.94)
Integrating the above inequality over ¢ € (0, s), for s > 0, we obtain
td e 506\ 1P S es(eP
| e lestoy i d = slss)lls = [ o)
S N
<c(s-|—1)/ |9 () (|5 dt-l—c/ P16 (r)||? de.
0 0
Then,
N S
slspo) Il < cls+1) [ esto)llp de+e [ o) a
0 0
N N
<o+ 157 [y deres! [Cato))? ar
0 0
Since
S N
[ 1ol ar < [ e stey g ar
0 0
N
<O+ [ oW by G5,
0
we have
N S
Sss(o)p < cls- D5 (o) 4 [t D601 ar )+ [t a
0 0
N
<c(s+1)spe“(|]\7(0)H2+/ 16 (1) ||? dt), Vs > 0.
0
Therefore, for any s € (%, T] with T > 0, by Lemma 3.4.1 with T = 0 we have
T, _ p - p cs — 2 S A 2
S PO < slPs)llp < els+ De™  [IWO)7+ | -l @)]| dr
<e(T +De | [7(0) |2+ 2 (dz(o1,52))? .
The proof is complete. ]
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Theorem 3.4.14. The uniform attractor <5 of the reaction-diffusion equation has finite fractal
dimension in Z = LP(0), i.e., dimp(25k;Z) < oo.

Proof. By Theorem 3.4.12 the uniform attractor is finite-dimensional in H, Lemma 3.4.10 proves
that the system is (X x H,H)-continuous and Lemma 3.4.13 proves (Hg). Then by Theorem
3.2.3 we conclude the finite-dimensionality of % in Z = LP(0). O
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CHAPTER

A

NON-AUTONOMOUS RANDOM
DYNAMICAL SYSTEMS

In this chapter we want to study non-autonomous random dynamical systems and more
especifically to provide criteria in order to estimate the fractal dimension of random uniform
attractors. In this case we are considering stochastic perturbations of non-autonomous dynamical
systems and trying to capture its dynamical behavior. In this situation we have two flows acting
on the system and in which must be considered simultaneously in any approach. Based on
the techniques developed in last chapter for non-autonomous dynamical systems and uniform
attractors, especially in Section 3.2, in this chapter we adapt them to the setting considering
now stochastic perturbations. The point is that due to the stochastic nature of the problem this
adaptation must be done carefully and they do not follow immediately step-by-step.

Recently introduced in (CUI; LANGA, 2017), the random uniform attractor is the objetc
in the setting of non-autonomous random dynamical systems emulating the uniform attractor for
the deterministic setting. However, in this case the attracting and absorbing notions are taken in
the pullback sense, and forward versions hold particularly in a probability sense. Our aim in this
chapter is to study the finite-dimensionality of the random uniform attractor in Banach spaces
obtaining for that explicitly estimates on the fractal dimension (due to the stochastic nature of

the problem estimates are expected to depend on random parameters).

Based first on a smoothing property for a non-autonomous random dynamical system
(which emulates the respective property in a deterministic setting), we are able to obtain estimates
(which surprisingly do not depend on random parameters) on the fractal dimension of random
uniform attractors. We are also able to obtain estimates on the dimension in more regular spaces
just as in the deterministic setting. Absorbing properties are a problem here and we have to
construct an absorbing random set which absorbs itself after a deterministic period of time - what

is not expected in random settings and so it must be done carefully.

Besides our smoothing method works well from a theoretical point of view, in applica-

tions to stochastic evolution equations we find it difficult to hold because of technical issues
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related to the boundedness of the expectation of some random variables. We develop then a
method based on a squeezing property (which has been used in other settings on the estimate
of dimensions) which seems (at least up to this state of the art) more applicable to problems
on stochastic differential equations. Finally, we consider a stochastic reaction-diffusion with an

additive white noise and obtain estimates on its random uniform attractor in spaces L* and H|.

This chapter is organized in three parts as follows. In Section 4.1 we introduce the
theory of non-autonomous random dynamical systems and random uniform attractors via the
skew-product approach as in (CUI; LANGA, 2017). Then in Section 4.2 we give criteria
(based on smoothing and squeezing properties) to estimate the fractal dimension of random
uniform attractors. Finally, in Section 4.3 we obtain estimates on the fractal dimension of a
random uniform attractor for a stochastic reaction-diffusion equation applying the methods just
developed in the previous section. The new results in this chapter are given in (CUI; CUNHA;
LANGA,).

4.1 Non-autonomous random dynamical systems: random

uniform attractors

In this section we introduce the basic setting of random uniform attractors associated to
non-autonomous random dynamical systems, which was recently proposed in (CUI; LANGA,
2017). The approach is similar to that of deterministic dynamical systems but the random nature

of the problem brings together additional issues.

4.1.1 Non-autonomous random dynamical systems

Let (E, dg) be a separable complete metric space and let {6;}cr be a group of contin-
uous operators acting on E, i.e., 6o = ¢ and 6;(0;,0) = 6,0 forall ¢ € E, ¢,s € R, and for
each s € R, 6, : £ — E is a continuous mapping on E. Let £ C X be a compact subset of E which
is invariant under {6y}, i.e., O,L =X, for all s € R.

For a set A let Z8(A) be the Borel sigma-algebra of A. Denote by (Q,.%, &?) a probability
space, which need not be &?-complete, endowed also with a flow {0, };er, ¥ : Q — Q, satisfying
the following conditions:

i) Y =Idg;
i) 9,Q=Q, forallz € R;
iii) Oy 0V = Vy4y, forall t,s € R;
iv) (t,0) = %is (B(R) x F,.F)-measurable;

v) {O}ier is P-preserving, i.e., Z(F) = P (F),forallt <0and F € .F,;
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Groups {6; };cr and {9 },cr acting on E and €, respectively, are called base flows. As we do
not assume the probability space (Q,.#, Z) is complete, we shall not distinguish between a full
measure subspace Q and Q, that is, by saying that a statement holds for all ® € Q we mean that

it holds on Q almost surely.
Let (X,]| - ||x) be a separable Banach space. The definition of non-autonomous random

dynamical systems is given as in the following.

Definition 4.1.1. A mapping ¢ : RT x Q x ¥ x X — X is said to be a non-autonomous random
dynamical system (abbrev. NRDS) on X (with base flows {0 };cr on Q and {6, };cr on ¥) if

(i) ¢is (B(R") x F x B(X) x B(X),PB(X))-measurable;
(ii) ¢(0,w,0,-) =Idx, forall 6 € L and ® € Q;
(iii) it holds the cocycle property for each fixed 6 € X, x € X and ® € &, i.e.,
O(t+s,mw,0,x) = ¢(t,9%0,0,6)0¢(s,w,0,x), Vt,s e R,

where ¢ (t,9,0,0,6) 0 ¢(s,w,0,x) := q)(t, %0,0,0,0(s, 0, G,x)).

An NRDS ¢ is said to be (X x X,X)-continuous if for fixed t > 0 and ® € Q the mapping
(0,x) — @(t,w,0,x) is continuous from L x X to X.

Remark 4.1.2. In applications an NRDS ¢ is typically generated by an evolution equation with
both a non-autonomous forcing (in space £) and random perturbations, while ¥ is formulated via
all the time-translations of the forcing. In this case, the forcing is called the (non-autonomous)

symbol of the equation, and the space X is called the symbol space of the NRDS ¢.

Definition 4.1.3. A random set D(-) in X is defined as a random mapping D: Q — 2X\ 0, @
D(®), which is measurable, i.e., the mapping ®  distx (x,D(®)) is (%, B(R))-measurable
for each fixed x € X. If each image D(®) is a closed (resp. bounded/compact) subset of X, then

D is called a closed (resp. bounded/compact) random set in X.

A random set D is often identified with its image {D(®)},cq and given two random
sets D and D, we say that D is inside D, if Dy (@) C D>(®), for all ® € Q. We represent it
simply as D C D».

Denote by Z a collection of random sets in X satisfying:

* 9 is neighborhood-closed, i.e., for each D € & there exists & > 0 such that the closed
&-neighborhood By (D; &) of D belongs to Z;

* 9 is inclusion-closed, i.e., if D € & then any random set D; with D; C D is such that
D, e 9.
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For us & works as the collection of elements expected to be attracted by an attractor and
we call it an attraction universe. In Section 4.2 we shall take particularly & as the collection of

all tempered random sets, see (4.18).

As in the autonomous and non-autonomous deterministic setting, for the random case we
have the analogous notions of attraction and absorption. Remember the Hausdorff semi-distance
disty (A, B) := sup inf ||a — b||x, for A, B € 2X\0.

aeA bGB

Definition 4.1.4. Let ¢ be an NRDS on X. A random set %8 C X is said to be a uniformly
D-pullback attracting set under the action of @ if for any D € & and any ® € Q we have
sup disty (¢ (1,90, G_tG,D(ﬁ_,w)),@(a))> 50,  ast—s oo, (4.1)

ock

Definition 4.1.5. Let ¢ be an NRDS on X. A random set 8 C X is said to be a uniformly 9
-pullback absorbing set under the action of ¢ if for any D € & and any @ € Q there exists a time
T =T(D,w) > 0 such that

U ¢ (1. 9-0,6_0,D(¥_,0)) C B(w), Vi=T.

ocx
Remark 4.1.6. Clearly, uniformly &-pullback absorbing sets are uniformly Z-pullback attract-
ing sets. Conversely, suppose A is a uniformly Z-pullback attracting set. Then given € > 0,
D € P and @ € Q there exists T =T (D, ®,€) > 0 such that

U o (1, 9-0,6_,0,D(v_,0)) C Bx (%(w),¢), V=T,

ocr

which means that By (%’ (w), 8) is a uniformly &-pullback obsorbing set.

The following lemma on measurability of random sets will be useful in next sections.

Lemma 4.1.7. Let X be a separable Banach space.

a) If {Dy}n is a family of random subsets of X, then
o+ | Du(o)
neN
is a closed random set. If in addition {Dy}, is decreasing (i.e. for all ® € Q and p > n we
have D,(®) C D,(®)) and every sequence {x,}n, with x, € D,(®), is precompact, then
() Du(@)
neN

is non-empty and measurable.

b) For any closed random set D in X there exist countable many random variables f, : Q — X,
n €N, such that f,(®) € D(®) for all ® € Q and

D() = | fa(®).

neN

Proof. See (CASTAING; VALADIER, 1977), Chapter III. ]
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4.1.2 Random uniform attractors and cocycle attractors

In this section we present the notions of random uniform attractors and random cocycle
attractors associated to a NRDS ¢ on X. Remember that X is a separable Banach space.

Definition 4.1.8. A compact random set o7 € 9 is said to be the random Z-uniform attractor of
an NRDS ¢, if

(i) o is a uniformly Y-pullback attracting set, i.e., for any D € 9 and any @ € Q, it holds

sup disty ((]) (t, Yo, 6_,G,D(l9_,a))),£/(a))> — 0, as t — oo

oeXr

(ii) (Minimality) </ is inside any closed random set satisfying (i).

In order to define random cocycle attractors let us first establish the notion of non-

autonomous random sets.

Definition 4.1.9. A non-autonomous random set D = {D¢ () } gex in X is defined as a random
mapping D : £ x Q — 2X\0, (0, 0) > D (), such that for each 6 € ¥, Dg(+) is measurable,
i.e., for any fixed x € X we have that @ — disty (x,DG(a))) is (3", %’(R))-measurable. If for
each 6 € X, D (+) is closed (resp. bounded/compact), then D = {Ds(-) }sex is called a closed

(resp. bounded/compact) non-autonomous random set.

Definition 4.1.10. A non-autonomous random set A = {As(-) } sex is called a random 9-cocycle

attractor of an NRDS ¢ if it satisfies the following properties:

i) Foreach o €L, As(+) is a compact random set in X ;

ii) A={As(")}oex is invariant under the action of ¢, i.e., foranyt >0, ® € Qand c € L

we have

¢ (t7 0); G7A0'(w)) = AG;G(ﬁt(D);

iii) A ={As(")}oex is a Z-pullback attracting set, i.e., given D € 9, ® € Q and 6 € X it
holds

lim disty (cp (1,9_,0,0_,6,D(d_,0)) ,Ao(a))> —0;

v) A ={As (") }oex is the minimal among all closed non-autonomous random sets F =
{F5 (") }oex in X satisfying iii).

Remark 4.1.11. Notice that without the minimal condition iv) it is not possible to prove the

uniqueness of Y-cocycle attractor A since it does not belong to 9 in general.
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4.1.3 Omega-limit sets

In this section we define omega-limit sets for an NRDS ¢. As in the autonomous and
non-autonomous deterministic settings, here omega-limit sets are essential in order to prove the

existence of random uniform attractors and random cocycle attractors.

Definition 4.1.12. Let ¢ be an NRDS on X and D € 9. For any ® € Q and ¥ C ¥, the omega-
limit set W (w,%X1,D) of D under the action of ¢ is defined as

7(0,2,0):= | U Uo(r,0-10,0-10.D(v-w))|.

s=20 oeXtzs

We also have the following characterization.

Lemma 4.1.13. Let ¢ be an NRDS on X. Given D € &9, ¥1 C ¥ and ® € Q we have
W (0,%X,D) = {x € X : there are sequences x, € D(®_, ®),{0,} C X1, {t,} CR"
with t, = oo such that 1im 9 (t, 0,0, 6_,,0,,%,) = x}.
n—oo
Proof. ForD € ,%X; C ¥ and o € Q denote

W' (0,X1,D) := {x € X : there are sequences x, € D(¥_, ®),{0,} C Z1,{t,} CR"

with ,, — oo such that lim ¢ (f,,, 9, @, 0_, Gp,xn) = x},
n—o0

Letx € # (®,X1,D). So for each n € N we have

xXE U U (0] (l, V0, 9—tGaD(19—tw))>

ocrt=n

and consequently there is z, € Ugey, Ussn @ (1, 9-10,0_,6,D(9_,0)) such that ||x — z,[|x <
1/n. Moreover, z, = ¢ (t,,9—;,®,0_;,0,,x,), where 1, > n, 6, € £, x, € D(9_,,®) and we
conclude that x = limy,_,e ¢ (£, O, @, 0_; Gy, xp,). Therefore, x € #'(®,%,,D).

Now let x € #'(®,X;,D). Then there are sequences x, € D(d_,, ®), {0,} C £; and
{tn} CR*, with #, — o as n — oo, such that x = lim,_,e ¢ (£, O—;, @, 0_;, Gy, x,). Given s >
0, let ny € N be such that for any n > ny we have , > s. Hence for any n > ny it holds
O (tn, -1, @, 01,00, %1) € Uges, Urss 9 (1,91 0,0_,6,D(¥_,0)), and then

xe J Uo(t.9-0,60,D(V_ ), Vs=0.

ocr tzs
Therefore, x € #'(®,%,D). O

Lemma 4.1.14. Let ¢ be an NRDS which is continuous on ¥. If 1 C X is a dense subset then
given D € 9 and o € Q we have

W (0,X1,D) =¥ (w,L,D).
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Proof. Remember the basic property |J;A; = |J;A;. Then for any @ € Q and D € & we have

¥ (0,T,D) = [U U ¢(z,0,,w,e,t.§,1)(ﬁ,tw))J, VI CX,

520 12sEel

and so to prove the lemma it suffices to show that

U ¢(t,0-10,6-,&.D(0-0)) = | ¢(1,0-0,6-,0,D(00)), Vi>0. (42
Eex, ocr

Ifx € Ugex ¢ (£, 9 @,0_,0,D(9_;)) then there are sequences {0, } C £ and {x,} C D(V_,;0)
such that x = lim,,_,e ¢ (¢, 9_; @, 0_;0,,,xy). Since 6 — @ (¢,9_;®,0_,0,x) is continuous, by the
density of X; in X, for each n € N there is o), € ¥ with

||¢(t7 19—1‘(1)7 G_tG}{H'xn) - ¢<t> 19_;(1), G—I‘Gnrxn)HX < 1/”7

which implies the limit x = lim,_ ¢ (t,9_,@,0_,0,,x,), and therefore we must have x €

Uees, ¢ (t, Y_,0,0_,& ,D(ﬁ,,a))), which implies the ” O ” inclusion. The reverse inclusion is
immediate and we prove the lemma. [

Lemma 4.1.15. Let ¢ be a (£ x X, X)-continuous NRDS on X and K C X be a compact uniformly
P-pullback attracting random set for ¢. Then for any non-empty random set D € & it holds
i) W (-,X,D) is non-empty, compact and # (®,£,D) C K(w), for all ® € Q;

iit) W (-,X,D) is semi-invariant in the sense that

Y (%0,2,D)C | ¢(t,0,0,#(0,E,D), Viz0, 0eQ;

cEeXr

iii) If F is a closed random set and uniformly pullback attracts D then # (®,2,D) C F(w),
forall w € Q.

Proof. i) Let o € Q be fixed and consider {0, } C X, {t,} C R, with #, — o0 as n — o, and
xn € D(¥_;,@). Denoting y, := ¢ (t,,¥_; @, 0_;, 6y, x,), we have

disty (yn, K(@)) < distx ((2) (tn, Oy, 0, 9_,n6n,D(19_,na))),K(co)> —0, n — oo,
and since K(w) is compact we can suppose that y, —y € K(®), as n — oo. Therefore, by Lemma

4.1.13 we obtain y € #' (w,X,D) and we prove that # (®,X,D) # 0.

Now let us prove that % (-,Z, D) is compact by proving that #' (w,X,D) C K(®), for all
o € Q. Indeed, giveny € #'(w,X,D), by Lemma 4.1.13 there are x,, € D(¥_;, @), {0, } C X and
{tn} CRT, with #, — oo, such that lim,,_e. ¢ (,, ¥—;,®,0_, 6y, x,) = y. But since D € & and K

is a uniformly Z-pullback attracting set then for n — oo we have

disty (¢ (14, 9—;, @, 0_;,0,,x,),K(0)) < disty <¢(tn, ¥, 0, 9_,ncrn,D(19_,na))),K(a))) — 0,
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and by the triangle inequality for the Hausdorff semi-distance we conclude that

disty (v, K (o)) < distx (y, ¢ (tn, -1, @, 0,0, Xn)) +disty (@ (14, 9, @, 0,0, %), K (@) — 0.

Soy € K(w) = K(w) and therefore # (w,X,D) C K(), for all w € Q. Consequently, # (-,X,D)
is compact (note that #(-,X, D) is closed by definition).

ii) Now let us prove the semi-invariance property. For that, let @ € Q and ¢ > 0 be fixed. If
yE W (%o,%,D) by Lemma4.1.13 let {t,} C RT, with £, — o0, {0, } C X and x,, € D(V_,, %, ®)
be such that lim,, e ¢ (1, 0—1, 0 @, 0
that

6,0,,,x,) =y. We can suppose t,, > ¢, for all n € N. Note

_tﬂ

¢(ln, 19_[”7.9;0), G_t” Gth,xn) = (p(l‘ +1, —t, 19,(,’1,,)60, 9,(,n,,)6n,xn)
=¢(1,0,0n) 0 P(ta —1, B (,—1) @, 9—(tn—z)6nvxn)'
Since K uniformly pullback attracts D, we have
disty (¢(ln —t, ﬁ_(tn_t)a), 9—(tn—t) Gn,xn),K((D)) <
< disty ((]) (tn —, 19_(tn_t)co, 6—(ln—l) Gn,D(ﬁ_(,n_t)(D)) ,K((D))
ocx
and since K () is a compact subset of X we may find z € K(®) such that (up to a subsequence)
1imy 00 @ (8 — 1,0 (;,_) @, O_(;,_1)On, Xn) = 2, i.€., 2 € #'(®, E, D). Moreover, by the compact-
ness of X we can suppose there exists 0y € X in such a way that up to a subsequence it holds

lim;,_,. 0,, = 0p. Then, by the continuity of @ we conclude that

hm d)(tl’h 19'—tn1-91‘w7 e—tnetcl’hxl’l> == ¢<t7 0), GO,Z) — y7

n—oo

andsoy € ¢ (t, o, 6077/(60,2,D)). Therefore,

Y (%0,5D)C ] ¢(t,0,0,%(0,2,D)).

cexr

iii) Let F be a closed random set uniformly pullback attracting D under the action of
¢.For w € Q, ify € # (®,%,D), then there are x,, € D(¥—; ®), {0,} C X and {7,} C R, with
tn — oo, such that lim,_,e ¢ (t,,, ¥—; ®,0_; Gy, x,) =y. So for n — o we have

disty (0 (tn, Oy, ©,0_;, G, %), F () < disty (q) (tn, 1, ©,0_,,G, D(D_, 0)) ,F(w)) 0,

and therefore distx (y, F(w)) =0, i.e.,y € F(®w) = F(®), and finally # (®,X,D) C F(w). O

Remark 4.1.16. Note that in last lemma we did not prove that the omega-limit set # (-, £, D) is

a random set. It will be done in the following.

Lemma 4.1.17. Let ¢ be a (£ x X, X)-continuous NRDS on X and K C X be a compact uniformly
D -pullback attracting random set for ¢. If D € 9 is a closed random set uniformly pullback
attracting itself, then the omega-limit set # (-, X, D) is the minimal closed random set uniformly

pullback attracting D.
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Proof. Given D € & a closed random set uniformly pullback attracting itself we have to prove
that #(-,X,D) is a random set, it uniformly pullback attracts D and it is the minimal among

closed uniformly pullback attracting random sets.

Let us first prove that % (-,X, D) uniformly pullback attracts D, i.e., for any ® € Q we
have

lim [
[—>o0

sup disty <¢(t, 5,0, 0_,0,1)(19_,@)),%(@,2,0))] —0. 4.3)

ock

For this first part we do not need the condition that D uniformly pullback attracts itself. Suppose
(4.3) is not true. Then for some @ € Q there exist & > 0 and a sequence {t,} C R™, with z,, — oo,
such that

sup disty ((Z)(tn, 5, o, 9,,nc,D(ﬁ,tnw)),W(w,z,z))) >g, nel.
(IS

By the supremum definition we obtain sequences {0, } C X and x,, € D(J_;, @) in such a way
that
disty (@ (14, 9—;, @, 0_;,0,x,), # (®,Z,D)) > &, néeN.

Notice that since K uniformly pullback attracts D we have
disty (¢ (tn, D1, @, 0, 0n, 1), K()) < disty (¢> (tn, D1, 0, G_tncn,D(ﬁ_tna))),K(w)>

< supdisty (6 (1, 9,0, 0,6, D(9-,,0)) ,K(®) ) =0,
ocxr

and since K(w) is a compact subset of X, there is y € K(®) such that up to a subsequence we
have limy, e @ (£, O—1, @, 0_; On,x,) =y, 1.e.,y € # (®,X,D). Moreover,

0 =disty (y, 7 (0,%,D)) = lim distx (¢ (tn, O, ®,60_1,0,,%,),# (0,Z,D)) > & >0,
n—oco

an absurd and (4.3) is proved.

Now we prove that # (-,X,D) is a random set if D € & uniformly pullback attracts
itself. Indeed, we have to prove that given x € X fixed the mapping @ +— disty (x, (o, Z,D)) is
(F,%(RT))-measurable. First we see that

#(0,2.D)= () U U ¢(m 9-_no,6_,0,D(0_,0)), Yo € Q. (4.4)
neENm=noek

Indeed, since D is a closed random set uniformly pullback attracting itself then by Lemma 4.1.15,

iit), we have that % (w,X,D) C D(w), for all w € Q, and by the semi-invariance in /) we obtain

# (0,2,D) C | ¢ (m, 9_nw,0_,0, ¥ (0_nw,X,D))

ocL

c U o(m,9_no,6_,0,D(0_nw)), m e N.

ocx

Therefore,

#(0,2.D)C () U U ¢(m 9-no,6_,0,D(0_,0)), Vo € Q;

neNmznoeX
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since the reverse inequality is immediate we prove (4.4).

Now as X is separable let £ := {0;}; be a dense subset of X and denote

Dy(0):= | J |Jo(m 9_no,6_,0;,D(¥_,0)), neN, wcQ.

m=nieN

Then, each D, (®) is closed and by (4.2) and (4.4) we conclude that # (®,X,D) = (,,en Dn(®),
for all @ € Q. We shall prove in the following that D, is a random set.

Since D is a non-empty closed random set we have by Lemma 4.1.7, b), that there exists
a sequence {f;}; of random variables f; : Q — X, such that D(9—,®) = Ujen f(9-m®). So
by the continuity of y — ¢ (m, 9_,, @, 6_,,0;,y) we have
(P (ma 0—1110)7 e—mGiaD(ﬁ—mw)) = (p <m7 ﬁ—mwa e_mGi, U fj(ﬁ—mw)>
JjeN
g U (P (ma 19—mw» 9—m6iafj(0—mw))
JEN
C ¢(m,9_0,0_,0;,D(V—,®))

and therefore

¢ (m, - ®, 0_1n0;, D(V_p0)) = | ¢ (m, 9—_n®, 60_ 03, f;(0_n®)). 4.5)
jeN

We remember that since X is a separable Banach space, if g,h: Q — X are random
variables then the mapping @ — disty (g(®),h(®)) is (F#,Z(R*))-measurable. So for fixed
x € X, denoting h(®) := ¢ (m, 9_,,0,0_,0;, f;(D_,®)) we have that @ — disty (x,h(®)) is
(ﬁ , %’(Rﬂ)—measurable. Therefore, the right-hand side of (4.5) is measurable and so is the
left-hand side. Hence by Lemma 4.1.7, a), we conclude that

U U o (m,9-no,6_,0;, D(O_no)) = | | ¢ (m,d—no,0_,0;,D(0_n0)) = Dy(0)

m=nieN m=2nieN

1s measurable, i.e., D,, is a closed random set for each n € N.

Notice now that {D, }, is decreasing. Moreover, let {z, }, be a sequence with z, € D,(®)
and z € {z,},. Then z € N,,cyy Dn(@) = # (@, X, D). So for a sequence {yy}x € {z,}. we have
{vi}x € #(w,%,D), and since # (®,X,D) is compact, then up to a subsequence we have
limy_yr =y € # (0,%,D), i.e., {z,}, is a precompact sequence. Therefore, by Lemma 4.1.7,
a), we conclude that %' (@,X, D) is measurable, and then % (-,X, D) is a closed random set.

Finally, by Lemma 4.1.15, iii), we conclude that % (-, X, D) is the minimal closed random
set uniformly pullback attracting D. O]

4.1.4 Existence of random uniform attractors and random cocycle
attractors

In the following we give sufficient conditions for a (X x X, X )-continuous NRDS ¢ to

have a random uniform attractor and a random cocycle attractor. As usual omega-limit sets will
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play an essential role in this task.

Theorem 4.1.18. Let ¢ be a (¥ x X, X )-continuous NRDS on X, K C X be a compact uniformly
P -pullback attracting random set and D € 9 a closed uniformly P-pullback absorbing random

set. Then, ¢ has a unique random uniform attractor o/ € 9 and it is given by
A (0)=¥ (w,L,D), Vo € Q.
Moreover, the random uniform attractor </ is negatively semi-invariant in the sense that

A (%w)C | o(t,0,0,4(0)), V>0, o€ Q.

ock
Proof. Let us prove that & : Q — X, defined as
(@) : =¥ (w,L,D), 0 e Q,

is the random uniform attractor for the NRDS ¢, i.e., .o/ is a compact random set which is the
minimal among closed random sets uniformly Z-pullback attracting. Indeed, by Lemma 4.1.15,
i), we have that .o is non-empty and compact while by Lemma 4.1.17 we have that < is a
random set uniformly pullback attracting D. So for ® € Q and € > O thereis T =T(g,®) >0
such that

sup disty (¢)(t, Y, 0, 9_,6,D(ﬁ_,w)),d(w)> <eg,  WVt=T(w).

ocr

Since D is a uniformly Z-pullback absorbing set then given B € ¥ there is Tg(®) > 0 such that

sup ¢ (1,9_,0,6_,0,B(0_,0)) CD(w),  Vi>Tp(0),
ock

and therefore

sup disty (¢ (t +T, ﬁ,(tJrT)CO, 9,(t+T)G7B(19,(,+T)CO)),ﬂ((o)) =

oexr

= sup disty <¢ (T,0-70,0_70,0(1,9 ;0 10, 94946,3(197;194@))),%(w))

oex

< supdisty (¢ (T, V1O, 9_TG,D(19_T(D)),JZ{((D)) vVt > TB(IS_T(D)
ock

<&,

proving that <7 is a uniformly Z-pullback attracting set. Since .27 is the minimal closed set
uniformly pullback attracting D then we conclude easily that .7 is the minimal closed uniformly
Z-pullback attracting set. Finally, since @ C D and D € &, by the inclusion-closed property of
2 we have &7 € &, proving the theorem. O

Theorem 4.1.19. Let ¢ be a (X,X)-continuous NRDS on X, K C X be a compact uniformly
D-pullback attracting random set and D € 9 a closed uniformly Z-pullback absorbing random

set. Then, ¢ has a unique random P-cocycle attractor A = {As(-) }sex. Moreover, A is given by

As()=#(,0,D), VoE€X.
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Proof. Given o € X, denote
A(y(') = W(',G,D).

By Theorem 4.1.18 there exists a random uniform attractor .« € & for ¢ which is given by
() =W (-,L,D).So as for a fixed 0 € £ we have As(-) C #/(-) € Z then A (+) is compact
and by the inclusion-closed property we also have that As(-) € Z, i.e., As(+) is a compact

random set.

Let us prove that A = {As(+) }seyx is invariant under the action of ¢. Indeed, let t > 0,
occXand w € Q. Fory € Ag () there are {t,}, C R and x, € D(¥_,, % ®) such that
limy,—yeo ¢ (1, ¥, B0, 0_;, 6,0,x,) =y. We can suppose 1, > t, for all n € N. Note that

O (tn, 01, 0:0,0-,60,6,%,) = O(t +1, —1,0_;,_®,0_(;, )0, Xp)

= ¢(t, , G) o] ¢(l‘n —1, ﬁ—(tn—t)mv 9_(,n_t)0,xn).

Since K is a uniformly Z-pullback attracting set and D € & we have
lim disty <¢(tn —1,0_(, O, 9_(tn_,)6,xn),K(a))) —0,
n—soo

and so since K(w) is a compact subset of X we find z € K(®) such that (up to a subsequence)
lim;; 00 @ (tn —t, ﬁ_(tn_t)a), 9—(tn—t)67xn) =7z, 1.e., 7 € Ag(®). Finally, we conclude by the con-
tinuity of ¢ on X that

lim ¢ (t,, 9, % 0,0_,6,6,x,) = ¢(t,0,0,2) =,

n—seo
and therefore Ag (% @) C ¢ (t, , G,Ao'(a))).
Conversely, let Z € Ag(®). Then there are {t,}, C R™ and x, € D(9¥—,, @) such that
limy e @ (1, ¥4, @,60_; 0, x,) = Z. But
¢(1,0,0,0(ty,9—,,0-,,0,x,)) = ¢(t +1,,9—,0,0_,0,x,)
= Ot + 1,0 (144,) 0 @, 0_(;1,)6: 0, Xn).
As before, since K is a compact uniformly Z-pullback attracting set and D € & then we find

yeE K(ﬁtw) such that limn_>oo¢(t + 1, 19_(,+,n)l9[0)7 6—(t+t,,)elcvxn) =7, i.e., € Agto-(l%(i)).
Finally, by the continuity of ¢ we obtain

(P(I,CO,G,Z) = lim ¢(I,w,6,¢<tn,l9_tnw, e—lncvxn)> :)7’
n—oo

proving that ¢ (t, , G,AG((D)) CAps(hw).

To guarantee that A = {As(+) }sex is @ Z-pullback attracting set we proceed just as in
the first part of Lemma 4.1.17 and Theorem 4.1.18.

Finally, let F = {F5(-) } 5z be a closed non-autonomous random set which is Z-pullback
attracting. So in particular, since D € ¥ it follows that F is a closed random set pullback
attracting D. But by Lemma 4.1.15, iii), A¢(:) C F5(+), for all o € £, proving the minimality of
A ={As(")}sex and finishing the proof. ]



4.1. Non-autonomous random dynamical systems: random uniform attractors 143

4.1.5 Skew-product semiflow and reduction to a random dynamical

system

In this section we are going to define random dynamical systems on an extended phase
space and establish as a consequence of that an essential decomposition for the random uniform
attractor in terms of the cocycle attractor associated to an NRDS. This decomposition will play
one of the central role in order to obtain bounds on the fractal dimension of random uniform

attractors in Section 4.2.

Let ¢ be a (X x X,X)-continuous NRDS on a separable Banach space X, i.e., the
mapping (0,x) — ¢(t,0,0,x) is continuous from X x X to X, for fixed t > 0 and @ € Q.
Define X := X x X, endowed with the metric dx : X x X — R defined for (o,u;), (02,u2) € X
as

dx ((o1,u1),(02,u2)) :=dz(01,0,) + ||u1 — u||x.

In the following we define a random dynamical system (abbrev. RDS) on the extended

space X.

Proposition 4.1.20. Let ¢ be a (X x X,X)-continuous NRDS on X. Then S : RT x Q@ x X — X
defined by

S(r,0,(0,x)) = (6,0,¢(r,0,0,x))
satisfies
i) Sis (B(R") x F x B(X), B(X))-measurable;
ii) $(0,0,(0,x)) = (0,x), forall ® € Qand all (6,x) € X;
iii) it holds the cocycle property for each fixed ® € Q and (0,x) € X, i.e.,

S(t+s, , (G,x)) = S(t, %50,5(s, 0, (G,x))), vt,s € RT.

Proof. Note that i) and ii) are immediate. Now given @ € Q, (0,x) € X and t,s € R™ we have

S(t+s,0,(0,x)) = (6,450,0(t +5,0,0,x))

= (6,6,0,9(,%,6,6,9(s,0,0,x)))
S(t, 00, (650,90 (s, 0,0,x)))
S

(t,90,5(s,w,(0,x))),

proving iii) and the proposition. [

The map S is called the skew-product generated by ¢ (and 8). Note that S(¢, ®,-) is
(X, X)-continuous since ¢ is (X x X, X )-continuous.
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Denote by Ily : X — X and IIy : X — X the projections of X onto the spaces X and X,
respectively. Then for any (o,u) € X we have

y(o,u) =0 and [x(o,u) = u.

For a set B C X we have B = Jgcx{0} X B(0), where each B(0) is a (possibly empty)
subset of X. In this way we obtain

Nx(B)= |JB(o)={xeX:3o€X,(0,x) €B}.
oex

In the following we define the concept of random sets in the extended phase space X.

Definition 4.1.21. A random set B(-) in X is defined as a random mapping B : Q — 2%\,
o — B(w), which is measurable, i.e., the mapping @ — disty ((0,x),B(®)) is (F,2(R"))-
measurable for each fixed (0,x) € X. If each B(®) is a closed (resp. bounded/compact) subset
of X then B is called a closed (resp. bounded/compact) random subset of X.

For B(-) C X we have for each ® € Q that
B(w) = | J{o} xB(c,w).
oeX

Remark 4.1.22. Note that if B(-) is closed we can suppose without loss of generality that
B(o,w) is closed for any o € ¥ and any @ € Q. Indeed, we have

B(w) = | J{o} xB(c,w) = | ] {0} xB(0c,0) = | {0} xB(o,m).

(IS cex oex

With that we define the proper random sets.
Definition 4.1.23. A random set B in X is called proper if it satisfies that
B(o,w) #0, VoeQ,ocX, (4.6)

and

[Ix(B) € 2. 4.7)
Remark 4.1.24. Notice that condition (4.6) is equivalent to

Iy (B(w) =%, VYoeQ. (4.8)

Denote by Zx the collection of all proper random subsets of X i.e.,
Dx = {D : D is a proper random subset of X}.

Clearly, random sets in the form £ x D = {£ x D(®) } with D € 92, belong to Zx.

we’

In the following we define the notion of random attractor associated to the skew-product
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Definition 4.1.25. A random set A € D is called a Px-random attractor of the skew-product S
if it satisfies the following properties:

i) A is compact;
ii) A is invariant under S, i.e., for any t > 0 and @ € Q it holds

S(t,0,A(0)) = A(%o);

iii) A is a Px-pullback attracting set, i.e., for any ® € Q and D € P we have
lim dist (S(t, ﬂ_,w,D(ﬁ_,a))),A(a))> —0.

Remark 4.1.26. Note that since a compact random attractor A belongs to % by definition,

then it must be unique.

Theorem 4.1.27. Let ¢ be a (¥ x X, X)-continuous NRDS on X, K C X be a compact uniformly
D-pullback attracting set and D € & be a closed uniformly &-pullback absorbing set. If S is the
skew-product generated by ¢ then the omega-limit set of D := X X D given by

Qp(w) = UJS(t, 9-0,D(d_,0)), weQ,

s=>0t>s
is the Yx-random attractor for S.
Proof. First notice that K := X x K is a compact Zx-pullback attracting random set and D :=
Y. x D € Y is a closed Zx-pullback absorbing random set. Indeed, since K is a compact random
set it clearly follows that K is a compact random set as well. Now given B € Zx we have for

e Qands >0 that B(9_,0) = Uyex {617} X B(6_17,8_10); 50 ITx (B(-)) = Uyex B(Y,) €
2. Therefore, for a fixed @ € Q, given € > 0 there exists T(®) = T (w, €) > 0 such that

sup disty ((})(t,ﬁ_,w, 010, UyerB(6_,7, 19_ta))),K(a))> <e, Vi>T(o).
ocxr

Then for any fixed 0 € X and u € Uyey B(0—1Y, 9, ®) we have
disty (¢<z, 3,0, O_tcr,u),K(w)> <e, Wix=T(o),
and there exists x, € K(®) such that
(1, 0—10,6_0,u) — x|, <&, Vi > T (o).
Now for any (6_;0,u) € B(9_,;®) it holds

distx (S(t,ﬁ,tco, (&,G,u)),K((o)) < distx((c,q;(t,ﬁ,tw, e,to,u)),(c,xu)>
= ||o(t,9-10,0_,0,u) — x|,
<&, Vi > T (w),
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and therefore

dist (S(t, ﬁ,tm,B(ﬁ,tm)),K(wD <e, Vi>T(w),
proving that K is a Zx-pullback attracting random set. Analogously we prove that D € Z is a
closed Zx-pullback absorbing random set.

Just as in Lemma 4.1.15 and Theorem 4.1.18 we prove that Qp(-) is a non-empty
compact random subset of X which is invariant under S and Zx-pullback attracting. It remains
to prove that Qp(-) € Zx, i.e., Qp(+) is a proper set. Let 0 € X, @ € Q and notice that since
IIx(D) = D € Z we have

lim disty (¢ (1,000, 0,0, T (D(D_,))) ,K(a))) —0.

n—oo
Then for any sequence {x, },, with x,, € IIx (D(d_,®)), by the compactness of K (@) we find
vo € K(w) such that up to a subsequence we obtain

lgn O (n,V_,0,0_,06,x,) = ys.

But it means that
lim S(n7 9,0, (G_nc,xn)) =(0,y5),

n—oo

and therefore by the characterization of omega-limit sets it holds (0,ys) € Qp(®), proving
(4.6).
Now let ® € Q and suppose z € ITx (Qp(@)). For some 6 € T we have (0,z) € Qp(®)

and there are sequences {t,}, C R, {o,}, C L, x, € D(¥_; ®) with 1, — > and such that

,}gn S(tna 19‘7;"0), (G*Z‘ncn?-xn)) = (G7Z)'

Then lim, 00, = 6 and limy e ¢ (1, ¥—;, @, 0,65, x,) = 2, ie., z € # (,%Z,D). Hence
Iy (QD((D)) C % (®,X,D). Analogously we prove the reverse inclusion and so

Iy (Qp(w)) =#(0,X,D), VoecQ. (4.9)

Remember by Theorem 4.1.18 that # (-, Z,D) € 9. Therefore we conclude (4.7), prov-
ing that Qp(-) is a proper random set, i.e., Qp(-) € Zx. O

Now we show a relation between the random attractor A(-) for a skew-product S as-
sociated to an NRDS ¢ and the random uniform attractor <7(-) of ¢. Besides that, we give a

decomposition of <7(+) in terms of the cocycle attractor A = {As(+) }sex.

Theorem 4.1.28. Let ¢ be a (¥ x X, X )-continuous NRDS on X, K C X be a compact uniformly
P-pullback attracting set and D € 9 be a closed uniformly Z-pullback absorbing set. Then:

1. The NRDS ¢ has a random uniform attractor &/ € 9, a 9-cocycle attractor A =
{As (") }sex and the skew-product S generated by ¢ (and 0) has a random Px-attractor
A € Px. Moreover, for any @ € Q and ¢ € ¥ we have

(@) =" (w,L,D), As(w) =¥ (w,0,D) and Alo) =Qp(w),
where D := X x D.
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2. The projection Ilx (A) is the random P -uniform attractor </ for ¢, i.e.,

o (w) =My (A(w)), VoeQ.

3. The random YDx-attractor A satisfies

Alw)=J{o} xAs(®), VoecQ; (4.10)
ocl
Therefore,
d(0)=|]As(®), VoeQ; (4.11)
oex

4. The projection Iy (A) satisfies

Iz (A(w)) =%, VoeQ.

Proof. 1) By Theorem 4.1.18, Theorem 4.1.19 and Theorem 4.1.27 there are, respectively,
a random uniform attractor &7 € ¥, a Z-cocycle attractor A = {As(+) }sex and a random
Px-attractor A € Px. Moreover, for any @ € Q and ¢ € £ we have &/ (0) = # (0,Z,D),
As(®) =% (w,0,D) and A(®) = Qp(w), where D :=X x D.

2) Since A(-) = Qp(+) it follows by (4.9) in Theorem 4.1.27 that

Iy (A(w)) =# (0,%,D) = o/ (), Vo € Q.

3) For a given @ € Q we have A(®) =gscx{0} XA(0,®), and since A € Pk then each
A(o,w)#0and A(o,-) is arandom set for each o € X. It suffices to prove that Ag (@) = A(0, ).
Indeed, let us prove first that the non-autonomous random set {A(0, ) }s¢y is invariant under
the action of ¢. On one hand let r > 0 and take y € A(6;0, ;). Then (6,0,y) € A(%®) and
since A is invariant under S there exists (6/,x) € A(®) such that

(6,0,y) =S(t,0,(0",x)) = (6,6",¢(t,0,6",x)).

Therefore, 6 = ¢’ and y = ¢(t,0,0,x), with x € A(0,®), and we obtain A(6,0,8%w) C
¢(r,0,0,A(0,0)).

On the other hand, note that

{60} x¢(t,0,0,A(0,0)) =5(t,0,{c} xA(0,0))
CS(t,w,A(w))

A(% ),

and therefore ¢ (1,,0,A(0,®)) C A(6,0, %), proving the invariance.

Now we prove that {A(0,-)}sex is @ Z-cocycle attracting set, i.e., given B € 7, @ € Q
and ¢ € £ we have

lim disty <¢ (t,9_,0,6_,0,B(d_,0)),A(o, co)) ~0. 4.12)

t—oo
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If it is not true, there are B€ ¥, w € Q, ¢ € £, & > 0 and sequences #, — o and
Yn € ¢ (tn,¥—;,®,6_;,6,B(V9_;,®)) such that

disty (yn,A(G, 60)) > &, Vn € N.
Then, denoting B := X X B € Yx we obtain

dist ((0,7,), 4(0) ) < dist ({0} % 0 (1, 9,0, 6,0, B(9-,0)), A(0))
= distx (S(tn, O, 0,{0_, 0} x B(ﬁ_,na))),A(a)))
< dist (S(tn, ﬁ_,nw,B(ﬁ_,nw)),A(w)) 50, asn— oo,

and since A(®) is compact we may find (0’,y) € A(w) such that up to a subsequence we have
lim, . (0,y,) = (0',y). Therefore, 6 = ¢’ and lim, .y, =y € A(0, ®), showing that

0 = disty (y,A(0,®)) = lim distx (vn,A(0,@)) > & >0,
n—roco

a contradiction and (4.12) is proved.

Finally we are going to prove that A(o,®) = Ag(®), for all ® € Q and 6 € X. On one
hand, note that since {A(0,-)}sex is invariant under ¢ and &7 € & we have
disty (A(0, 0),Ao(@)) = disty <¢ (1,90, 9_,G,A(6_t67ﬁ_,w)),AG(a)))

< disty (¢ (1,90, 9_,6,42/(19_,60)),A0(w)> 50, ast— oo,

and then A(o,®) C Ag(®) = As(0).

On the other hand since A = {A5(+) } sex is the Z-cocycle attractor for ¢ then in particular
Ag(+) is a compact random set. By Lemma 4.1.7, a), for fixed o € £ we conclude that @ —

UjenAo_6(®) is a closed random set in X. But by the minimality of A = {As(-)} sex among
the closed non-autonomous random sets we conclude for all ® € Q and all 6 € X that Ag(w) C
#(®), and in particular, ;enAg_jo(®) C & (@). With that UjenAg_;6(") € Z and since
{A(0,)}sex is a Z-cocycle attracting set we obtain

disty (Ao (®),A(0, 0)) = disty <¢(n, 0_,0,0.,6,A9 ,6(D_,0)),A(c, co))

< disty (<p (7, 9-0,0-,5, | Ag_o(9-0)),A(0, w))
jeN

— 0, asn—> oo,

proving that Ag(w) C A(o,w) = A(0,), and so Ag(@) = A(0,w), forall 6 € ¥ and @ € Q.
We have then (4.10) and (4.11).

4) It is immediate since A € Yx. O]
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Remark 4.1.29. The decomposition (4.11) allows us to prove the following semi-invariance

property: for all ® € Q we have

() = As(0)

oex
- U ¢<t7ﬁ—lw79—1‘67149_;6(19—10‘)))
oy
c o, 010,60, (0_0)),
ocx
ie.,
() C | o(1,9-0,60_0,4(0_)), V=0, 0. (4.13)

oex
Moreover, if B is a uniformly 2-pullback absorbing set then for t = t(®) > 0 large
enough we obtain

A () C | o(1,9-0,0_0,4(0_,0)) CB(w), VocQ.

cexr

4.1.6 Conjugate attractors and their structural relationship

The idea of conjugate dynamical systems has been widely used to turn a stochastic partial
differential equation into a deterministic partial differential equation with random parameters, as
for example in (CHUESHOV, 2002), (FLANDOLI; LISEI, 2004) and (CUI; LI; YIN, 2016).

Now we study in a more abstract framework the attractors under this transformation.

Suppose that X and X are two separable Banach spaces (where X = X is allowed), and
that ¢ and ¢ are two NRDS with the same base flows (6,X) and (¥%,Q) on spaces X and X,

respectively.

Definition 4.1.30. The NRDS ¢ and ¢ are said to be conjugate NRDS if there is a mapping
T:Qx X — X, which is called a cohomology of ¢ and @, satisfying:

i) The mapping x — T (x) := T(w,x) is a homeomorphism from X onto X, for each fixed
e Q;

ii) The mappings ® — T(w,x) € X and  — Ty'(y) € X are measurable for each fixed
xEXandyeX;

iii) Foranyt>0,m € Q,0 € X, x € X, we have

¢(tr,0,0,T(w0,x)) =T(%0,9(t,0,0,x)). 4.14)

Let 2 and 2 be attraction universes in X and X, respectively. We say that a cohomology
T is a bijection between 2 and & if for each D € 2 there is a unique D € & such that
D(w) =T (w,D(w)), for all ® € Q, and conversely, for each B € 7 there is a unique B € &
such that Z(w) = T(w,B(w)), for all ® € Q. A particular example of such a cohomology T is
given later in Section 4.3, expression (4.80).
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Theorem 4.1.31. Suppose that ¢ and ¢ are conjugate NRDS with cohomology T : Q x X — X
which is a bijection between 9 and 9. If ¢ has a random D-uniform attractor </ in X, then ¢

has a random .@—uniform attractor o in X , and vice versa. Moreover, the attractors satisfy
g (0)=T(0,o (), VoecQ. (4.15)

Proof. Suppose that ¢ has a random Z-uniform attractor .27, and let us prove by definition that
A () = T(a),d (a))) defines the random Z-uniform attractor of ¢. Clearly, .27 is compact
and measurable, since so is <7. Given D € 2, since T is a bijection there is D € & with

D(w) =T(w,D(w)), and so

sup disty <¢3 (1,90, 9_,G,D(ﬁ_tw)),d(m)) -

oex

— supdisty (é(z, D0, 9,,o,T(19,,w,D(0,tw))),gf(a)))

cexr

= sup distg (T (a), i) (t, U0, 9—zG,D(19—tw))>aT(a)aM(wD)

oecx

= disty (T (w, U ¢ (t, 90, 9_,G,D(19_,w))>,T(w,g%(w))) 0,

ocx

where the convergence follows from the fact that

tlgrgodistx( U ¢(t,9-0,6_,0,D(0_,0)), (®)) =0

ocx

and T (-) is a homeomorphism. Hence, ¢/ is a uniformly &-pullback attracting set under ¢. In
the same way, the minimality of .7 follows from that of <7

The reverse claim is similar and follows the same paths. ]

Analogously, the same corresponding conjugate theorem holds for cocycle attractors.

Theorem 4.1.32. Suppose that ¢ and ¢ are conjugate NRDS with cohomology T : Q x X — X
which is a bijection between 9 and 9. If ¢ has a D-cocycle attractor A = {As(-)}gex in X,
then ¢ has a A = {As(+)}sex-cocycle attractor <7 in X, and vice versa. Moreover; the attractors
satisfy

As(0) =T(0,Aq(®)), VoeX weQ. (4.16)
Remark 4.1.33. The structural relationships (4.15) and (4.16) allow one to learn the structure
of an attractor from that of its conjugate attractor. For instance, conjugate attractors could share

the same fractal dimension, e.g., when the cohomology T(®,x) is linear in x.
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4.2 Finite-dimensionality of random uniform attractors

In this section we present a random extension of our previous results in Section 3.2
giving two general criteria to estimate the fractal dimension of random uniform attractors. One is
based on a smoothing property of the system and requires an auxiliary Banach space compactly
embedded into the phase space, see Theorem 4.2.3; the other is based on a squeezing property
of the system, where no auxiliary space is needed, but the phase space, in applications, should
be Hilbert, see Theorem 4.2.6. Neither of the two theorems implies the other. We mention that
smoothing and squeezing properties have already been used in the literature in many problems
in dynamics, as for instance in (CARABALLO; SONNER, 2017), (CARVALHO; SONNER,
2013), (CZAJA; EFENDIEV, 2011), (EFENDIEV; MIRANVILLE; ZELIK, 2000), (EFENDIEV;
MIRANVILLE; ZELIK, 2003), (EFENDIEV; ZELIK, 2008), (EFENDIEV; YAMAMOTO;
YAGI, 2011), (SHIRIKYAN; ZELIK, 2013) and (ZHAO; ZHOU, 2016) for the smoothing and
(FOIAS; TEMAM, 1979), (DEBUSSCHE, 1997), (EDEN et al., 1995), (FLANDOLI; LANGA,
1999), (KLOEDEN; LANGA, 2007), (COTI-ZELATI; KALITA, 2015) and (CUI; FREITAS;
LANGA, 2018) for the squeezing. In the random setting we need to overcome the difficulty
arising jointly from three features of the problem: the lack of invariance of random uniform
attractors; the superposition of the base flow on the symbol space and the stochastic nature of the
problem.

For the first two problems our previous results in Section 3.2 (see also (CUI et al., ))
provide some inspiration of solution. We carefully use the relationship (see (4.11))

d(0)=]JAs(w), w0egQ, (4.17)

ocx

between the random uniform attractor </ and the cocycle attractor A = {As(-)}gex of the
underlying system, where X is the symbol space and (Q,.#, %) is a probability space. This
allows us to decompose the random uniform attractor into sets of cocycle attractor sections, and
then the invariance of the cocycle attractor A is useful. Nevertheless, since the absorption time of
the random absorbing set is usually random, the analysis in this section is more technical than in
Section 3.2. Our solution to this is restricting ourselves to the dynamics within the absorbing
set and requiring the absorbing set to absorb itself after a deterministic period of time. This
condition, i.e., the existence of a deterministic absorbing time, is in fact slightly stronger than
really needed, but facilitates our analysis when covering the random uniform attractor by a
finite number of balls. This condition has been used in (SHIRIKYAN; ZELIK, 2013) previously
in a construction of random exponential attractors, and our application of a reaction-diffusion

equation in Section 4.3 shows that it is admissible especially for additive noises.

The third point, i.e., the stochastic nature of the problem, causes difficulties in applying
the abstract criteria. Basically, Birkhoff’s ergodic theorem is frequently needed and for that it
is required some coefficients to have finite expectation which is, however, a difficult task in
applications. It is a special problem for the smoothing property, and which we do not face in
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relation to the squeezing approach, as we will see in Section 4.3. It gives us an indication that
the squeezing may be more applicable than the smoothing in the random setting.

However, as in the deterministic case in Section 3.2, here the smoothing approach also
applies in order to prove the finite dimensionality of random uniform attractors in more regular
spaces once it has finite fractal dimension on the phase space, see Theorem 4.2.8. In this case
there is no need to estimate the expectation of coefficients and the problem related before does
not appear here. Therefore we can see that both approaches (smoothing and squeezing) are useful
in order to estimate the fractal dimension of uniform attractors in different spaces and that we
can work with both for the same problem attacking different aspects, as for example in Section
4.3 where we prove for a stochastic reaction-diffusion equation the finite-dimensionality of its
random uniform attractor in L? by the squeezing method and in Hé by the smoothing method.
An absorbing set with a deterministic absorption time for the system is also constructed, which

is crucial for the analysis.

Finally, we note that (HAN; ZHOU, 2019) recently constructed a random uniform
exponential attractor for a stochastic reaction-diffusion equation with quasiperiodic forcings.
This result was derived by taking into account an extended phase space and then studying its
respective skew-product semiflow, by which the problem is then reduced to a random autonomous
problem. Here, since we are abstract and consider more general non-autonomous terms than
quasiperiodic forcings such that the symbol space is no longer a linear space, the skew-product
semiflow approach fails. Although we are not constructing random uniform exponential attractors
in this present work, we have the advantage of a method that applies to Banach spaces in general
and more general non-autonomous terms are allowed. The results in this section are presented in
(CUI; CUNHA; LANGA, ) and are part of our contribution to the field of random dynamical

systems.

Recall that given a compact subset E of a Banach space X, the fractal dimension of E in
X is defined as
InNy [E; €]
"~ —lne

bl

dimp (E;X) := limsup

e—0t

where Nx[E;r] denotes the minimum number of open &-balls in X centred at points of E that are

necessary to cover E.

As the attraction universe & we consider the collection of all tempered random sets in X,

i.e.,

D = {D : D is a tempered random set in X },

where a random set D in X is said to be tempered if || D(®)||x := sup,cp(w) [[X[x < R(®) for
some random variable R(-) : Q — R which is tempered, i.e.,

InR
lim PRO@) o vpea (4.18)
oo |t|
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4.2.1 Smoothing approach

In this section we present a smoothing method in order to estimate the fractal dimension
of random uniform attractors. Let ¢ be an NRDS on a separable Banach space X and .« its
random uniform attractor. Suppose Y is a separable Banach space which is compactly embedded
in X, i.e., the embedding / : Y — X is compact. The following lemma of Sobolev compactness

embedding gives us examples of such Banach spaces.

Lemma 4.2.1. (TEMAM, 1997) Let € C RN be a €'-domain which is bounded (or at least
bounded in one direction), N € N. Then the embedding W'P (0 — L9(0) is compact for any
g1 withqy € [l,0) if p>Nand g1 €[1,9), g ' =p ' =N~ if I<p<N.

Remember that the Kolmogorov €-entropy of the embedding 7 : Y < X is given as
H:(Y;X) =log, N, 4.19)

where Ne = Ny [By (0, 1);8}. The following estimate is useful. The following lemma gives

estimates on the Kolmogorov entropy for particular cases of Sobolev spaces.

Lemma 4.2.2. (TRIEBEL, 1978, Section 4.10.3) Let ¢ C RY be a bounded €*-domain, N € N.
If1 <p,g<oo 5s— %’ > —%’, and s > 0, then there is a positive constant o > 0 such that

He (WH4(0);17(0)) < ae ™5 .
As a particular case, for some o > 0,

He (W'2(0);L%(0)) < ae™™. (4.20)

Now we give our main criterion for a random uniform attractor to have finite fractal

dimension. Suppose that

(R1) The symbol space X has finite fractal dimension
dimp (X;E) < oo,
and the driving system {6, };,cr on X is Lipschitz, satisfying
d=(6,01,6,00) < M(t)d=(01,07), VteR, 01,00 € X, 4.21)
where M(-) is a function with 1 < M(r) < cjetl'l, r € R, for some constants ¢, > 0;
(R2) ¢ is (X x X,X)-continuous;

(R3) ¢ has a tempered uniformly Z-pullback absorbing set # = { Z(®) } yeo Which pullback
absorbs itself after a deterministic period of time, i.e., there exists a deterministic time
T4 > 0 such that for all ¢t > T we have

U o(r.9-0,60,2(0_,0)) CB(w), Voc (4.22)

oex
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(R4) ¢ is Lipschitz continuous in symbols within the absorbing set %, i.e.,
||¢(t7 @, le”) - ¢(Z7 W, 03, I/l)”X < ef(;L(ﬂvw)dsdE(GhG2)a Vit > 7:937 01,02 € Za uc gg(w):
for a random variable L(-) : Q — R with finite expectation E(L) < oo;

(Rs) Y is a separable Banach space densely and compactly embedded into X, and for any € > 0
the Kolmogorov e-entropy of Y in X satisfies

H(Y;X) =log, Nx[By(0,1);¢] < ae™ 7,
for positive constants o,y > 0;

(Re) ¢ is (X,Y)-smoothing within the absorbing set 4, i.e., there exist 7 > Ty and a random
variable k(-) : Q — R with finite expectation E(k”) < o such that

sup ||¢(7,0,0,u) —¢(f,0,0,v)|ly < x(0)||u—v|x, Vu,v € (), @ € Q. (4.23)
ocr

Under these hypotheses the random uniform attractor &7 = {.&7 (@) } peq of ¢ has finite
fractal dimension which can be bounded by a deterministic number. More precisely,

Theorem 4.2.3. Suppose that ¢ is an NRDS on X with random Z-uniform attractor </ and
PD-cocycle attractor A = {As(-) }sex. If conditions (Ry) - (Re) hold, then </ has finite fractal
dimension in X: for any v € (0,1),

Y Y
dimy (o (@):x) < 22D (ED TR Y g (7), YoeQ  @24)
—vTlog, v —Inv

In particular, taking v =1/2,

dimp (o (0);X) <4TaE(x") + (% + 1) dimp (3;2), VoeQ.

Remark 4.2.4. Notice that

(i) the upper bound given in the theorem is deterministic and uniform w.r.t. @ € €;

(ii) the entropy condition (Rs) depends only on the spaces X and Y, and it is independent of

the system @. Lemma 4.2.2 is useful in order to obtain such a property.

Proof of Theorem 3.2.1. Let v € (0,1) be given and fixed, and suppose without loss of generality
that 7 = Tz = 1 in hypotheses (R3) and (Rg). Since the absorbing random set % is tempered, we
have

PB(0) = Bx (xo,R(0)) N B(0),
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for points x4 € #(w) and some tempered random variable R(-) satisfying (4.18). Since Y is
compactly embedded into X the unit ball By (0,1) in Y is covered by a finite number of %-
balls in X, and we denote by N(®) the minimum number of such balls that are necessary for
this, i.e.,
N(w) v
e | Bx(p? —— ), p®eBy(0,1). 4.25
)—IH X(pl’ZK(CO)> Pi Y( ) ( )
Next, for each 0 € Q and ¢ € X we construct sets U"(®,06) C ZA(w) by induction on
n € N such that

U'(w,0) C (o), (4.26)
tU" (w,0) < - N(Y_jm), (4.27)
=1
¢ (n,9_,0,0_,6,B(0_,0)) C |J Bx(u,R(¥_,0)V")NB(0). (4.28)
uelU"(w,o)

Note that the bound (4.27) of cardinality is independent of ©.

For n = 1, by the smoothing property (4.23) in hypothesis (Rg) we have

¢<1, U0, 9_1(7,93(19_10))) =0 (1, U0, 9—1(7,BX(X19_](9,R(19—10))) ﬂgg(ﬁ_l(l))>
CBy(9(1,9-10,0_10,x9 ,0), K(O_10)R(D—_1@)) N (1,9_10,0_10,B(V_10)).

Letyoo :=¢(1,0_1@,0_10,xy_, ). From (4.22) (since 1 =7 = T;3) and (4.25) we note that

By (ya)767 K(ﬁfl(l))R<l9,1(0)) ﬂ(P(l, Vo, 9,16,%(1971(0»

N(¥_ o)
K(9_10)R(O_1w)Vv
c |J Bx (yw,ﬁx(ﬁ_]w) R(®_0)p ", ( 21’((19<]w)1 ) )ﬂ%’(a))
i=1 -
N(¥_ o)
R(9_1m
- U & (yw,o+:<<ﬁ_1w> R0 ) (o)
i=1
19 1(1)
C U By R(O_10)v) N B(w)
for some ¢;”° € %(w), and with this we have
19_1(1)
¢(1,9-10,0_10,B(_10)) C U Bx(q;”° ,R(0_10)v) N B(w).

Let U(w,0):={¢° :i=1,--- ,N(8_10)} C B(w), then U' (0, 0) satisfies (4.26) - (4.28)
forn=1.

Assuming that the sets U¥(®, o) have been constructed for all 1 <k <n, ® € Q and
o € X, we now construct the sets U""! (@, 5). Given ® € Q and ¢ € X, by the cocycle property
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of ¢ we have

¢ (n+1,0_(41)®,0_(11)0, B(O_(411)®))
= ¢ (1, Y0, 9,16) o ¢ (I’l, 19,(n+1)(1), 0,(n+1)6,r%)(197(n+1)(1))),

and by the induction hypothesis

¢ (1,0 (y41) @, 0_ (110, B(O_ (1) ©))
= (P(I’l,ﬁ,nﬁ_](x),9,,19_1(7,%(19,”19_160))
- U BX(u,R(ﬁ,(nH)w)v”) NAB(V_1m),
uEU"(ﬂ,ﬂD,e,]G)
n n+1
where U"(9_10,0_10) C B(P_10) and fU"(0_10,0_10) < [[N (D j(9_10)) = [[N(9_0).
=1 j=2
Moreover, for each u € U"(9_;®,0_0), by hypothesis (R3) and the smoothing property (Rg)

we obtain
() (1, Y. 10,0_10,Bx (u,R(ﬂ,(nH)a))v”) m%’(fLuo))
C By (¢(1,9-10,0_10,u), K(O_10)R(D_(,; 1) 0)V") N B(0)
C U Bx(pg’u,R(ﬁ,(nH)a)) ”+1)ﬂ@( ®) for points p}’, € A (w),
SO
¢ (n+1,9_ (11 1)0,0_(11 10, B(D_(11)®))
- U (])(1,19_160,9_1G,Bx(u,R(19_(,H_1)(D)Vn)ﬂ%(ﬁ_la)))
uelU"(d%_10,6_10)

N(ﬁ,l(l))

C U U Bx(pPR(O_(iny@)V"™) NB(0).
ueU”(ﬂ,lw,(Llo-) i=1

Define U"!(w,0) := {p?, 1 u € U"(9_10,6_10),1 <i< N(ﬁ,lw)}. Then U (w,0) C
n+1
%(®) and U (w,0) < UV 10,0_10) -N(®_10) = HN . Hence, the desired

sets {U"(w, 0) }qen are constructed.

Now, to find a finite cover of the random uniform attractor .7 let us make a decomposition
of it using the structure (4.17). By the compactness of the symbol space X, for any positive
number 1 > 0 there exists a finite cover of X by at least My := N=z[X;n] balls of radius 1, i.e.,
there are centers 0; € X, [ = 1,2,--- , My, such that

My

L= {JBz(o;,n)NE.
=1

Foreach ! =1,---, My, denote by

Y, :=Bz(0;,n)NZ and Ay () := | As(®), weQ,

o€y
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where A = {As(+)}sex is the Z-cocycle attractor of ¢. Then by (4.17) the random uniform
attractor .o/ is decomposed as

My
o (0)=|JAy,(0), ©cQ. (4.29)
=1

In the following we shall find finite covers for each Ay, (®). Note that the constant M, is
independent of ® € Q, and depends only on the symbol space X and the corresponding given
number 7.

For each [, let 0; € X; be given as above. Then for any 6 € ¥, dz(0,0;) < 1. From the
invariance of the cocyle attractor {As(-) }scx under ¢, by hypotheses (R;) and (R4) we claim
that

Ay, (@) C By (q) (n,0_,0,0_,01,A9_3,(0_,0)) ,M(—n)eff)nwsw)dsn) (4.30)

foreach 1 <I < Mp,n e Nand w € Q. Indeed, if & € Ay, () then h € As(®) for some o € X;.
Since Ag () = ¢ (n, Y_,0, G,nG,Agfng(ﬁ,na))), we have h = ¢ (n,9_,0,0_,06,u) for some
u€cAp o0 ,0) C (0 ,0) C A(V_,0). Hence,

|h—o(n,9_,0,0_,0,u)|x =0 (1,03 ,0,0_,0,u) —¢(n,9_,0,0_,0,,u)|x
< o L0 g (6 5.6 ,0))
< efgnL(ﬁsw)dsM(—iﬂdE(G, Gl)

< M(—n)efEnL(ﬂsw)dsn7

and thus (4.30) holds. Notice that, since Ag_ 5, (¥_,0) C B(V_,®), from (4.28) it follows
n
Nx {q) (n,ﬁ,na),G,ncl,Agﬂlgl(ﬁ,na)));R(ﬁ,na))vn] <JINOW-jo),
j=1

and then
Ny [BX (¢ (0,000,001, Ag_ 3, (D_,0)) ,M(—n)e-f9nL<l‘/‘sw>dsn) L R(S_n0)V"
M-l 00) < TN 0).
=1
Hence, from (4.30),
Ny [Azl(a)); R(ﬁ_nw)v”+M(—n)ef9nL<1’f“’>dsn] < ﬁN(ﬁ_jw), [=1.2, My,

j=1

and then by (4.29) we conclude that

Ny [527(0)), R(ﬁ_nw)v” —}—M(—l’l)efg”L(ﬁ‘Yw)dsn] < <IEIN(1.9_]CO)) MTT’ 4.31)
=1
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Given 7 > 0, by Birkhoff’s ergodic theorem there is ng € N such that for n > ny we have

I L(B:0)ds  J(B(L)+T)n

Y

and then from (4.31)

Ny |7 (®); R(D_p,@)V" +M(—n)e<E<L>+T>"r,} < (HN(ﬂ_ jw)) M, (4.32)
j=1
for all n > ng and n > 0.

In the following we establish by (4.32) a finite €-cover of <7 (@) for any small € > 0. Let

_ R(®_,0)v" N
n”'_M(_n)e(E(L)+f>n’ neN. (4.33)

Then 1, — 0" as n — oo, and from (4.32) we have for n sufficiently large that

Ny | (o) 2R(19_na))v”} — Ny [%(w); R(9_p0)V" + M(_n)e@(mmnnn]

n
< (HN(ﬁ—jw)) My,
=1
Since the random variable R(-) is tempered, for any € € (0, 1) there exists an n € N such that
2R(D_p, 0)V"e < & <2R(D_(,, 1y @)V, (4.34)

and the numbers n¢ can be chosen such that ng — o as € — 0. Hence, for € > 0 sufficiently

small
Nx [/ (0);€] < Ny [w(a));zze(mngw)v"e}
< (l—SIN<ﬁjw)> Mnng7
j=1
and then

8 log, N(¥_;w)) +1log, My,
logsz[ﬂ(w);s} ,—21( g N( J )) 22 Mn,,

< .
—log, € —log, [2R(19_(n£_1)(o)v”£*1}

(4.35)

Now we estimate the fractal dimension of <7 (®) by studying the limit as € — 0T To
begin with, let us handle carefully each term involved in the right-hand side of (4.35) to obtain
(4.38) bellow. Firstly, by the entropy hypothesis (Rs), He(Y;X) =log, Nx [By(0,1);€] < ae™”
for all € > 0, so

% a(k(d-jw))"
log, N(¥-j0) =1 Nx |By(0,1); < ) 4.36
oraN(o- ) =tog (e 3015 s ) < 05 30
Secondly, for any 8 € (v, 1) fixed, since the random variable R(-) is tempered there exists n; € N
such that

v" 1
R(ﬁ_nw) <E> < 5, Vn > ny,
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that is,
2R(V_,w)v" < B", Vn > ny. (4.37)

Hence, for all € > 0 small enough such that ng > max{ng;n; + 1}, it follows from (4.35), (4.36)
and (4.37) that

log, N(¥-;w)) +log, M
log, Nx [ (0): €] ]_Zl( &N (D j0)) +log, My,

<
—log, & —log; [2R(D—(,—1y@)V"e ]

) (4.38)
< o=
= —10g2 ,an !
a - (V- ;o) 4
_ (V/Z)yj_zl( / ) log, Nz [2§ nne}
—(ng —1)log, B —(ne —1)log; B

Now we take the limit as € — 0" (which leads to ng — « and 1, — 0T). By Birkhoff’s
ergodic theorem since E(k?) < oo, we first obtain

dimp (<7 (®);X) = limsup log, Nx [/ (@); €]

0t —10g28
2)7 Z (9-j0))"
< limsup o limsup 022N ] 439)
X e—0t _( s—l)logzﬁ 30+ —(ng—l)logzﬁ
E(x? log, N= |X;
S () + limsup 22Nz X3

—(v/2)Moga B esor —(ne—1)log, B

Then we consider the last limit in (4.39). Since by (R;) the symbol space X has finite fractal
dimension in E and that 1,, — 0" as € — 07, for any ) > O there exists & = &(x) € (0,1)
such that

1 dimp (Z;E)+x

From (4.40) and the definition (4.33) of 7n,, we obtain

, Ve < &. (4.40)

logy Nz [Z51,,]  InNz[Z;im,]
—(ne—1)log, —(ne—1)Inf
(dlmF( )+x) lnnL

Ne
<

—(ng—1)Inp
M(_ne)e(E(L)+T)”£
In
R(O_p, @) Vv"e

—(ng—1)Inp ’

|

= (dimp(Z;2) + 1)

Ve < &,
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while from (R;) we have

l M(—ns)e(E(L)+T)n8 1 cle(E(L)+T+H)n£
. R(O_p, w)V"e . R(O_p, w)Vv"e
—(ne—1)Inf S —(ne—1)InB (by (R1)
Inci+ (E(L)+T+u)ne  InR(D_,, 0) nelnv
= - — , Ve<g.
—(ng—1)Inp —(ng—1)Inf —(ng—1)Inp

Hence, since ng — w0 as € — 0T,
. log, N=|X;n, . ,
imeup b < (a2 )
which along with (4.39) we conclude that
aE(k7) E(L)+7+u Inv
(v/2)Tlog, B —mp ' np
Since the estimate (4.41) holds for all x, 7 > 0 and all B € (v, 1) we finally obtain

E(L)+t+u N Inv
—Inp InB /)’

dimp (7 (0);X) < — (dimp (Z;E) + x) ( ) . (44D

. E(x” ) E
dimp (/' (0);X) < —(VO;2)(71’<10)g2v +dimp(Z; E) <%‘;H + 1) : O

4.2.2 Squeezing approach

Theorem 4.2.3 gives a criterion on the finite-dimensionality of random uniform attractors
where, however, the finiteness of the expectation of the coefficient xk(®) in the smoothing
condition (Rg) is usually not easy to obtain in real applications. To overcome this, we next
propose an alternative method using a squeezing condition instead. The squeezing, in applications,
applies mainly to Hilbert phase spaces X, but allows the coefficients to be an exponential with
only the order having finite expectation (the expectation of the entire exponential need not be
finte, see (5)).

We first recall the following lemma of finite-coverings of balls in Euclidian spaces.

Lemma 4.2.5. (DEBUSSCHE, 1997, Lemma 1.2) Let E be an Euclidean space with algebraic
dimension equals to m € N and R > r > 0 be positive numbers. Then for any x € E it holds

“@+Qf

r

NEg [BE(x,R);r} < k(R,r) < (
In other words, any ball in E with radius R > 0 can be covered by k(R,r) balls of radius r > 0.

Let ¢ be an NRDS, T» > 0 be as in (R3) and suppose in addition the following squeezing
property:

(S) ¢ satisfies a random uniformly squeezing property on 4, i.e., there exist 7 > Ty, 8 €
(0,1/4), an m-dimensional orthogonal projection P : X — PX (dim(PX) = m) and a
random variable {(-) : Q — R with finite expectation E({) < —1n(48) such that

sup |[P(9(F, @, 0,u) — § (F, 0,0,v)) ||, < o SN[y (4.42)

ocx
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and

sup [|Q(9 (7, 0,0,u) — (7, 0,05,v)) ||y < 5elEBO Sy, (443)
ocexr

forall u,v € B(w), w € Q, where Q :=1—P.

We have then the following criterion for the finite-dimensionality of random uniform

attractors.

Theorem 4.2.6. Suppose that ¢ is an NRDS on X with random Z-uniform attractor </ and
PD-cocycle attractor A = {As () }oex. If conditions (Ry) - (Rs) and (S) hold, then <7 has finite
fractal dimension in X: for any 0 < p <In(1/46)—E({),

_2min (35 41)

dim (o (0);X) < 5 + (2(E(Lp) 4) + 1) dimp(ZE), Vo Q. (4.44)

Proof. Suppose without loss of generality that 7 = Tz = 1 in hypotheses (R3) and (). Since the
random absorbing set & is tempered, we have

PB(®) = Bx (xo,R(0)) N B(w),

for points x, € #(w) and some tempered random variable R(-) satisfying (4.18).

Next, for each w € Q and ¢ € £ we construct sets U"(@,0) C # () by induction on
n € N such that

U"(0,0) C B(w), (4.45)
tU" (@, 0) < kj, where kg := the integral part of (@ + 1) , (4.46)
¢ (n,9-,0,6_,0,B(9_,0)) C U Bx (u,(46)"819,,C(t%w)dsR(ﬁ_nw)> NAB(w).
uelU"(o,0)
4.47)

Note that the inclusion (4.45) is independent of ¢ and the bound (4.46) of cardinality is indepen-
dent of both ¢ and .

Letn=1, w € Q and o € X. Since dim(PX) = m, from Lemma 4.2.5 we have

Npx [BPX (P¢(1, B_10,6_10,x5 o).l C<ﬂsw>dsze<a_1w)) el B Ry | g)

()

so there exist ko (:= the integral part of (‘/Tﬁ +1)™) centers x}, 5, - ,xﬁ?’(, € X such that

0
Bpx (P(P(l, Y0, 9_|G,x1971w),€f*1 é‘(ﬂsw)dsR(ﬁ_] 60))

ko .
| Brx (xz) - Selli cwgw)dsR(ﬁilw))‘
i=1
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Hence, for any u € Z(0¥_w), since by (4.42)
HP((P(L 1-9*1(07 6,16,1/!) - ¢(17 1-971(07 9710',)(319_1(9)) HX < efgl C(ﬁsw)dSR“S*lw)a
we have

PO(1,0_10,6_16,u) € Bpx (Pq)(l,19_10),G_IG,xmlw),eﬁ)lC(ﬁsw)d“R(ﬁ_le

ko

C UBPX<xa,G el S(B0)dspy 1w)>
=1

and for some particular iy € {1,2,--- ,ko}
PO(1,0_10,0_,0,u) EBPX< el Lo py m)) (4.48)
Setting
y’&m ::x’;lm—I—Q(P(I,IS‘_la),9_16,x1971w) eXx, i=1,2,--- ko,
we obtain from (4.43) and (4.48) that

19(1,9-10,6-10,u) —y5 5llx < [PH(1,0_10,6_10,u) — x5 o[
+0¢(1,9- 10,0 10,u) — Q9 (1,9 10,0_10,xy_,0)l|x
< el 1EBOBR(Y ) 1§l 1EBOR(Y | )
= (28)e/1 L@@ Ry | ).

Hence, since u was taken arbitrarily in #(9%_,0),

ko
0(1,910,0_10,B(5_0)) UBX<yM,(25) SrE@o)dsp gy 1a))>
i=1

In addition, as ¢(1,9_10,0_10,AB(V_1w)) C B(w), we finally have
0(1,9_10,0_0,B(5_0)) UBx<yw(,, (48)e/ 1 E(B@)ds gy w))m@(co)

for some points )7’;070 € #(0).Let Ul (w,0) := {)7’;070 ti=1,--,ko} C B(w). ThenU'(w,0)
satisfies (4.45)-(4.47) forn = 1.

Assuming that the sets U k (w,0) have been constructed for all 1 <k < n, ® € Q and
o € X, we now construct the sets U"*!(w,0). Given ® € Q and ¢ € X, by the cocycle property
of ¢ we have

¢(n+ 1,0 (41)®0,0_(,1.1)0, B(O_(411)0))

(4.49)
=0(1,9.10,0_10) 0 ¢ (1, O_(4.1)®, 0_ (110, B(V_(, 11y ®)),
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and by the induction hypothesis

¢ (n, 19_(,,+1)a), 9_(n+1)0,%(19_(n+1)a))) = ¢)(7’l, 19_,119_]60, 9_,19_16,,%(19_"19_1@))

- MGU”(ﬁ,MO,Q,]O')
(4.50)

where U"(9_1w,60_10) C Z(¥_10) and jU"(V_1®,0_10) < kj. Combine (4.49) and (4.50)
to obtain

¢ (n+1,9_(411)0,0_(, 110, B(D_(41)®))

C U q)(l,ﬁ_la),e_la,BX( (48)el - €50 )dSR(ﬁ_(nH)a))) mgg(ﬁ_lw)).

- uEU"(ﬁ,lw,e,IG) 45
(4.51)

Now we cover each term in the right-hand side to obtain (4.53). For each u € U"(¥_1®,6_10) C
PB(V_1w) we have

B (PO(1,010,0- 10,0, (43" 1 S0k (0, 0)

ko

C UBPX( M’5(45) Py C(ﬂsw)d‘?R(ﬁ,(nH)w)),
i=1

where x!, € P(%()) since ¢(1,9_10,0_10,u) C B(®) by (R3), and ky is given by (4.46).
1
Hence, for any v € By (u (40)"e Iy C(ﬂsw)dsR(ﬁ_(nH)a))) NZ(V_10) we obtain by (4.42)

Po(1,9_1@,0_10,v) € Bpy (P¢(1>19—1w,9—167”) (46)"e o ngw)dsR(ﬁ—(nH)w))

ko

C U (2,548 0 S00R(9_ 1 a)
i=1

and then
PO(1,0_10,0_,0,v) € Bpy <x’° 5(48)" e SO Ry +1)w)> (4.52)
for some iy € {1,--- ,ko}. Setting
yo=x +00(1,0_10,6_10,u) €X, i=1,2,-- ko,
we have from (4.43) and (4.52) that

[6(1,0-10,0-10,v) =3 lx < [PO(1,9-1,6-10.v) —xf||x
+[/0¢(1,9-10,6-10,v) — Q¢ (1,9_10,6_,0,u)||x
<8l HOONR (@)
(48"l EROR(D (1 0)
= 25(48)"el " EOORY @),
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SO
¢<1,197160,9710',BX< (48" el Cw“’)d‘R(@,(nH)w))m@w,lw))

ko
€ UBx (v, 2843w 000 R(g., ) 12(0)
i=1

c UBx( (@3)" L SOV @) B (0)

for some points 7, € (w). Hence, by (4.51) we finally conclude that

¢(n+1,9_ (1), 6_ (n—H)G B(O_(n1)®)) C

4.53
c U Uy el oosme o) ns@. ¢

UeU™(9_,0,6_,0) i=1

Define U™ (w,0) := {5, : u € U"(¥_10,6_10) and 1 <i < ko }. Then U""(w,0) C (o)
and U™ (@, 0) < kI The desired sets {U"(®, )} e are constructed.

To find a finite cover of the random uniform attractor .27, using the idea of Theorem 4.2.3

we make the decomposition
n
=45 (0), 0ecQ, (4.54)
where for ) > 0 we are denoting My = Nz[X;n], £ = U?’i”lZl, Y =Bz(o;,n)NX and Ay, (@) =
Ugex,Ac(®). Moreover,
Az, (@) C Bx (0/(1,9-10,0-,01,A0.,5,(8-,)), M(~n)el a1 )

foreach 1 <I<Mp,n>0,neNand o € Q, see (4.30). Given T > 0, by Birkhoff’s ergodic
theorem we have for n € N great that

el L(Bs0)ds < L(EL)+T)n (4.55)
getting

Ay, () C By <<p (1,000,620, A9 ,5,(D_,0)) ,M(—n)e(W)“)"n) . (4.56)

Now fix 0 < p <In(1/46) —E({) and let y > 0 be sufficiently small such that
E({)+p+7y<In(1/49).
Since R(®) is a tempered random variable we have for n large enough that

(45)nef9né(ﬂsw)dsR(ﬁinw) < (48)" e ECHR(_,0)
_ e(]E(C)+}/+p—ln(l/45))ne(—p/Z)ne(—p/2)nR(19_nw)
< el=P/2n
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and so (4.47) gives

0(n,0_,0,0_,0,8(0_,0)C |J Bx(u,ePP/Z)”)m%(w). (4.57)

uelU"(w,o)

Notice that Ag_,x, (¥_,@) C B(V_,m), so from (4.57) it follows for n € N sufficiently large that
Nx [‘P (n,9_p0,6_,0;,A9_,5,(0—,)); e(_p/z)"} < ko,
and then
Ny [Bx(q) (n,9_,0,0_,0;,A¢ 5, (0_,0)) ,M(—n)e(]E(L)JFT)"n) e~ P2y pp(—p)e B+ Ty
<K
Hence, from (4.56),
Ny [Az,(w); e(‘p/z)”+M(—n)e(E(L)+T)”n} <K [=1,2, My,
and then by (4.54) we conclude that
Nx [w(a));ew/z)" +M(—n)e<E<L>+f>"n} < KM, (4.58)
forallmp > 0and n € N large.
In the following we establish by (4.58) a finite £-cover of <7 (@) for any small € > 0. Let

=P/

M(—n)e(E(L)”)”’ n €N large. (4.59)

Mn =

Then 1,, — 0" as n — oo, and from (4.58) we have
Nx [ (@); 2P/ = Ny [ (@); &P/ 4 M(—n)e (1o, |
< KoMy,
Notice that for any € € (0, 1) there exists an ne € N such that
2e(=P/2ne ¢ < 26(—13/2)(718—1)7 (4.60)
and the numbers 7, can be chosen such that n; — o as € — 07. Hence,
Nx [/ (o);€] < Nx [d(w);Ze(‘p/z)"f]
< koM,

and then (recall that My, = Nz[Z;1,,])

InNy [« (0); €] e Inkg +In Nz [Z; 1y, ]
—Ine =~ _In [23(*!’/2)(”8*1)]
_ nglnko+InNz[X;n,,]

" 2+ (p/2)(ne— 1)’

(4.61)
Ve € (0,1).
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Since by (R;) the symbol space X has finite fractal dimension in  and that 1,, — 0" as
€ — 0T, for any x > O there exists & = & () € (0, 1) such that

1\ dimr(ZE)+x
Nz [Z:mn] < (n ) , Ve <g. (4.62)
From (4.62) and the definition (4.59) of 7n,, we obtain
d 1 !
InNz[Sim,] (dimp (2:2) ) n 7 -
—In2+(p/2)(ne —1) =~ —In2+(p/2)(ne — 1)
(E(L)+7)ne
In M(—ng)e
e—(p/2)ne
<
(dlmF( )+%) _1n2_|_(p/2)(n£_1) ) Vg\go,

while from (R;) we have

In M( n )e(E(L)+T)”€ In Cle(E(L)+T+u)”6
e—(p/2)ne —(p/2)ne
(

T2 () me=T) S “m2r(pme—y ¥ E)
_ Inci+ (E(L) + 7+ u)ne (p/2)ne
T2+ (/2 —1) T —i2 (p/2)(me—T)

for all € < &. Hence, since ng — o0 as € — 0T,

limsup In Nz [%: 1y
u
e—0t _1n2+(p/2)(n8_1)

(dlmp( )+X) (2(E(L)+T+u) + 1> )

P

Therefore, by taking the limit in (4.61) as € — 0" we conclude that

l .
dimg (7 (@);X) = limsup niNx | (@):€]
£—0* —Ine (4.63)
21nk 2(E(L)+ 7+ '
< 20+(dimF(Z;E)+x)< (E( )p “)+1>.

Since the estimate (4.63) holds for all x,7 > 0 we finally obtain

dimg (o7 (0);X) < 212k0 +dimp(Z; E) (M + 1) ’

which implies (4.44) since ky < (@ + l)m by definition (4.46). O

4.2.3 Fractal dimension in more regular spaces

By Theorem 4.2.3 and Theorem 4.2.6 we have established the finite-dimensionality of
the random uniform attractor &7 = {.&7 (@) } e on the phase space X. Now we are interested in
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proving it for more regular spaces ¥ C X. But to be more general, in the following we study the
problem in a Banach space Z for which Z =Y is a particular case.

Let (Z,||-||z) be a separable Banach space and suppose the NRDS ¢ takes values in Z,
i.e., foreachu € X, w € Q and 6 € ¥ we have ¢(¢t,w,0,u) € Z for t > 0. Suppose also that
o (w) CXNZ,forall ® € Q. In the following we shall prove that under a (X x X, Z)-smoothing
property the fractal dimension in Z of the random uniform attractor can be bounded by the

dimension of it in X plus the dimension of the symbol space X in E.

The (X x X, Z)-smoothing condition is stated as follows:

(R7) There is a 7 > 0 such that for some positive constants d;,5, > 0 and a random variable
L(w) > 0 it holds

) B} , 5
|0(7,0,01,u) — ¢(f,,02,v)||z < L(®) [(dz(fflacz)) ' — |2
forall 6,00 €L, u,v € & (0), ® € Q.

Remark 4.2.7. Notice that
(i) We do not suppose any condition related to the expectation of L(®) in (R7);

(ii) Even for the case Z =Y, (R7) is not implied by (R4) and (Rg), and vice versa.
Nevertheless, (R7) is often more useful in applications since powers 8| and &, are allowed while
in (Rg) such powers can not be considered. In fact, it is an open problem whether or not Theorem
4.2.3 can be established using a weaker version of (Rg) with condition (4.23) weakened to: there

exists some power O € (0, 1] such that

sup |97, @0, 0,u) — 9 (F, 0,0,v)[ly < k(@) [u—v||},  VuveB), weQ. (4.23)
ocx
Theorem 4.2.8. Let ¢ be an NRDS which is (£ x X, X)-continuous and has a random 2-uniform
attractor of C X NZ which has finite fractal dimension in X, i.e., dimp (o (®);X) < c(®) < oo.
Then if (R) and (R7) are satisfied, </ has finite fractal dimension in Z as well:

1 1

dimp (;zf(a));Z) < 6—dimp (Z;E) + gdimp (%(ﬁ_;w);X), o< Q.
1

Remark 4.2.9. Notice that

(i) Z is not necessarily a subset of X and any embedding from Z into X was required, so the
theorem applies to the case of. e.g., X = L*(R) and Z = LP(R) with p > 2;

(ii) Ifthe fractal dimension of < in X is uniformly (w.r.t. ® € Q) bounded, i.e., dimp (sz(w);X)
¢, for all ® € Q, where ¢ > 0 is a deterministic constant, then the fractal dimension of </

in Z is also uniformly bounded by a deterministic number:

dimp (,;z%(a));Z) < é,i]dimp (Z;E) + é

<

~
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Proof of Theorem 3.3.22. For any € € (0,1) let M, := Nz[X;€]. Then there exists a sequence

M M
{Gl}lzei/sl of centers in X such that ¥ = Ul:‘ei/é' Y, where ¥; := Bz (Gl, 81/51) NX.

Let w € Q. Since <7 () is a compact subset of X we have
Nx| (w):e!/%2]
do= |J Bx(®e/2)nd(0), ifcd(o),
i=1

and by the negatively semi-invariance of o7 (see (4.13)) we obtain

@{(0)) C U ¢(f7 19_,;'&),9_;6,52{(19_5(1)))
(D
M 15

= U U ¢ 90,6 0,4 (0_0))

I=1 o€y
M s (4.64)

= J 000,63, 7 (9_50))
=1
M,1/5, Ny [ (8_ro):e/%2]

= U U ¢<t_7 B ;0,0 7%, By (x) 7 e'/®) ﬂ,xzf(ﬁ_;a))>,
=1 i=1

where ¢(fv V70, 9_;2[,%(19‘_;60)) = UGEZ[ ¢ (fv O e—fcvd(ﬁ—fa)))‘
Letuj,uo € ¢ (f, Uv_;mw,0 Y, By (x?_t_w,sl/&) ﬂ%(ﬁ_fa))> .Thenu; =¢ (f, V_;@, 9_5617\/1)

and uy = ¢ (f, Vo, 9_,-62,\/2) for some 01,0, € ¥; and vi, vy € By (x?"_w, 81/52) N (V_;m),
and

w1 —uz|lz = |9 (7, 9_70,6_701,v1) — ¢ (F,9_;0,0_70,,v2) ||z
= [ o
<L(D50)[(d=(6-101,6 502)” + v =l 2] (by (R7))

<L(0-70) | M(-1)* (dz(o1, 62))" + [[v1 V2||§ﬂ (by (4.21))

<L(0_;0) | M(—1)%2% ¢ +2528] .
Let r(f, 0,81, 8) := L(0_;w) [M(—7)%2% +2%]. Then
diamy <¢>(f, O_r0,0_;%), By (x) 7, "/%) m,@/(ﬁ_t-w))> <r(f,0,8,8)e,  (4.65)
forall]=1,-- , M5, andi = 1,--- Ny [/ (9_;);€!/%], s0 by (4.64) we obtain
Nz (0);r(F,0,8,8)€] < M,s - Nx [ (9_70);€"/%]
= Nz [E;e!/9] - Ny [ (0_ro);€'/%].

Since r(f, ®, 01, 6,) is independent of € and .o/ (¥_;®) is finite dimensional in X then taking the
limit as € — 0" we conclude

dimp (7 (0);Z) < 5idimp (ZE) + édimp (o (0_70);X) <o, Vo €Q. O
1
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4.3 Application to a stochastic reaction-diffusion equa-
tion

In this section we study a stochastic reaction-diffusion equation as an application of
our theoretical analysis in Section 4.2. In fact, it is a random pertubation of problem (3.75) in
Section 3.4, where we consider now an additive white noise. Existence of solutions and some
preliminary results related to this random perturbation have been established recently in (CUI,;
LANGA, 2017), and now with the non-autonomous term strengthened such that the symbol

space is finite-dimensional, we prove the finite-dimensionality of the random uniform attractor.

In Section 4.3.1 we present the preliminary setting and state the problem. In Section 4.3.2
we show how to generate a non-autonomous random dynamical system from the equation and
consider a conjugate problem. We see in Section 4.3.3 the existence of an admissible uniformly
absorbing set % which absorbs itself after a deterministic period of time. As we could note in
Section 4.2 it is an essential condition in order to prove the finite dimensionality of random
uniform attractors. Then in Section 4.3.4 we estimate the fractal dimension in space L? via the
squeezing method and in H(} via the smoothing method. The calculations and analysis in this
section is found in (CUI; CUNHA; LANGA, ).

4.3.1 Preliminary settings and the symbol space
We consider the following reaction-diffusion equation with additive scalar white noise

+ (Au—Au)dt = f(u)dr + g(x,t)dt + h(x)do, XEO, t>T,

(4.66)
u(xat)|l:‘b' = uf(x)a M(x,l‘)bﬁ =0,

where & C RN, N € N, is a bounded smooth domain and A > 0 is a constant. The nonlinear term

fec! (R,]R) 1s assumed to satisfy the same standard conditions

f(s)s < —ouls|’ + By, (4.67)
()| < oals”! + n, (4.68)
L (9)] < wals|P 2 + 1o, (4.69)
f'(s) < —xls|P 2414, (4.70)

where all the coefficients are positive constants and the growth order p > 2. Let h(x) €
W?22P=2( (). To establish the smoothing property (Rg) we will also need the growth order
p to satisfy

p>2, N=1,2;
4.71)
2

2<p<ESF, N=3.

2
This ensures the continuous embedding H} (0) — L*=2(0), with

lllop—2 < cl|Vull,  Vue Hy(0), (4.72)
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for some constant ¢ > 0, where || - || := || - ||2, see (ROBINSON, 2001, Theorem 5.26).

The probability space (Q,.7,Z?) is defined as usual. Let
Q:={wec¢(R;R): w(0) =0},

# be the Borel sigma-algebra induced by the compact-open topology of Q and & be the
two-sided Wiener measure on (Q,.% ). Define the translation operators 9 on Q by

%o=0o0(-+1)— o), VieR, o€ Q.
Then & is ergodic and invariant under ¥ (see (FLANDOLI; SCHMALFUSS, 1996)). Setting
0
2o) = —A/ HMo(t)dr, VoeQ, 4.73)
we have that z(®) is a stationary solution of the one-dimensional Ornstein-Uhlenbeck equation
dz(% o)+ Az(%w)dr = do. (4.74)

Moreover, there is a ¥-invariant subset Q C Q with full measure such that z(1% ®) is continuous
in ¢ for every @ € Q and the random variable |z(-)| is tempered (see (FAN, 2006, Lemma 1)).

Hereafter, we will not distinguish between Q and Q.

In order to study the finite-dimensionality of the random uniform attractor we need the

non-autonomous forcing g to have finite-dimensional hull in some metric space Z.

By the analysis in Section 3.3, and more specifically in Section 3.3.3, for the current

stochastic reaction-diffusion equation we take & := %(R;Lz(ﬁ )) and assume that
(G) g€ E=%(R;L*(0)) and the hull of g,
—_— =
<%ﬂ<g):{9rg:r€R} )

has finite fractal dimension in &, i.e., dimp (#(g); &) < co.

By Lemma 3.3.16, quasiperiodic functions are examples of such functions satisfying condition
(G), and Theorem 3.3.26 indicates that Lipschitz continuous functions with tails eventually
exponentially converging to quasiperiodic functions satisfy condition (G) as well. Some concrete

examples were given in Section 3.3.3.

Now for the stochastic reaction-diffusion equation (4.66) we define the symbol space as
the hull of the forcing g in &, i.e.
r.=7g).

Then condition (G) ensures that X is a finite-dimensional compact subset of Z. Moreover, the

group {6; };cr of translation operators forms a base flow on X.

Remember the auxiliary result from Section 3.4, Lemma 3.4.1.
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Lemma 4.3.1. Let (2, - || 2°) be a Banach space. If g € & := € (R; 2°) and the hull 7 (g) is
a compact subset of E, then there is a constant ¢ = ¢(g) > 0 such that for any 61,0, € F(g)

we have

t
/ 161(s) — Ga(s)]|%- ds < 29T+ (dg(cl,az))q, Vi1, > 1.
T

In particular,

t 2
/ lo1(s)— 02(5) 3 ds < 4 (d(01,02)) W >0, (4.75)
0

4.3.2 Generating an NRDS and the random uniform attractor

Now for o € X we consider the following stochastic reaction-diffusion equation

{du + (Au—Au)dt = f(u)dt + o (x,1)dt + h(x)dw, x€ O, t>0, 476
u(x,t)|—0 = uo(x), ulx,1)[35 =0.
Consider also the following conjugate deterministic problem with random coefficients:
% +Av—Av = f(v+hz(%)) + 0 (x,1) +z(%w)Ah(x), x€ O, 1>0, @77
v(x,)l=o =volx),  v(x,1)[ae =0.
Denote by

H=(O0).-). Vv=H0). z=L10)

and let Z be the collection of all tempered random subsets of H, i.e.,
9 = {D : D is a tempered random subset of H }
Then I : V — H is compact, and by Lemma 4.2.2 we have the Kolmogorov €-entropy condition
Ho(V:H)<ae™, VYe>o0,

for some constant ¢« > 0.

Following a standard method by (TEMAM, 1997) and (CHEPYZHOV; VISHIK, 2002)
we have that for each initial data vy € H, problem (4.77) has a unique solution v(-, @, c,vg) €
%([0,00); H)NLY ((0,00),Z)NLE ((0,00); V), with v(0, ®, 6, v0) = vo. Moreover, vis (F, B(H))-

loc

measurable in @, as one can see in (CUI; LANGA; LI, 2018). Hence, setting for each t > 0,
w e, ocXand vy € H that

o(t,0,0,v9) :=v(t,m,0,vp), (4.78)

then ¢, generated by solutions of (4.77), is a (X x H,H)-continuous NRDS on H (In fact, ¢ is
Lipschitz in both initial data and symbols as indicated by Lemma 4.3.8).

Now, foreacht >0, ® € Q, 6 € £ and up € H, set

u(t,®,0,up) == v(t,0,0,up— hz(®)) + hz(% ). 4.79)
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Then u(t,®,0,up) is the solution of (4.76) at time ¢ with initial data g (at time ¢ = 0) satisfy-
ing Definition 4.1.1. Hence, ¢ (¢,®,0,up) := u(t, , o, up), generated by the solutions of the
stochastic reaction-diffusion equation (4.76), is also a (X x H, H)-continuous NRDS on H. In
fact, ¢ and ¢ are conjugate NRDS, satisfying (4.14) with cohomology

T(w,u) =u+hz(®), weQ ueH. (4.80)

Since the cohomology T is a bijection from & onto &, Theorem 4.1.31 shows that the conjugate
P-uniform attractors <7 of ¢ and <7 of ¢ satisfy the relation

A (0)=T(0,(0)) = (0)+hz(), ®EQ, 4.81)

which implies that the two attractors have the same fractal dimension.

In the following we shall study the finite-dimensionality of .27 in H by checking condi-
tions (R;) - (R4) and (S) in Theorem 4.2.6, and in V by checking (R7) in Theorem 4.2.8. The
existence of the random uniform attractor was proved previously in (CUI; LANGA, 2017), using
Theorem 4.1.18.

4.3.3 An admissible uniformly -absorbing set %
4.3.3.1 Estimates of solutions

The estimates of solutions in this section will be achieved in a standard way as in (CUI,
LANGA, 2017), but we need details which are crucial for us to bound the fractal dimension of
the random uniform attractor .o/ associated to problem (4.77). As we just saw, with this we find
estimates on the fractal dimension of .27, the random uniform attractor for the original problem

(4.76). We note that condition (4.71) on p is not needed in this section.

Lemma 4.3.2 (Estimate in H). Let conditions (4.67) - (4.70) hold. Then any solution v of (4.77)

with initial value vy € H satisfies

t
I9(0,0-10,6-0,v0) [P+ [ =0 (1[¥v(s,9-,0,6-10,v0) >+ (5, 01,6, v0) ) d
0

0
<e M |wo|2+C / & (12007 +1+ [o(s)) ds, 120,
—t

where C > 1 is a positive constant independent of vo € H, 0 € ¥ and ® € Q.

Proof. Take the inner product of (4.77) with v in H to obtain

1d
S VP A+ 9] = /ﬁv(f(whz(ﬁtw)) +o() +2(00)Ah)dr.  (482)
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By (4.67), (4.68) and Young’s inequality we have, since u = v+ hz(% o),
/ﬁvf(erhz(ﬁ,a))) dy = /ﬁuf(u) d— /ﬁhz(ﬁtw)f(u) dx

<—anlulp+c+ | aalhe(@) (a7 !+ 1) dx

o (4.83)
< —aful[j+c+ jll\u\lﬁ + clz(% @) |7 +clz(V o))
o
<=5 IVllp +e ()P +1).
As Py |
[ (o) + v ars TP+ Lol +cle(ol +1), @84
by (4.82) - (4.84) we conclude that
d
EHVH2 FA VP VP + (v < C<|Z(19rw)|p+ 1+ HGHz)- (4.85)
Multiply (4.85) by e* and then integrate over (0,¢) to obtain
1
||V(t7 (D,G,V())HZ +/ el(s*t) (HVV(Sa w7G7V0)H2 + ||V(S7 (D,G,V())Hﬁ) ds
0 (4.86)

t
<e Mol e [ (I(3,0) 1+ o)) ds.
Replacing ® and ¢ by ¥_;® and 0_,0, we have

t
lv(, 0 10,6-,0,v0) >+ / eﬂs—ﬂ(||vv(s,zs_lw,e_to,vo)||2+||v<s, 19_tw,9_;6,v0)||§> ds
0
A !
<e Mol e [ A0 (0 @) + 1+ o(s—1) ) ds

0
=P+ [ (lBo) + 1+ o)) ds
—t
and the proof is complete. ]

Lemma 4.3.3 (Estimate in V). Let conditions (4.67) - (4.70) hold. Then for any € > 0 there is a
constant cg > 0 such that any solution v of (4.77) with initial value vy € H satisfies

0
IVv(t, 8, 0,6_5,v)|> < cgeMHvon—l—cg/ e“(yz(ﬁswﬂuu HG(S)HZ> ds, Vi>e,
—t

where ce > 0 depends only on €.

Proof. Multiply (4.77) by —Av and then integrate over ¢ to obtain
%%Hwnz + 4[| Vv|)? + ||Aav)? = —/ﬁAv(f(VnLhz(z%w)) +0(1) +z(19ta))Ah)dx. (4.87)
By (4.68) - (4.70) we have
_ /ﬁAvf(ijhz(ﬁtw)) de = —/ﬁAuf(u) dx+/ﬁAhz(19,a))f(u) d

_ 2df(u)
_ /ﬁ V2L q /ﬁ Ahz(8,0) f (u)dx s

<llHVthz—F/ﬁ]Ahz(ﬁ,w)]<a2|u\”_1+oc2)dx

UV + eyl + clz( B 0) [P +c.
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Since .
—/ﬁAv(G(t)qu(z%a))Ah)dxg ||Av||2+§||G||2+c|z(19,a))|2, (4.89)

from (4.87) - (4.89) it follows that
d
a||W(t,a>,a,v0)||2 < |IVv[P+clvl|b+clz(Sw) [P + [lo]]* + e, t>0. (4.90)

For € > 0 and s € (r — €,1), integrate (4.90) over (s,7) to obtain

t
IVo(e,0,0,00) P~ [Vo(s.0.0m)P <c [ (IV@IP+ ) )ae
B 4.91)
t
e[ (@)l + 1+ o ()| )de.
1—&

Then integrating (4.91) with respect to s over (1 — €,1) we have

Ivit,0,0m)P < (e ) [ (IVE@IR + o5

t

1—&
! 2

te [ (@)l + 1+ o ()| )z,
t—&

and replacing w and ¢ by ¥_;® and 0_;0, respectively, we have
2 1y ! 2
[Vv(t,9-10.6-0.w0)|* < (c+2) / (I1Vv(s, 91,640, v0) [+ [Iv(5)]15) ds
t—¢€

ve [ (k)P +1 4 o(0)P) de

Since, fort > €,

t
/ <||Vv(s, 30,0 ,6,v0)|*+||v(s, ¥ 0, 9_,G,v0)||5> ds <
t

—&

t
< el'g/ el(s_’)<||Vv(s,19_,a)79_,c7,v0)||2 + ||v(s,19_,a),9_t6,vo)||§> ds
t—¢€

t
< ot / H([9v(s, 040, 0-,0,v0) | +[v(s, D-,0-,0,v0) [} ) ds
0

0
gcele_’“HvoHZ-l-ceM/ e“(|z(19sa))|p+1+||6(s)||2> ds (by Lemma 4.3.2),
we conclude that
1
IVv(t, 8, 0,6_5,v)|> < c(1 + E)eM*MHVOHZ
Ae 1 0 As p 2
+ce <1+E>/ & (3@ +1+ o (s)]) ds
—t

which completes the proof. O]

To establish the (H,V)-smoothing property of the system we need the following esti-
mates.
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Lemma 4.3.4 (Estimate in Z). Let conditions (4.67) - (4.70) hold. Then any solution v of (4.77)
with initial value vy € H satisfies

v (5" A=) 2p-2
gllv(t, 91 @,0-,0,v9) |5+ ] e [v(s, 0—@,0-0,v0)|l5, 5 dsdr <
r

A 2 0
<ce Mol +e(e+1) [

(o)

e?Ls(|Z(l9sw)|2p72 +1+ H(y(s)”z)ds, Vit > e >0,

(4.92)
where ¢ > 0 is a positive constant independent of vo € H, 6 € X and @ € Q.
Proof. Taking the inner product of (4.77) with |v|P~2v in H, we obtain
1d
1_95”‘}”5 + AV < (f(v+hz()), VIP72) + (0, v~ 2) + (2( @) Ak, [v]P~2Y)
(4.93)
_ (04] _
< (Fv+ha( @), PP 2v) + V) =5 + el o+ clz(d0) .
By (4.67) we see that, since u = v+ hz(%;0),
FOv+hz(%o))v = f(u)(u—hz(%o))
< —oy|ul? + B — f(u)hz(S, @) (by (4.67))
< —oulul” + B+ (oa|ul’~" + o) |hz(%w)|  (by (4.68))
3a
< —anful? + i+ = ul” + clh(8,)|7 + onlhz(9,0)]
a
< =7 M7+ elha(B)|7 + By + onlhz(9,0)].
Hence,
(F(v+hz(Dw)), P ~2v) = (f(v+ (9 @)y, [v[P~2)
o1y 2p-2 _
< —Z|lv|]22_2+c|z(19tw)|2p > te.
Then from (4.93) it follows that
d 2p—2 _
a WIp AV + vz, =2 < clz(Br@) P72 +cl|o|* +c. (4.94)
Multiply (4.94) by e** and then integrate over (r,1) for r € (0, €) to obtain
" 2p-2
IO+ [ Hv37 ds <
d (4.95)

A ) 2p-2 2
<ce M+ e A0 (@)1 o)) ds.
r
Integrating (4.95) over r € (0, €) yields
po (5[0 A 2p=2
8||v(t,a),0',vo)||p+/0 /e Iv(s, @,0,v0) |22 dsdr <
€ 2 € t 2
<c [ Mg dree [ (2@ 2+ 14 o)) dsdr
t t '
<c [l drree [ 0 (x(0@)P 4140 () ) ds

t
< ce M |vol >+ (1 +s)c/0 M) (\z(ﬁsa))|2”’2+ 1+ HG(S)HZ) ds  (by (4.86)).
(4.96)
Replacing ® and ¢ by ¥_;® and 0_;0, respectively, we have the lemma. [
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For later purpose we state the following corollary.

Corollary 4.3.5. Let conditions (4.67) - (4.70) hold. Then any solution v of (4.77) with initial
value vy € H satisfies

t
/|| 5,,0,v0)||22 =2 ds c||v0||2+c/0 & (le(0@) 7241+ o(s)|?) ds,  497)

forallt > 1, where c > 0 is a positive constant independent of vo € H, 6 € ¥ and ® € Q.

Proof. By (4.96) with € =1, fort > 1 we have

1 rt
2 2p—2
/|| v(s,0,0,v0) |22 ds</ / Iv(s. @,0,v0) |22 dsdr
1 rt
<e)“t/0 /rel(s’)Hv(s,a),c,vo)H%g:% dsdr

t
<clwolP+e [ (0P 2+ 14 o)) ds. O

4.3.3.2 The absorbing set A with deterministic absorption time

Now we construct an admissible uniformly Z-absorbing set 4 satisfying (R3). Since £ =
A (g) is compact in E = €' (R; H) we know from (CHEPYZHOV; VISHIK, 2002, Proposition
V.2.3) that it is bounded in %}, (R; H), i.e., for some constant Cyx > 0

sup [0, ) = sup (supuamu) <G (4.98)

cexr ocX \reR

Hence, there exists a uniform bound C;, > 0 such that

0
sup [ o)1 a5 < sup (1012 e | 5) < (499)

ocklJ —= ocr

Let us define a random set # = { B(®) } peq in H by

0
B(w) = {MEH: l])> < p(w) ;:1+c/ M |2(0,0) [P ds+%+CCb}, weQ,

(4.100)
where C > 1 is the constant given in Lemma 4.3.2.

Proposition 4.3.6. Let conditions (4.67) - (4.70) hold. Then the random set % defined by (4.100)
is a tempered uniformly 9-pullback absorbing set for the NRDS ¢ generated by the reaction-
diffusion equation (4.77). In addition, % uniformly absorbs itself after a deterministic period of
time, i.e., there exists a deterministic time T > 0 such that for any t > Ty we have

U v, 9 0,6_0,28(0_0)) C #(0), YocQ.

ocX
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Proof. Since p(-) is tempered it follows that 2 is tempered as well. Now we show the uniformly
2 -pullback absorbing property. By Lemma 4.3.2 we know that for any tempered random set
D € 9 (i.e., there is some tempered random variable R(-) such that |D(®)||*> < R(®)), the
solutions with initial data in D satisfy

sup Hv(r,ﬁ_,a),e_,G,D(ﬁ_,a))) H2 <
ocx

0
<swp [ #R-0)+C [ ({00 +1+[0)E) a5 @.101)

ock

0 C
<eMRW-0)+C [ Fl(B0)]" dst T +CC by A9, ¥ >0.
—t

In addition, since the random variable R(-) is tempered, there exists a random variable Tp(-) > 0
such that e *R(®_, @) < 1, for all r > Tp(®). Hence,

0
sup [[v(t, 9, 6_,6.D(B_0) | < 1 +c/ A5 |2(8,0)|7 ds + % +CC, = plw),
ocr —

(4.102)

forall t > Tp(w), so A is a uniformly Z-pullback absorbing set.
Now we show that Z uniformly attracts itself after a deterministic periodic of time 7.

By (4.101),

0 C
Sll];HV([,‘lS'_,(D,G_tG“@(ﬁ_tw)>||2 < e_ltp(ﬁ'_;w)—I—C/telsk(ﬁsw)‘l’ ds‘i‘z‘i‘CCb
oc _

0 C
= M (1 +C/ | 2(V_0)|P ds+I+CCb>

0 A C
+C/ e™’|z(Vsm)|P ds—i—I—FCCb
—t

C —t
e~ (1 + +ccb) +C/ ECYOlES
o C
+C [ FRB) dst 5+
—t

Hence, take 7z > 0 such that

1
e Mz (1 —l—%—l—CCb) =1, ie., Ty = Iln <1 +%+CCb> .

Then, for all t > T,

0 C
sup ||v(1,9—,6_;0, B(V_,)) H2 < 1+c/ e |z(V) |7 ds+ 7 TCC = p(w),
cEr —o0
which by the definition (4.100) indicates that

U v(t, 90,600, 8(0_0) C B(o), Vi>Ty,

ocxr

as desired. O]
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4.3.4 Finite fractal dimension of the random uniform attractor in H
and inV

4.3.4.1 (X x H,H)-Lipschitz continuity and (X x H,V)-smoothing
Notice that condition (4.69) is in fact equivalent to the following form commonly used
in the literature:

1f(s1) = f(s2)] < clsi —s2] (14 51|72+ |52]p*2), 51,52 € R. (4.103)

In addition, the following result is obtained via a decomposition of f in (CUI; KLOEDEN;
ZHAQO, ) and will facilitate our computations later.

Lemma 4.3.7. (CUI; KLOEDEN; ZHAO, , Corollary 3.3) For any € '-function f satisfying
(4.67), (4.68) and (4.70) there are positive constants ci,cy > 0 such that

—(f(s1) = f(52)) (s1 = 2)[s1 —2|" = cils1 —52|P*" = cals1 — 52| F2,

foranyr >0 and sy,s» € R.

Now we derive a joint Lipschitz continuity of solutions in symbols and initial data.
For any two solutions v; of (4.77) corresponding to initial data v;o € H and symbols o; € X,
Jj = 1,2, respectively, with 6 := 01 — 02, the difference v(r,®,5,Vp) := vi(t,®,01,vi0) —
va(t,m,072,v20) of them satisfies

3—‘: + A7 —AV = f(vi +hz(%w)) — f(v2 + hz(Bw)) + 6. (4.104)

Lemma 4.3.8 (X x H,H)-Lipschitz continuity). The NRDS ¢ is Lipschitz continuous from
Y X H to H with time-dependent Lipschitz constant. More precisely, there exist deterministic
constants Cy = C1(||Z||«,r:zr)) > 0 and B = B(c1,c2,A) > 0 such that for any two solutions
vi(t,w,0},v;0) of (477)withoj € Landv;o € H, j= 1,2, we have

2
[v1(r, @, 01,v1.0) = va(t, @, 02,v20) | < CreP" | [vi.0— vaoll* + (d=(01,02)) },

forallt > 0and ® € Q.
Proof. Take the inner product of (4.104) with v (= i) in H and we obtain

1d -

S 12 A2+ 1VFIP = (£ (1 +h2(8,0)) = £ (v2+ha(91 ). @) +(6.7)
< —cillally+calldl*+ S ][7] by Lemma 3.4.8)

< —cil[7ll + ¥l + a1,

SO
d, _ _ _ _ _
S IPIZHFI5+1Vo) < ellv + 1511
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By Gronwall’s lemma we have

t t
502+ [ e (Il + 195(6)12)ds < e iol>+ [ e 5(s)|P s (4.105)
Since from (4.75) it follows
t t
[ et eI s <e [ 161 as
0 0
< celctnd) (dE(Gl , 62))2,
the proof is complete. [

Lemma 4.3.9 (£ x H,V)-smoothing). Let A be the tempered uniformly 9-pullback absorbing
set defined by (4.100). Then for all ® € Q the difference of two solutions of (4.77) with initial
datavjo € B(w), j = 1,2, satisfies

val (tv CO,Gl,Vl’()) - sz(t7 w, 627‘)270)”2 <

A — cA
< CecP(a))-i-ce ’fé‘z(ﬁsw)|2p 2ds+-ce t<||V1’() —V270||2+ (dE(Gth))Z)’ Vi > 27

where p(-) is the random variable given in (4.100).
Proof. Taking the inner product of (4.104) with —Av in H, by (4.103) we obtain

%%||w||2+/1||vv-||2+ |A||* = (f(vl +hz(%0)) —f(vz-l-hz(t%a))),—A\?) +(6,—AV)
< c/ﬁ<|u1]1’2+\u2|p2+1>|\7HA17| dv+ (6, —AP)
< IIA\7||2+c/ﬁ(!u1|2”“+qu~|2”“)WI2 dx+c|[7]* + || &]?
<1472+ e (Il 1555 + lluall3h =) [913,—a + ll¥]|> + l| 511
Hence,

d o 2p—4 2p—4N (15112 2 2
aHVVH < c(llurllyy 5+ lluallyy o) [19112,—2 |3l +cll& ||

s - (4.106)
< (33 + uall3 3+ 1) 1913, o + VoI + el 51,

and then, by the continuous embedding V — [*P—2in 4.72),
d o_n 2p-2 2p-2 02 —2
ZNVFIR < el l3573 + uall3h 5+ 1) V92 + el
By Gronwall’s lemma we have

IVi()||? < effc(Hul (77)ngﬂWﬁn)H%ﬁjH)dﬂ V()2

n /t STl Z B Z41)d ) 512 dg, Vs s> 1,
s
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and integrating over s € (1,2) we obtain

2p—2 2p—2

Vo) |2 < effc(llul(77)\\2p_z+\|uz(n)|\zp_z+1)dn /2 |V5(s)||? ds
1

2p—2

4 el B3+ lua )5 3+1) dn /IH(_T(T>||2 dr. Vi>2
1

Since ) )
STV as < [~ Va2 as
1
<O+ [ o) as by (4.105)
= 2 = 2
<ellsO) +e [ Iots)IP as
we have

2p—2

t . 2p—2 t
IV5(0)|2 < celt e Ul MG S+ (I3 +1)an (||v(0)||2+/O 16(s)II? ds), t>2.
Notice that for all ¢ > 2
! 2p—2 2p—2
/1 C<||M1(17,w,Glaul,o)Hzﬁ,z+ ||u2(n,w,62,u270)||2§72+ 1) dn <
t
< [Ce(Irm.01v10) 373+ o, 0.0 v20) 33+ By @) 2+ 1) dn
t
<c|B(o)|*+¢ /0 e“<|z(zssw)|21’—2+1+cz)ds (by (4.97) and (4.98))
a ! 2
< cp(w)+ce t/ |2(950)|?P~2 ds + ce™,
0
and by (4.75) we have
¢ [ 16O ds < e (as(01,02),
so, forall ¢t > 2,
_ At ot 2p—2 cAt _ 2
Vo) < el BERIE2mee™ (15(0)] 4 (d(01,62)) )

The proof is complete. O]

4.3.4.2 Squeezing

Now we prove the squeezing property on the uniformly absorbing set % defined by
(4.100), i.e.,
#(w) = {ueH: |ul’* <p(w)},

with p(®) a tempered random variable given by

0 C
p(w) = c/ M Z(B0)|7 ds+ = +CCy+1,  VoeQ, (4.107)

A

for some positive constant C > 1. Before giving the desired squeezing property, we prove a
useful lemma for the random variable p ().
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Lemma 4.3.10. For the random variable p(®) defined above, let

p(w):= max p(%), Vo € Q.
re[—1,0]

Then, for all ® € Q, we have

p(w) < p(w), (4.108)
1
[p(w)}k/o [p(B,)]"ds, Vy>1. (4.109)

Proof. By definition,

0 C
p(@)= max C [ e*|z(Vyp0)P ds+=+CCp+1
te[-1,0]  J—oo A

0 C
— max Ce M / ) |2(8yy0) [P ds+ — +CCp + 1
re[—1,0] —co A

a2 ¢
= max Ce~ ’/ e™’|z(Om)|P ds+ — +CCp+ 1
re[—1,0] —oco A

—oo A
=t p(),
so (4.108) follows. Since for any Y > 1 we have

[ e’ as> | [ o0 o '

1 Y y
> [ ol ss] = [pt@)]”
(4.109) is proved. L]

0 C
< Ce’l/ 5 12(%0)|P ds + ¢t (— +CCp+ 1)

Now we prove the squeezing property needed for condition (S). To this end, notice
that for any two solutions v; of (4.77) corresponding to initial data v; o € (), the difference
y(t,w,0,%) =vi(t,w,0,v10) —v2(t,w,0,v2) of them satisfies

%Jr?ty—Ay = f(v1 +hz(19,a))) —f(V2+hz(l9,a))). (4.110)

In addition, since A := —A is a self-adjoint positive operator on D(A) = H*(0')NH} (0) with
compact inverse, there exists a sequence {A4;}7_; of spectra satisfying
0<A <A< = oo,
and a sequence of eigenvectors {e j}cle forms an orthonormal basis of H which is such that
_Aejzlje], ]:1,2,
For n € N, set
H, = Span{elve% T 7en}a
and let P, : H — H,, and Q,, := I — P, be the orthonormal projectors on H. Then

It ||Ov|> < ||VV|?, WweV,neN. (4.111)
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Proposition 4.3.11 (Squeezing property). There exist m € N, 6 € (0,1/4) and a tempered
random variable C(®) with E(C(®)) < —In(48) such that for any two solutions v\ and v, of
(4.77) corresponding to initial data vy o,v20 € B(W), respectively, we have

To
sup [| P (vi(Tig, ©,6,v10) = v2(Tig, ©,0,v20)) || < elo™ COOE |y g vy, (4.112)
ocr

To .
SugHQm(Vl(T%(O,G,vLO)—Vz(T%w,G,Vz,o))H < 8o CO@ b vl (4.113)
oc

where Tz > 0 is the deterministic absorption time of 9 in Proposition 4.3.6.

Proof. Without loss of generality we let T = 1. Take arbitrarily o € X (the following proof is
independent of the choice of ). Then for two initial data v; o € Z(®), by Lemma 4.3.8 the
difference y(t, w,0,v9) = vi(t,0,0,vi0) —v2(t,®,0,v; ) of solutions satisfies

(1, 0,0,7)|1> < CréP!||io]|>  (where 7o := vi 9 — va,0 = y(0)), (4.114)
for positive constants Cy, 8 > 0 and all r > 0, and, particularly for 7 = 1,

Iy(1,@,0,%) 1> < CreP||wo]|* = ™ P]|w) . (4.115)

In addition, for any initial value v(0) € Z(®), by Lemma 4.3.3 the solution v(¢) of (4.77)
for r > 1/4 is bounded by

0
sup 90,0 0.0(0) | < sup [ce M O) ¢ [ ¥ (IeDess@) 14605

oex oex
0
< c||v(0)||2+c/ 2Oy 4 0)]P ds+%+ch (by (4.99))
1
<O +ep(Brw), V>,

where ¢ > 0 is an absolute constant, and p(-) is the tempered random variable given by (4.107)
which also indicates the radius of the absorbing set % in H. Analogously, since the solution u of
(4.76) is in the form u(t) = v(t) + hz(%; @), with v the solution of (4.77), we have

sup || Vu(t, 0, 6,u(0))|> < 2sup | Vv(t,,6,9(0)) |* + |z, )
oexr oEer

< c|v(0)||> + cp (B @) + c|z(% ) (4.116)

1
Sep(0) +ep(Bo), V>,

where
plw):=p(®)+z(®)|, VYoecQ. (4.117)

Taking the inner product of (4.110) with y, := Q,,y in H we obtain

1d

3 Dl + Al 19l = (£ (01 +he(,0)) = £ (v2+ ha(91©)) 30 ).
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Since by Holder’s and Young’s inequalities we have the formula

1 p—2 1
2 2p—2 2p—2 2p—2
/adex<</ \a|2dx) (/ |b| 2 dx) ’ (/ \C|2p2dx> '
o i o o
2 _
2p—2 2p—2 =1
gs(/ ’C’2p_2dx) ’ +ce (/ ]a\zdx) (/ |b| = dx) , Ve>0,
o o i

(4.118)

TS
—l

where ce > 0 is a constant depending on &, then for the nonlinearity term it holds
(£ 1+ ha(B@)) = (32 + hz(8,0)) .32 ) <

<c [ (halP 2l 21 )blbl de - Gy (4103)

1 2p—4 2p—4
<5||yn||%,,_2+c(||u1||2’,§_2+||uz||2’,§_2+1)||y||2 (by (4.118)),

and finally by the continuous embedding (4.72) of V < L?’~2 we conclude that
5 . 5 <l \V/ 2 \V4 2p—4 \V/ 2p—4 2
fOi+hz(6,0)) = fv2+ha(% @), yn | < SIVyull” e[V [+ Vi [+ 1) I3[
Hence, for > 1/4,
d _ _
P+ 195l < e (Va2 4 [[Vaeal P24 1)
-2 rx -2
<c([p(@)" 2+ [p(3@)]" *+1)IyI2 by @4.116)
2 N -2 .
<c([p(@)]"*+ [(30)]" *) M (since p(w) > 1,
and then, by (4.111),
d -2 ra -2
Sl + 2l < e([p(@)] 2+ @) )bl 1> 1/4

For r € (1/4,t), by Gronwall’s lemma we have

t
(@)1 < e Py, )P+ [ et 167 ([p(@)]” 7+ [pos@)]” ) ()P s
(4.119)
and then for r > 1/2 integrate (4.119) over r € (1/4,1/2) to have

1
2 i (t—r ! - 2 ra -2
@2 <4 [ e Ry ()P dr [ e 1670 ([p(@)] 7 + [p()]" ) Iy(s)] ds.
4

Since
1 1

[ eI ()P dr < e [ by ) P dr
i

1
gceM”/lze’ln+"<e/3ruvoy|2)dr (by (4.114))

1

( n+1+B)
Anat €2 =112
< ce n+1 W
C _ 12 1
g 7L HVOH ) t> Ea
n-+
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we have

O < =l [ e ([p(@)]" >+ [p(3:@)] %) (o) &

TN A P2 15 Bsii= |12
S 2oy ol +/Oce ([P<w)} +[p(8s0)]"" )e 7/ ds  (by (4.114))

c . _ _ ! _ -2 - -2
< Il e ol [ et ([p(o)] "+ [p(0i@)]" ) a5 (4120)
n+
Since for the last term we have

/Ote/l,,+1(S—t)([p(w)}p2+ [ﬁ(ﬁsa))}pfz) ds

<[[ sl [ (@« pooy) o]

1

< S L2 ooy ) o

- =L (ot o) o]

L o+ s (gince st < ¢, for s > 0),

<
\V/ Afn+1

taking in particular # = 1 in (4.120) we obtain

C 1 — ~ _
||yn(1)H2 < 7 ||‘70H2+0H‘70H2 ( efo ([P(w)]2p 4+[P(ﬁsw)]2p 4)ds>
n+1 n+1
ol + c[[vol* cllPoll” p(@)r—++ 3 [p(8s0)2 s

VA1

[0]|* + ol [P(@)FP 2+ G [p(850) P 2ds (4.121)

<

A’VH‘I \/ ln—O—l

) X - . -
S %}!Iv‘o!\% CllRoll” 5t (0.2 -2as+ 13 [p(0,0) 2 2as (by (4.109))
n—+ +1
-2y Wl perer2 .02 po.wpr-2a

< o [¥0]]* + — =gl " TP P, S (by (4.108)).

A1 vV At

By the definition of p in (4.117) we have

P2 p(@) 2+ (@) = FHp(0)P 7 + [p(0) + (@)
< (ez<2p—2> + 1) [p(0)+]z(@)P]"% weQ,

and for later purpose define k := e(2P=2) 41 4 (InCy + B) and

C(w) :=k[p(0)+|z(@)]??, VeoeQ.
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Then C(-) is a tempered random variable with finite expectation, and, by (4.121),

S
¢ - Cl|Vo 1 ,
ya(D)|* < P Hvo\|2+Mef0 C(Bw)ds
n+1 VAnr1

C C 1
< n oo C(B0)ds 15 12
( T r) 7ol

Clearly, there exists a § € (0,1/4) such that 45 < e E(C(@)_or equivalently E(C(w)) <
—In(46). In addition, since A, — oo as n — oo, we have an m € N large enough such that

C C

A1 V )Lerl

In this way we obtain
lym(DI? < 8220 OO 502 with E(C(@)) < —In(48);
s0 (4.113) is verified. Since 2C(w) > InC; + B for all ® € Q, by (4.115) we have

(1, @,0,7) |7 < P 15

< erOIC(ﬂsw)ds”‘70"27

and (4.112) is also clear. L]

4.3.4.3  Finite-dimensionality of the random uniform attractor in H and in V

Now we are ready to conclude that the random uniform attractor .o/ of (4.77) has finite

fractal dimension in H and in V.

Theorem 4.3.12. Suppose the symbol space £ = 5 (g) has finite fractal dimension in £ =
% (R;H), i.e. (G) holds. Then the fractal dimension in H and that in' V of the random uniform
attractor < of the NRDS ¢ generated by (4.777) are both finite.

Proof. Let us prove first the finite dimensionality of .2/ in the phase space H. Set X := H and
Y :=V. From Lemma 4.3.8 we have conditions (R;) and (R4); from Proposition 4.3.6 it follows
(R3) and finally by Proposition 4.3.11 we obtain (S). Then by Theorem 4.2.6 we conclude
that the fractal dimension of the random uniform attractor <7 is uniformly bounded in H, i.e.
dimp (7 (0); H) < co, for all ® € Q, for some deterministic constant co > 0.

On the other hand, from Lemma 4.3.9 it follows the smoothing property (R7) (with
01 = & = 1) and since &/ has fractal dimension uniformly bounded in H we obtain by Theorem
4.2.8 that </ is finite-dimensional in V as well: dimp (&7 (®);V) < dimp(Z;E) + ¢ for all
o< Q. O

Finally, from (4.81) we conclude that the random uniform attractor <7 associated to the
stochastic reaction-diffusion equation (4.66) has finite fractal dimension in spaces H and V.
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CHAPTER

5

CONCLUSION AND FUTURE WORKS

In this work we were interested in the study of fractal dimension of attractors in three
different settings obtaining estimates on the dimension for global attractors, uniform attractors
and random uniform attractors. The main technique we used is based on a compact embedding
between Banach spaces and on a regularization condition for the system under consideration.
In general we called it a smoothing property. Besides that we also established a comparison
between different methods (to estimate the dimension) applied to global attractors showing that
a smoothing condition is better than the qualitative compactness property assumed for example
by Maiié¢ in (MANE, 1981).

We studied for non-autonomous (random) dynamical systems the construction of new
symbol spaces with finite fractal dimension, especially on the space of bounded continuous func-
tions endowed with a Fréchet metric. It could help us in order to apply our previous theoretical
results to some problems associated to non-autonomous (stochastic) evolution equations. Our
contribution to the theory of nonlinear dynamical systems are summarized and presented in the
submitted papers (CARVALHO et al., ), (CUI et al., ) and (CUI; CUNHA; LANGA, ).

This technical condition on the fractal dimension of symbol spaces is an interesting point
to be investigated. An important problem can be guarantee the finite-dimensionality of (random)
uniform attractors without the assumption on X that it has finite fractal dimension. It is usually
difficult in applications to find examples of symbol spaces X with this property and so we can
look for conditions on a system {Us(7,5) } sex (or on an NRDS ¢) that ensure the dimensionality
of (random) uniform attractors avoiding the restriction imposed upon X. This problem can be
first studied in the deterministic setting for uniform attractors in which the random parameters
are not involved. If well-succeed it is expected that the generalization to random problems can

be done taking into account some ergodicity properties.

In this work we focused our attention on the study of attractors. A well-known problem
of these objects is that despite they attract some expected collection of sets, the rate of attraction

is usually unknown and it can happen extremely slowly what can imply a non-stability (under
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perturbation) for the system under consideration. So in order to overcome this drawback, in
(EDEN et al., 1995) was developed the notion of exponential attractor, i.e., a positively invariant
compact set which attracts all bounded sets at an exponential rate. In this direction, we talk about
some problems that could be investigated in the future. Using techniques developed in this work
along with the expertise maybe it is possible to construct exponential attractors in more general
settings as for example the construction of uniform exponential attractors and random uniform

exponential attractors. Let us describe them in more details.

For non-autonomous dynamical systems we can think at a first glance as in the following.

We start with a definition of uniform exponential attractors.

Definition 5.0.1. Let {Us(t,s) }sex be a system of evolution processes on a Banch space X. A

compact set & C X is a uniform exponential attractor for {Us(t,5)}sex if

(i) & has finite fractal dimension in X, i.e., dimy (&x;X) < oo;
(ii) There exists o« > 0 such that for every B C X bounded we have

supdisty (Us(t,5)B, &%) < C(B)e =), Vt >s+T(B), seR,
ocXl

for some positive constants C(B),T (B) > 0, which only depend on B.

Based on the theory developed in (CHUESHOV, 2015) for global and pullback attractors,
the idea is to replace the smoothing property (Hy)-(Hs) (Chapter 3, Section 3.2) with a more
general quasi-stability condition for a system of evolution processes and then construct a uniform
exponential attractor in this new setting. In this case the smoothing condition is seen as a
particular case. We note that the problem proposed is substantially different of what we did here,
since now we are proposing to construct uniform exponential attractors, which is a task much
more involving than obtaining estimates on the fractal dimension of the attractor. Let us make it

more precise what that quasi-stability means.

Definition 5.0.2. A real-valued function A7 : Z — R is a seminorm on a linear space Z if

(i) Nz(x+y) < Az(x) +A2(y), for any x,y € Z;
(ii) N7(Ax) = |A|A7(x), forany x € Z and A € R.

Definition 5.0.3. A seminorm A7 : Z — R on a Banach space Z is compact if any bounded
sequence {Xp }m C Z has a subsequence {xm, }r which is Cauchy with respect to the seminorm
N7, i.e.,
im0 =0
Let % be a closed and bounded uniformly attracting set for a system {Us(?,5) }5ex and
T > 0 be an absorption time in which % uniformly absorbs itself. The quasi-stability condition
is expressed as follows.
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(Q) There exist a Banach space Z, a compact seminorm .47 on Z and operators Vi : # — Z,
for all o € X, such that for some ¥ > 0, € (0,1/2) and 7 > T we have

sup ||Vou —Vov||z < k|lu—v|x, Yu,v € A,
ocexr

and

|Us(7,0)u — Us(7,0)v||x < Nju—v||x + Az2(Vou—Vsv), Vo ek, uve A.

A conjecture is that supposing (H;)-(H3) and (Q) we can construct a uniform exponential
attractor for a system {Us(t,s)}sex of evolution processes obtaining estimates on its fractal

dimension.

For the non-autonomous random dynamical setting we can also think about the contruc-
tion of a random uniform exponential attractor associated to some NRDS ¢ on Banach space X.
A defintion of that object was given in (HAN; ZHOU, 2019).

Definition 5.0.4. A compact random set & C X is said to be a random Z-uniform exponential
attractor for an NRDS ¢ if it satisfies the following properties:

1. There is a random variable d(-) : Q — R such that

dimp (&(0);X) <d(w) <o, Vo e

2. There exists a constant @& > 0 such that for any given B € & there are random variables
Tp(®),Cp(®) > O satisfying

supdisty (¢ (£, 9, ®,60_,0,B(9_;0)),&(0)) < Cp(w)e™*, Vt > Tp(w), 0 € Q.
oex

A construction of a random uniform exponential attractor was already given in (HAN;
ZHOU, 2019). However it is mainly applied for Hilbert phase spaces X and limited to the case
in which the symbol space X is identified with a k-torus (in this case X has fractal dimension
bounded by k). As we saw in Section 3.3 we can construct more general symbol spaces with

finite-dimensionality.

Based on the approach developed in Section 4.2 (the smoothing method summarized
in Theorem 4.2.3; see also (CUL; CUNHA; LANGA, )) to prove the finite-dimensionality of
random uniform attractors we intend to extend that method and construct also random uniform
exponential attractors. This time the phase space X can be a general Banach space and the symbol
space X is only supposed to have finite fractal dimension (and it is not necessarily a torus). The
smoothing method was also shown to be useful in proving the finite-dimensionality of attractors
in more regular Banach spaces than the phase space of the problem. In this way we can expect the
existence of random uniform exponential attractors in spaces with more regularization properties
and look for results in this direction.
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As application of these expected theoretical results (and also the ones we have obtained
throughout this complete work) we can possibly work on deterministic (and stochastic perturba-
tions of) Navier-Stokes, Navier-Stokes-Coriolis and Boussinesq-Coriolis equations in Besov and
Besov-Fourier type spaces as well as in other fluid dynamics models such as quasi-geostrophic
equations constructing for such problems (random) uniform exponential attractors and estimating
their fractal dimension. Other Banach spaces to be considered in our analysis can be Sobolev-type
spaces, measure and Morrey-type spaces. Non-autonomous reaction-diffusion problems and

extensible beam equations can also be considered.



191

CONCLUSAO

Neste trabalho estdvamos interessados no estudo da dimensao fractal de atratores em trés
diferentes contextos, obtendo estimativas na dimensao de atratores globais, atratores uniformes e
atratores uniformes aleatdrios. A principal técnica utilizada baseia-se em uma imersao compacta
entre espacos de Banach e em uma condicao de regularizacdo para o sistema em estudo. Em
geral nés chamamos essa propriedade de propriedade smoothing. Além disso, estabelecemos
uma comparacao entre diferentes métodos de estimativas de dimensao fractal de atratores globais
mostrando que a condi¢do smoothing atua melhor do que a compacidade qualitativa assumida
por exemplpo por Maiié em (MANE, 1981).

Estudamos para sistemas dindmicos (aleatérios) ndo-autdnomos a constru¢do de novos
espacos simbolo com dimensao fractal finita, especificamente no espaco das fun¢des continuas
munido de uma métrica de Fréchet. Isto nos ajudou na aplicagdo dos nossos novos resultados
tedricos em alguns problemas associados a equagdes de evolucao (estocdsticas) ndo-autdonomas.
Nossa contribui¢do a teoria dos sistemas dindmicos ndo-lineares estdo agrupados e submetidos
para publicacdo nos trabalhos (CARVALHO et al., ), (CUI et al., ) and (CUI; CUNHA; LANGA,

).

A condig¢do técnica sobre a dimensao fractal do espagco simbolo é um problema inter-
essante para ser investigado. Um passo importante pode ser o de garantir estimativas para a
dimensao fractal de atratores uniformes (aleatorios) sem a hipétese sobre X de que este tenha
dimensio fractal finita. E geralmente dificil nas aplicacdes encontrarmos espagos simbolos T
com tal propriedade e entdo podemos buscar por condi¢des sobre um sistema {Us(t,5) }gex
(ou sobre um sistema dindmico aleatério ndo-autdbnomo @) que nos garanta estimativas na di-
mensao fractal de atratores uniformes (aleatdrios) evitando as restri¢des sobre X. Este problema
pode ser estudado primeiramente no caso deterministico para atratores uniformes nos quais os
parametros aleatérios ndo sdo considerados. Se bem sucedido, espera-se que uma generalizagao
em problemas estocdsticos possa ser realizada, levando em considerac¢do algumas propriedades
de ergodicidade.

Neste trabalho focamos no estudo de atratores. Porém um fato conhecido sobre estes
objetos € que, apesar de sua propriedade de atrair determinada colecao de conjuntos, sua taxa de
atracdo € geralmente desconhecida podendo ocorrer de maneira extremamente lenta, o que pode
implicar em uma nao estabilidade (sob perturbacio) do sistema em estudo. Na tentativa de superar
essa desvantagem, em (EDEN et al., 1995) foi introduzida a no¢do de atrator exponencial, i.e.,
um compacto positivamente invariante que atrai todos os limitados a uma taxa exponencial. Nesta

direcdo, citamos os seguintes problemas que podem ser investigados. Com base nas técnicas
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desenvolvidas no nosso trabalho talvez seja possivel a construcao de atratores exponenciais em
contextos mais gerais tais como atratores exponenciais uniformes (com adaptagdes em uma
propriedade de quasi-estabilidade, inspirado por exemplo em (CHUESHOV, 2015)) e atratores

exponencias uniformes aleatorios (com métodos smoothing/squeezing).

Como aplicacdo destes resultados tedricos esperados (e também dos nossos resultados
neste trabalho) podemos trabalhar com problemas deterministicos (e perturbagdes estocdsticas
destes) de equacdes de Navier-Stokes, Navier-Stokes-Coriolis e Boussinesq-Coriolis em espacos
de Besov e Besov-Fourier bem como outros modelos de dindmica de fluidos tais como problemas
quasi-geostroficos, construindo para estes modelos atratores exponenciais uniformes (aleatdrios)
e estimando suas dimensodes fractais. Outros espacos de Banach que podem ser considerados sdo
espacos de Sobolev, de medida e de Morrey. Equagdes de reacao-difusdo e problemas de vigas
elasticas também podem ser estudados.
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CONCLUSION

En este trabajo estamos interesados en el estudio de la dimension fractal de atractores
en tres contextos distintos, obteniendo estimaciones en la dimension de atractores globales,
atractores uniformes y atractores uniformes aleatorios. La principal técnica utilizada se basa
en una inmersién compacta entre espacios de Banach y en una condicién de regularizacion
para el sistema bajo estudio. En general llamamos a esta propiedad de propiedad smoothing.
Ademids, hemos establecido una comparacion entre diferentes métodos para estimaciones de
dimension fractal de atractores globales demostrando que la condicién smoothing actiia mejor
que la compacidad cualitativa supuesta por ejemplo por Maiié en (MANE, 1981).

Estudiamos para sistemas dindmicos (aleatorios) no-auténomos la construccién de nuevos
espacios simbolo con dimensioén fractal finita, mds especificamente en el espacio de las funciones
continuas dotado de una métrica de Fréchet. Esto nos ha ayudado en la aplicacion de nuestros
nuevos resultados tedricos a algunos problemas asociados a las ecuaciones de evolucion (estocds-
ticas) no-auténomas. Nuestra contribucion a la teoria de los sistemas dindmicos nolineales estan
agrupados y enviados para publicacién en los trabajos (CARVALHO et al., ), (CUl et al., )y
(CUI; CUNHA; LANGA, ).

La condicién técnica sobre la dimension fractal del espacio simbolo es un problema
interesante a investigar. Un paso importante puede ser el de garantizar estimaciones para la
dimension fractal de atractores uniformes (aleatorios) sin la hipétesis sobre ¥ que éste tenga
dimension fractal finita. Suele ser dificil en las aplicaciones encontrar espacios simbolo X con
esta propriedad y entonces podemos buscar condiciones sobre un sistema {Us(?,s) }sex (0
sobre un sistema dindmico aleatorio no-auténomo ¢) que nos garantiza estimaciones en la
dimension fractal de atractores uniformes (aleatorios) evitando las restricciones impuestas sobre
Y. Este problema puede ser estudiado primero en el caso determinista para atractores uniformes
los cuales los pardmetros aleatorios no son considerados. Si tenemos €xito, esperamos que
una generalizacién en problemas estocdsticos pueda ser realizada, teniendo en cuenta algunas
propiedades de ergodicidad.

En este trabajo nos centramos en el estudio de atractores. Sin embargo, un hecho conocido
sobre estos objetos es que, a pesar de su propiedad de atraer cierta coleccién de conjuntos,
su tasa de atraccion es generalmente desconocida y puede ocurrir muy lentamente, lo que
puede implicar una no-estabilidad (bajo perturbacién) del sistema en estudio. En un intento por
superar esta desventaja, en (EDEN et al., 1995) se introdujo la nocién de atractor exponencial,
1.e., un compacto positivamente invariante que atrae a todos los conjuntos acotados a una

tasa exponencial. En esta direccién, mencionamos los siguientes problemas que se pueden
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investigar. Con base en las técnicas desarrolladas en nuestro trabajo, puede ser posible la
construcciéon de atractores exponenciales en contextos mds generales tales como atractores
exponenciales uniformes (con adaptaciones en una propiedad de quasi-estabilidad, inspirado por
ejemplo en (CHUESHOV, 2015)) y atractores exponenciales uniformes aleatorios (con métodos
smoothing/squeezing).

Como aplicaciones de estos resultados tedricos esperados (y también de nuestros resulta-
dos en este trabajo) podemos trabajar con problemas deterministas (y perturbaciones estocésticas
de estos) de ecuaciones de Navier-Stokes, Navier-Stokes-Coriolis y Boussinesq-Coriolis en
espacios de Besov y Besov-Fourier asi como otros modelos de dindmica de fluidos tales como
problemas quasi-geostréficos, construyendo para estos modelos atractores exponenciales uni-
formes (aleatorios) y estimando sus dimensiones fractales. Otros espacios de Banach que pueden
ser considerados son espacios de Sobolev, de medida y de Morrey. Ecuaciones de reaccion-

difusién y problemas de vigas eldsticas también pueden ser estudiados.
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