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Chapter 1

Introduction

1.1 Motivation

Complementary Metal-Oxide-Semiconductor (CMOS) technology has been present
for over half a century now [1]. During this time, it has experienced a continuous
dimension scaling that has led to tremendous improvements in integrated circuits
(ICs), such as an increase in transistor density or a decrease in power dissipation
[2]. However, this has occurred at the expense of a much larger variability of some
fundamental transistor parameters, such as their threshold voltage or mobility. This
variability can be classified into two major categories: Time-Zero Variability (TZV)
and Time-Dependent Variability (TDV).

TZV, also known as Process Variability (PV), denotes deviations of the device pa-
rameters from their nominal values that occur during the manufacturing process
(i.e., at Time-Zero) [3]. These deviations translate into a variability of the IC per-
formances, and can lead to a yield reduction (i.e., a reduction in the percentage
of fabricated circuits that meet the design specifications once that the production
process is completed) [4]. In contrast to TZV, TDV refers to deviations in the de-
vice parameters that appear with time (i.e., Time-Dependent), during the circuit
operation. These deviations can also translate into the degradation of the IC per-
formances, and may eventually lead to a fatal failure of the circuit, thus reducing
the time-dependent yield, a concept introduced to mirror that of yield for TZV [5].
A schematic representation of yield and its evolution with time, together with the
impact that transistor scaling can have on it, is shown in Fig. 1.1. TDV compre-
hends several phenomena, which include transient effects such as Random Telegraph
Noise (RTN) [6], and aging effects such as Bias Temperature Instability (BTI) [7]
or Hot-Carrier Injection (HCI) [8].
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1.1. MOTIVATION

Figure 1.1: Representation of the evolution of yield with time, together with the
impact that transistor scaling can have on it.

The work presented in this Thesis focuses on the above-mentioned variability phe-
nomena and their effects on integrated circuits. However, it tackles the variability
issue through two very different approaches: the mitigation of its potentially harm-
ful impact on IC reliability, and its exploitation in the field of hardware security. In
fact, safety, reliability and security have been considered as a fundamental feature
of any modern electronic system in the Strategic Research Agenda for Electronic
Components and Systems by the ECSEL Joint Undertaking [9].

Both the mitigation and the exploitation of the impact of TZV and TDV phenomena
on circuits, involve a series of steps that are tightly linked to each other. First,
the effect of these phenomena must be characterized at device level. Then, the
parameters extracted during this characterization step can be used to construct
models that describe those phenomena. These models can then be embedded in
different simulation tools that allow to predict the impact that variability phenomena
will have on circuits under different operation conditions.

In deeply-scaled CMOS technologies (i.e., in the nanometer range), both TZV and
TDV phenomena display an stochastic nature. Therefore, their characterization
must be massive (i.e., involving hundreds or thousands of devices at different condi-
tions) so that statistically significant information can be extracted. The first part
of this Thesis revolves around such a massive experimental characteriza-
tion of TDV phenomena, and the consequent construction of a stochastic
model for TDV phenomena, the Probabilistic Defect Occupancy (PDO)
model [10]. Such a statistical characterization of TZV is not tackled in this work,
since, as it will be seen in the next Section, commercial design tools already allow
the assessment of TZV through model files provided by the semiconductor foundries.

Once that a TDV model has been integrated into a simulation tool, it is possible
for designers to use such tool to achieve reliability-aware design (RAD) of electronic
circuits, i.e., a circuit design process in which the impact of TDV phenomena on the
circuit is accounted for [11].
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As it has been stated, the second approach to variability in this Thesis is its ex-
ploitation to the user’s benefit, in particular for security applications. This type of
exploitation is performed by Physical Unclonable Functions (PUFs). In the growing
field of the Internet of Things (IoT), where an enormous amount of interconnected
devices interacts and share information, PUFs have become a very interesting option
to secure any sensitive information [12]. PUFs ensure the authenticity of systems
through the utilization of TZV, in a manner somehow similar to the identification
of human individuals by biometric measurements such as the fingerprint. The basic
operation principle of PUFs consists in the application of challenges, and the return
from the PUF of responses to those challenges. The response returned after a chal-
lenge by a given PUF instance is determined by the stochastic and unpredictable
deviations of the parameters of the PUF circuit, and therefore are unique to each
PUF instance. It is also important that the response of a given PUF instance to the
same challenge remains constant in time to ensure security, which can be challeng-
ing when factors such as environmental (i.e., voltage and temperature) variations,
or circuit degradation caused by TDV phenomena, are considered. The second
part of this Thesis is focused on the analysis of a new method that aims
to improve the reliability of this type of response in SRAM PUFs (i.e.,
its robustness to TDV-induced degradations), which are one of the most
common types of PUFs.

In the rest of this Introduction chapter, the basic framework is settled to understand
the rest of the work presented in the Thesis.

1.2 Time-Zero Variability in CMOS technologies

TZV in CMOS technologies comprises deviations of the transistor parameters from
their intended nominal values that occur during the manufacturing process. Al-
though TZV has always been a critical aspect of semiconductor fabrication [13],
recent years have brought a growing concern around TZV in deeply-scaled CMOS
technologies [14], [15], [16]. TZV can be loosely classified in two categories: intradie,
which refers to the changes in the parameters of identical transistors across a short
distance, and interdie, which refers to the changes in the parameters of identical
transistors across larger distances or fabricated at different times.

TZV must be taken into account during circuit design to mitigate its potentially
harmful impact on circuit performances. To this end, the different sources of TZV
in advanced CMOS technologies must be considered. Some of the most impor-
tant ones are random discrete doping, line-edge roughness, interface roughness and
oxide thickness variation, polysilicon granularity and high-k dielectric morphology
[15]. These can cause variability in a number of transistor parameters, such as as
the threshold voltage, the effective source-drain series resistance, the subthreshold
current, the device transconductance or the mobility [15], [17], [18]. In turn, this
variability at the device level leads to performance variability at the circuit level.
Therefore, it is critical to accurately model TZV in order to account for it during
the process of reliability-aware design. This can be done through the utilization
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of compact MOSFET models, such as the BSIM models, that have been broadly
used for the last decades [19]. The evaluation of the impact of TZV through these
models can be done, for example, by the utilization of Monte-Carlo or worst-case
corner analysis. Nowadays, the corresponding model files are commonly provided
by the semiconductor foundries. Due to this, the characterization of TZV will not
be tackled in detail in this work. However, it will be exploited in the last part of this
Thesis, since TZV is fundamental in SRAM PUFs, as will be explained in following
Sections.

1.3 Time-Dependent Variability

Since the early years of microelectronics, MOSFET technology has been advanced by
a continuous dimension scaling [2]. Such scaling has led to numerous improvements
in aspects such as transistor density, switching speed or power dissipation.

However, this dimension scaling in CMOS technologies also brings new concerns
in terms of TDV phenomena. For instance, this size shrink does not come with a
constant field scaling as the transistor dimensions enter the sub-micron region [20].
This leads to higher electric fields within transistors, which can degrade the tran-
sistor parameters, and thus the circuit performances, during the circuit operation.
This complication induced by technology scaling is not only quantitative, but also
qualitative. As it will be explained in the following, several of the most impor-
tant TDV phenomena, such as Bias Temperature Instability, Hot Carrier Injection
and Random Telegraph Noise, involve the trapping and detrapping of charges in
individual defects present in the transistors. When the transistor dimensions are
large enough (e.g., in the micrometer range), a very large number of such defects is
present in each transistor. Therefore, although the exact number may not be the
same, these phenomena can be modeled as deterministic and continuous. However,
in small-area devices (e.g., in the nanometer range), only a handful of defects may
contribute to these phenomena in each transistor [21]. Therefore, different devices
may display a very different behaviour, and these phenomena must be modeled as
stochastic and discrete. This leads to a paradigm shift in terms of reliability charac-
terization, modeling and simulation, since identical circuits, subject to exactly the
same operation conditions, may degrade in different manners.

TDV phenomena can be divided into transient effects, such as RTN, and degradation
phenomena, such as BTI, HCI and Time-Dependent Dielectric Breakdown (TDDB).
While the last one is out of the scope of this thesis, a more detailed explanation of
RTN, BTI and HCI is presented below.

1.3.1 Random Telegraph Noise

The Random Telegraph Noise phenomenon is observed as a random switching of
the transistor drain current between two or more discrete levels along time. These
fluctuations are caused by the trapping/detrapping of charge carriers in/from de-
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fects present in device oxide and interface (see Fig. 1.2), which create shifts in the
transistor parameters, such as Vth. The defects that cause RTN can be present in
the transistor right after it has been fabricated, or can be generated afterwards,
during device operation, by degradation mechanisms [22].

Figure 1.2: Representation of the trapping/detrapping of charge carriers that origi-
nate RTN.

The impact of RTN on circuits as a source of performance variability has been widely
studied, for example in SRAMs and Ring Oscillators [23], image sensors [24], or flash
memories [25]. Furthermore, this impact is increasing as the devices continue to be
scaled down [26]. It has also been shown that the negative effect of RTN on circuits
increases as the supply voltage decreases, which can make it threatening in low
power applications [27].

Fig. 1.3 displays two examples of current traces that display RTN behavior. It can
be seen how, depending on the number of involved defects that trap/detrap charge
carriers, the number of discrete current levels vary.

Figure 1.3: Two current traces displaying RTN. In a), only one defect is giving rise
to detectable RTN; in b), two.
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In particular, the number of detectable RTN defects can be inferred from the number
of discrete current levels as [28]:

N = ceil(log2NL) (1.1)

where N is the number of detectable RTN defects, and NL is the number of current
levels in the trace.

In fact, the RTN can vary largely from one device to another, especially in the case of
deeply-scaled technologies, in which each transistor contains a more or less reduced
number of defects, which is random and not equal for all devices. In addition to the
number of defects, the parameters that characterize RTN are the current amplitude
of the fluctuations associated to each defect (∆I), or analogously the threshold volt-
age shifts (∆Vth), and its associated time constants. Notice that both the associated
shifts and the time constants of each given defect are also stochastic variables that
can be modeled with some statistical distributions. For example, the distribution
followed by the threshold voltage shifts associated to the trapping/detrapping of
defects has been described as exponential [29] or lognormal [30] in the literature.
The time constants are the capture time (τc), which is the average time that an
RTN defect takes to capture a charge carrier when it is empty (<tc>), and the
emission time (τe), which is the average time that a defect takes to emit the charge
carrier once it is occupied (<te>) 1. It is important to remark that these variables
represent indeed only the average values, and that the actual time-to-capture (tc)
and time-to-emission (te) for each trapping and detrapping event of a given defect
are stochastic values that follow a distribution described by [31]:

p(te) =
1

τe
· e
−te
τe p(tc) =

1

τc
· e
−tc
τc (1.2)

This means that the actual te and tc times for each emission/capture event of a defect
with a given τe and a given τc can span across several orders of magnitude in time.
Additionally, the time constants that characterize a given defect are dependent on
the operation conditions, namely on the bias voltages of the transistor [32], and on
the temperature.

Regarding the biasing conditions, the capture (emission) time constant is expected
to decrease (increase) as the absolute value of the gate voltage is increased, following
an exponential law [32], [33]:

τe = τe_0 · 10βeVgs τc = τc_0 · 10βcVgs (1.3)

where τe_0 and τc_0 are the values that the emission and capture time constants of
a given defect take when there is no voltage difference between the gate and source
terminals of the device.

1The "< >" symbols will be used throughout this Thesis to indicate a mean value.
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This means that, at higher absolute values of the gate voltage, defects have a higher
tendency to be occupied by a charge carrier. On the other hand, when temperature
is considered, the trapping and detrapping behavior of traps can be modeled as an
Arrhenius process [34], which implies that both the capture and the emission time
constants of a given defect are expected to decrease with temperature according to

τe = τe_0 · e
Ea_e
kBT τc = τc_0 · e

Ea_c
kBT (1.4)

where Ea_e,c is the activation energy of the emission/capture process, kB is the
Boltzmann constant, and T is the temperature. Therefore, both the trapping and
detrapping behavior is expected to be accelerated through an increase in tempera-
ture.

1.3.2 Bias Temperature Instability

Bias Temperature Instability is a gate-voltage and temperature activated TDV phe-
nomenon that causes a progressive degradation over time of the transistor parame-
ters, e.g., an increase in the absolute value of its threshold voltage. This can become
a critical issue for circuit functionality, especially for technologies in the nanometer
range [4].

Negative Bias Temperature Instability (NBTI) in PMOS transistors, which takes
its name from the negative bias at the transistor’s gate that causes it, has been
traditionally the main concern. However, Positive Bias Temperature Instability
(PBTI), caused by positive bias in the transistor’s gate in NMOS transistors, has
gained importance since the introduction of High-k Metal Gate dielectrics (HKMG)
[35], [36].

Since the first work proposing a hydrogen-diffusion controlled interface state creation
mechanism in 1977 [37], most of the published works seemed to support such a
reaction-diffusion (RD) theory. However, in 2006, it was suggested that BTI could
also be caused by the trapping of charge carriers into defects present in the device
oxide [38]. Since then, several studies support that charge carrier trapping is the
main contribution to BTI degradation [39], [40]. Furthermore, nowadays there is a
general agreement around the fact that many of the defects responsible of BTI can
also generate RTN [41]. In this sense, Fig. 1.4 depicts a schematic representation
of the charge carrier trapping phenomenon that causes BTI degradation. In older
technology nodes, the number of defects in each transistor was large enough to
consider the BTI phenomenon as deterministic; identical devices would degrade the
same under the same workload condition. However, in deeply-scaled technologies,
the decrease in the number of defects lead to a more stochastic behavior, which
means that different devices designed identically may degrade differently under the
same workload condition. This occurs because different transistors may have a
different number of defects and, also, the parameters associated to each defect can
take different values. As in the case of RTN, these parameters are the time constants
associated to each defect, and the associated current or threshold voltage shift.
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Figure 1.4: Representation of the trapping of charge carriers that originate BTI.

The degradation caused by BTI can be divided into a permanent or quasi-permanent
component and a recoverable one [42], [43], [44]. While the recoverable component
recuperates gradually in the time scale of the experiment once the large gate voltage
decreases, the (quasi-) permanent one stays, or at least it takes a much longer time
to recuperate. For transistors of "large" dimensions (e.g., in the micrometer range),
both the initial degradation and the following recovery are seen as "deterministic"
2 and continuous phenomena. However, in smaller devices (i.e., in the nanometer
range), both the initial degradation and the following recovery are seen as discrete
phenomena, since each defect that captures/emits a charge carrier will produce a
discrete shift in the transistor parameters.

1.3.3 Hot Carrier Injection

Hot Carrier Injection has been studied in the last decades as a source of circuit
degradation [45], [46]. In the last years, this phenomenon is becoming of growing
interest due to the increasing electric fields that the continued scaling of the devices
has brought [47].

The HCI phenomenon occurs when the transistor is on (VGS is larger than the
threshold voltage) and there is a lateral field created by VDS, which reaches its
maximum in the region near the drain. This lateral field causes the acceleration
of the charge carriers and the injection of these high-energy carriers (hot carriers)
into the gate dielectric. Unlike the case of BTI, in which the vertical field leads to
a uniform damage across the gate-oxide area, the carrier acceleration caused by the
lateral field in the case of HCI leads to a non-uniform damage across the channel.
In particular, the largest part of the damage caused by HCI is located close to the

2Notice the utilization of quotation marks. TDV phenomena are not actually deterministic
for "large" technologies, since the exact number of defects may still be different from device to
device, and the associated amplitudes and time constants of those defects also follow statistical
distributions. However, due to the high number of defects, the differences are "averaged out".
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drain area [48]. Fig. 1.5 depicts an schematic representation of this injection of hot
carriers into the dielectric.

Figure 1.5: Representation of the injection of hot carriers into the oxide that origi-
nates HCI.

Analogously to the case of BTI, the degradation caused by HCI reveals a stochastic
behavior for technologies in the nanometer range. This degradation causes the quasi-
permanent deterioration of the transistor parameters, such as the threshold voltage
or the mobility.

1.4 A model for Time-Dependent Variability: the
Probabilistic Defect Occupancy model

During the last decades, very different approaches have been followed to model
TDV. For example, authors in [49] describe the degradation of the device threshold
voltage through a number of equations based on physical parameters. This analyti-
cal approach to the evolution of the degradation leads to a deterministic prediction
of the device degradation (i.e., devices subject to the same operation conditions
are predicted to have the same degradation). Although this may be a very good
approximation when older technology nodes (i.e., larger transistor sizes) are consid-
ered, that is not the case for deeply-scaled technologies in the nanometer range, in
which a clear stochastic behavior is observed for the degradation [50].

Another approach relies on the utilization of Technology Computer Aided Design
(TCAD) models [51], [52], [53]. These models focus heavily on describing the device
physics, such as the current flow and the heat generation in a transistor. Although
this may be very useful to obtain a deep insight into the physics involved in the
different TDV phenomena, the complexity associated to these models advise against
their utilization in circuit simulation.

Another approach to model BTI is the Probabilistic Defect Occupancy model, which
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was introduced in [10] and is based on the trapping/detrapping of charge carriers
in/from defects that exist in transistors. Because of this, the PDO model is suitable
to emulate the discrete and stochastic behavior that TDV present in nanometer-
range technologies. Furthermore, the PDO model is relatively simple, especially
when compared to more complex tools such as TCAD models, and makes use of
only a handful of parameters, which allows its utilization in computationally efficient
simulators.

First, the case of a transistor with a single defect can be considered. The basis of the
PDO model is that the trapping/detrapping events undergone by a defect can be
modeled through a memoryless random process called Markov process [54], i.e., it is
a random process that only depends on the present situation at any given instant,
and not on the past conditions. In the particular case of trapping/detrapping events,
this means that, at every instant ∆t, the defect has a probability to capture a carrier
Pc = ∆t/τc if it is empty, and a probability to emit it Pe = ∆t/τe if it is occupied,
as long as τc, τe » ∆t. In those formulas, τc and τe represent the capture and
emission time constants, as defined in Subsection 1.3.1. These parameters are bias
and temperature dependent. The other parameter that characterizes the defect is
η, which represents the threshold voltage shift that the trapping/detrapping event
produces. Then, in this simple scenario, in which only one defect is present in the
device, it would be enough to characterize its parameters τc, τe and η, together with
their voltage and temperature dependences, to simulate the evolution of the device
under various operation conditions.

In a real device, however, more than one defect may be present. To account for this,
the total shift in threshold voltage for a device with N defects with respect to its
threshold voltage when no defect is occupied, can be formulated as

|∆Vth(t)|=
N∑
j=1

kj(t) · ηj (1.5)

where j is an index that denotes each defect in the device, and kj(t) can be 1 or 0
if the j-th defect is occupied or empty at time t.

Therefore, three different types of parameter distributions must be extracted from
the characterization experiments to construct the PDO model:

• The distribution of the threshold voltage shift amplitudes η associated to the
trapping/detrapping of defects.

• The distribution of the emission and capture time constants (τe, τc), which
determine the probability of occupation Pocc,j of each defect under certain
operation conditions at a given time instant, and therefore its kj.

• The distribution of the number of defects. There are two possible approaches
to this. First, it is possible to use the total number of defects present in the
device. Then, by assigning time constants (τe, τc) to each defect, it is possible
to predict if they will be "active" (i.e., trap/detrap charge carriers) during
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a given time window at certain conditions. A more empirical approach is to
directly characterize the number of active defects at given conditions.

Additionally, the dependence of some of these parameters, such as the defect time
constants and the threshold voltage shift amplitudes, on the operation conditions
must be taken into account.

Once all these parameters have been successfully characterized, the PDO model can
be fully built and integrated in a stochastic reliability simulator such as the one
presented in [55].

1.5 A complete flow towards reliability-aware cir-
cuit design

Once the main TZV and TDV variability phenomena in CMOS technologies have
been described, it becomes obvious that their impact on circuits must be accounted
for during the design process. However, this is not a direct task, and instead must
be performed in a number of steps, which are depicted in Fig. 1.6.

First, variability phenomena must be characterized. Both TZV and TDV display
a stochastic nature in deeply scaled technologies. Because of this, their character-
ization must be done in a massive manner (i.e., hundreds or thousands of devices
must be measured) to obtain statistically relevant information. Furthermore, this
characterization must be performed at different conditions in order to study the dif-
ferent variability phenomena, which leads to the generation of enormous amounts of
data. Therefore, the manual analysis of such amounts of data becomes unfeasible,
and the development of automated analysis tools becomes fundamental. As it has
been already mentioned, nowadays the semiconductor foundries provide models for
the TZV of the technologies that they fabricate. Therefore, the focus of this Thesis
is rather set on the statistical characterization of TDV phenomena.

Once that the characterization process has been completed, the parameters extracted
during that phase can be used to construct models that describe the variability phe-
nomena. Again, the focus here will be set on TDV models, since TZV models are
provided by the foundries. In this Thesis, the Probabilistic Defect Occupancy (PDO)
model is used [10]. This model follows a stochastic and defect-centric approach of
TDV and assigns discrete shifts of the transistor parameters to the trapping/detrap-
ping of charge carriers into defects.
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Figure 1.6: Block diagram for the development of RAD solutions.

Once that such a stochastic model for TDV has been constructed, it can be inte-
grated, together with a model for TZV, into a stochastic reliability simulator. Such a
simulator should predict in an accurate manner the variability expected for a circuit
under certain operation conditions. One such a circuit-level simulation methodology
for RTN has been presented in [56]. In it, the effect of charge carrier trapping/de-
trapping from individual defects in the transistors is mimicked through the inclusion
of a variable DC voltage source at the gate of each device. Then, if the RTN param-
eter distributions have been correctly characterized and the corresponding model
has been constructed, the impact of RTN on circuits will be correctly simulated.

Tools that aim at the simulation of the degradation phenomena have also been
proposed. For example, [57] presents a deterministic aging simulator for BTI and
HCI. However, this deterministic approach can prove inadequate when dealing with
deeply scaled technologies, in which these phenomena reveal a stochastic nature.
CASE, a simulation tool that accounts for that stochastic nature by using the PDO
model, has been presented in [55]. Some of the most important features of this tool,
apart from its ability to handle the stochasticity of the variability phenomena, are
the possibility of including the effect of TZV and TDV in a combined manner, the
inclusion of the bi-directional link between stress conditions and degradation, or the
possibility to perform the simulations using a size-adaptive time-step to account for
such link, which can highly increase the simulation efficiency.

Then, once that accurate simulation tools for variability phenomena have been de-
veloped, they can be used by circuit designers to study and take into account the
impact that those phenomena have on a given design. These can be done in different
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ways. For example, in [58], an optimization methodology that aims at the genera-
tion of lifetime-aware Pareto-optimal fronts has been presented. This methodology
is based on the inclusion of the CASE simulator [55] in a multi-objective optimiza-
tion flow. In it, the circuit lifetime (closely related to the concept of the reliability)
can be optimized together with other circuit performances, which allows the designer
to achieve the best performance trade-offs for the longest possible lifetime. Another
example of Reliablity-Aware Design that follows a very different approach has been
presented in [59]. In it, an on-chip dynamic reliability management technique to
monitor BTI degradation in an SRAM, and compensate it, has been presented.

1.6 Exploiting variability in hardware security ap-
plications

1.6.1 Why PUFs?

Up to this point, some of the main variability phenomena in CMOS technologies have
been described. In particular, the focus has been set on Time-Dependent Variability
phenomena, since semiconductor foundries usually provide accurate models to ac-
count for Time-Zero Variability. This has been done by following a clear approach:
to characterize and model these TDV phenomena so that they can be accurately
simulated, and therefore RAD solutions can be developed to mitigate their negative
impact on circuits. In this Section, the focus is rather set on TZV, and the approach
is completely reversed: variability in CMOS technologies is exploited for the user’s
benefit through the utilization of PUFs. However, as it will be explained later, it
must be remarked that the exploitation of TZV in hardware security applications
does not imply that the degradation of these circuits due to TDV phenomena can
be neglected.

The emergence of the concept of PUFs is closely related to the growth of the Internet
of Things (IoT). The basic idea behind the IoT is the existence of a massive number
of physical objects such as Radio-Frequency IDentification (RFID) tags, sensors,
actuators and cell phones, which, through unique addressing schemes, are able to
interact with each other and cooperate with their neighbors to reach common goals
[60]. These devices can be deployed in very diverse fields, such as in the medical and
healthcare area[61], in the implementation of smart homes [62], in industry [63], or
in automotive [64], among others.

Although IoT can bring improvements in all those diverse aspects of our daily lives,
it also gives rise to some challenges. For instance, enormous amounts of data are
gathered and transmitted by the IoT sensor nodes. These data can contain sensi-
tive, or even safety-critical information, and therefore the communication channels
between all the different IoT devices must be secured.

In this context, PUFs act as a root of trust of those IoT devices. Frequently, they
make use of inherent TZV in CMOS technologies to generate unpredictable bits
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that can be used in different security applications, such as anti-counterfeiting, device
authentication or key generation.

1.6.2 What are PUFs?

The basic idea behind PUFs was introduced in [65] under the name of Physical One-
Way Functions. In general, a PUF can be defined as a device that exploits inherent
randomness introduced during manufacturing to give a physical entity a unique
‘fingerprint’ or trust anchor [66]. That randomness is inherent to the manufacturing
process and cannot be avoided. Furthermore, it is not possible to model, predict or
replicate it, even by the manufacturer. It must be noted that there have been some
PUF designs that are not based in manufacturing-induced randomness, such as the
soft oxide breakdown PUF presented in [67]. However, these represent only a small
minority of the overall existing PUF designs.

As its name indicates, Physical Unclonable Functions perform a functional opera-
tion: it receives an input (usually denoted challenge) and produces an output (re-
sponse). Each input together with its corresponding response receives the name of
challenge-response pair (CRP). Due to the impossibility to predict, model or repli-
cate the manufacturing-induced randomness, and to the fact that the response to
any given challenge is based on this randomness, the response to any given challenge
is unique to each fabricated PUF and remains hidden from any potential attacker.

There are several properties that candidates should fulfill to be considered a valid
PUF [68]. The most important ones are:

• Unclonability: it should not be possible to clone a PUF, either physically
or mathematically. This should be true even for the original manufacturer of
the PUF. This is achieved through the basic operation principle of the PUF,
which relies on the random variations that occur during the manufacturing
process.

• Unpredictability: the response of a PUF instance to a given challenge should
be impossible to predict, even if the user has information about part of the
response, or about the response of a different PUF instance to that same
challenge.

• Uniqueness: this is perhaps one of the most basic properties of PUFs. Since
PUFs act as the circuit’s fingerprint, it is utterly important that different
PUF instances have different responses to the same challenge. Fig. 1.7 shows
a schematic representation of this property.
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Figure 1.7: Representation of the property of uniqueness of PUFs.

• Reliability: since the response of a PUF instance to a given challenge may
be read multiple times, this response should always stay constant. This can be
challenging specially when factors such as circuit aging, supply voltage varia-
tions or temperature variations are considered. Fig. 1.8 portrays a schematic
depiction of this property.

Figure 1.8: Representation of the property of reliability of PUFs.

1.6.3 PUF applications

PUFs have a wide variety of applications within the field of security. In the following,
some of the most important ones are discussed.

1.6.3.1 PUFs for entity authentication

As it has been already mentioned, PUFs exploit unpredictable variations occurred
during the manufacturing process to identify specific devices [69]. PUF-based device
authentication consists of two phases: the enrollment and the authentication phase.
These can be seen in Fig. 1.9.
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During the enrollment phase, which occurs only once and must be performed in a
secure environment, a challenge is sent to the PUF, and the corresponding response
is then received. The CRP is then recorded as a reference for authentication.

Later, for a device that claims to be the registered one, the authentication phase is
performed. Logically, this phase can occur several times. During the authentication
phase, the challenge from the database is sent to the device that needs authentica-
tion. Then, the response returned from that device is compared to that from the
CRP recorded during the enrollment phase. After the CRP has been evaluated, the
server can validate the authentication of the device if the response is correct or reject
it if it is erroneous. Until here, only 1 CRP has been considered for each PUF. This
has been done for the sake of simplicity. However, this is not always the case. In
fact, PUF designs can be divided in two distinct categories according to the number
of possible CRPs that they can provide. In this sense, weak PUFs are characterized
by having only one or a small number of challenges, while strong PUFs can support
a large enough number of challenges such that the complete determination of all
CRPs within a limited time window is not feasible [70]. Finally, it must be noted
that entity authentication can be used to validate the identity of a device, or to
avoid chip counterfeiting [71].

Figure 1.9: Block representation of the enrollment and authentication phases of a
PUF used for device authentication.

.

1.6.3.2 PUFs for key generation

Secret keys are essential in many cryptographic applications to perform encryption
and decryption. The key is generated through a True Random Number Generator
(TRNG), and a consecutive key generation function, which ensures the quality of
the generated key. This key should be secret for the system to be secure, according
to the Kerckhoffs’s principle [72]. Traditionally, the secret key is stored in a Non-
Volatile Memory (NVM) such as a flash memory, an e-fuse or an anti-fuse, among
others. The content of the NVM should not be accessible by an attacker by any
means. Unfortunately, this is not always the case, since it is possible to apply
different attack techniques to the NVM [73], [74]. Additionally, the key must be
generated by a secure party.
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In this context, PUFs have been broadly discussed to improve the generation and
storage of secret keys. On the one hand, in terms of the key generation, PUFs offer
a more secure option because the entropy is not supplied by an external source.
On the other hand, in terms of key storage, PUFs offer another improvement, since
the keys are not visible when the device is powered-off, and therefore they present
a higher resilience against physical attacks [75]. Weak PUFs that only provide a
single CRP are usually preferred for key generation, since only one key is required
in cryptographic algorithms [69].

1.6.3.3 PUFs for True Random Number Generation

Another important application of PUFs is their utilization as TRNG [76], [77]. True
Random Numbers are a collection of bits that are unpredictable and display statis-
tical properties of randomness and are a fundamental part of many cryptographic
applications. If such numbers can be guessed with any accuracy, the security of the
cryptographic application will fail [78].

The main requirement for a PUF to successfully work as a TRNG is the complete
opposite of the one needed for entity authentication or for key generation: the
PUF should return a completely random response each time that a given challenge
is applied. This may seem contradictory with some of the other PUF properties.
However, as will be seen in later Sections, this conflict can be solved in some types of
PUF implementations that have two different types of bit cells (i.e., cells that provide
one bit of the PUF response): those that ideally always provide the same bit response
to a given challenge, which can be used for entity authentication or key generation,
and those that sometimes provide one bit value and other times the opposite value in
a random manner, which can be used for true random number generation. This will
be explored in further detail in Section 1.7 and, later, throughout Chapter 5. The
adequacy of the generated response in terms of randomness and unpredictability
can be assessed by the tests created by the National Institute of Standards and
Technology (NIST) [79].

1.6.4 Non-ideal behavior of PUF reliability

Up to this point, PUFs have been considered ideal in terms of the reliability of
their response. That is, according to the schematic representation of the reliability
property depicted in 1.8, a given PUF instance will always return the same response
when a given challenge is applied for entity authentication or key generation. How-
ever, in reality, this is not always the case. In the case of silicon-based PUFs (that
will be introduced in the following Section), there are a series of factors that can
induce errors in the PUF response. The main ones are noise, bias and temperature
variations, and TDV phenomena that can degrade the PUF circuit. These factors
can cause some of the bits from the PUF response to be different to the ones stored
in the server database, which would result into a failed entity authentication or key
generation. Because of this problem, the enrollment and authentication phases are
not as simple as shown in Fig. 1.9. Instead, PUFs usually incorporate Helper Data
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Algorithms (HDA) to solve this reliability problem. A typical HDA is an assembly
of components rather than a unitary block [80]. In particular, there are usually
three different steps involved in HDA. The first phase is bit selection. In it, the least
reliable bits are discarded. This first step eases the second one, which is the correc-
tion of errors. After this, entropy compression is performed to create a key with the
optimum entropy. Although there are different implementations of the HDA [81],
[82], the most important takeaway is that the complexity of the associated circuitry
is proportional to the ratio of errors that must be corrected [83], which highlights the
importance of reducing such errors as much as possible prior to the error correction
phase.

1.6.5 PUF implementations

The first PUF designs proposed in the literature were not electronic PUFs and
followed very diverse approaches [69]. Some of them are the Optical PUF [65], which
makes use of the unique interaction of a laser beam with a scattering medium; the
Paper PUF [84], which uses the unique fiber structure of paper documents, or the
CD PUF [85], which exploits the inherent variability of the lengths of the lands and
pits of compact disks as the PUF fingerprint.

However, electronic or silicon-based PUFs are in general easier to implement, and
they have gained importance in the last years. Very diverse such silicon-based
PUF implementations have been presented. One of the first proposed techniques
for unique identification using this type of PUF, without the need of any special
processing steps, was the Vth-PUF, proposed in [86]. This PUF includes a number
of identical transistors, each of which driving a resistive load. Due to the impact of
TZV on the transistors’ characteristics, and in particular on the transistors’ Vth, the
current flowing through each load is different, fact that was exploited by the PUF.
The authors of [87] introduced the Arbiter PUF. The basic idea for the CRP of this
PUF is to perform a digital race between two ideally identical paths in the chip, and
to evaluate which of the two paths is faster with an arbiter circuit. In this way, the
impact of TZV in the delay of the paths is exploited. Another implementation is
the Ring Oscillator PUF, which was first presented in [88], [89]. The basic idea in
this case is to compare the oscillation frequencies between a pair of ideally identical
ring oscillators. These frequencies will be different due to TZV. Another family of
electronic PUFs is formed by the Memory-based PUFs [76], [90], [91]. Among them,
the most important one is the SRAM PUF. This type of PUF is the one studied in
the last part of this Thesis and is described in greater detail in the next Section.

1.7 The SRAM PUF

The Static Random Access Memory (SRAM) PUF was first presented in [76].
SRAM-based PUFs can result very convenient since SRAM memories are ubiqui-
tous circuits, and it is possible to use a fraction of the cells that compose a general-
purpose SRAM for the PUF implementation, instead of devoting purposely-designed
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circuitry. The idea behind this type of PUF is to use the power-up state of Static
Random-Access Memory (SRAM) cells as an identifying fingerprint of circuit in-
stances. The core of a conventional 6T SRAM cell, shown in Fig. 1.10, is formed
by two cross-coupled inverters. Therefore, there are two possible stable states that
can be stored by the cell, labelled as ’0’ and ’1’. Throughout Chapter 5 of this
Thesis, the ’0’ state will correspond to the left node V l being at a low voltage and
the right node V r at a high one, and the ’1’ state will denote the inverse situation.
The cross-coupled inverters constantly reinforce the stored value, which, ideally, is
held indefinitely as long as power supply voltage is applied. Furthermore, the stored
value can be accessed, either to read it or to write a new one, by activating the ac-
cess transistors (Mnal and Mnar in Fig. 1.10). Although the utilization of SRAM
cells in the context of PUFs has some differences with respect to its conventional
utilization as memory cells, the main characteristics of this conventional operation
will be outlined first, since they can be very useful to understand the basic working
principles of the cell.

Figure 1.10: Schematic of a 6T SRAM cell.
.

To write a new value on the cell, the bitlines BL and BLB, corresponding to the
nodes V l and V r respectively, are set to the desired logic level, and WL is activated.
For the sake of illustration, consider that the SRAM cell has a ’1’ stored (voltage V l
is high and voltage V r is low). Then, if the opposite value is to be written, BL is set
to logic zero and BLB to logic one. When WL is activated, the access transistors
are switched on, the inverter is pulled past its trip point and causes the cell to latch
and hold the new value. To read the value stored in the cell, both bitlines are driven
to a logic one and are kept floating. When WL is activated, the bitline close to the
cell node storing a logic zero starts to discharge. Then, by detecting which of the
bitlines has discharged, it is possible to assess which is the value written on the cell.

For a good read stability, the pull-down devices (Mnl and Mnr in Fig. 1.10), must
be stronger than the access transistors (Mnal and Mnar in Fig. 1.10). On the
other hand, the writeability increases when the access transistors are stronger than
the pull-up transistors (Mpl and Mpr in Fig. 1.10). These considerations, together
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with the minimization of device sizes for maximum packing density yields some usual
sizing criteria: minimum widths and lengths for pull-up and access transistors and
twice this ratio for the pull-down devices.

Until here, the basic working principles of an SRAM cell have been described, namely
the writing and reading operations. But how do PUFs exploit the TZV of SRAM
cells to generate a unique fingerprint of the circuit? Let us consider the situation
in which a given cell is powered up and the access transistors remain turned off.
In principle, since the access transistors remain turned off, no value is externally
written on the cell. Therefore, one could imagine that the cell would remain in
a metastable intermediate state between ’0’ and ’1’, since the core inverters are
identical by design. However, in reality, the cell will evolve towards one of the two
states in an unpredictable manner. This occurs because, although the cross-coupled
inverters are ideally identical, unavoidable TZV occurs during the manufacturing
phase. Although the four core transistors of the cell play a role in determining
the preferred power-up state, let us consider first, for the sake of simplicity, an
SRAM cell in which both pull-down NMOS transistors are identical, and only the
asymmetry between the PMOS devices come into play during the power-up. If the
left PMOS device Mpl is stronger (i.e., has a smaller |Vth|) than the right one, it
will conduct faster during the power-up, and will therefore pull the left node V l
faster. Therefore, the cell will have a preference to power up towards the ’1’ state.
If the four core transistors are considered, an analogous reasoning can be followed,
in which the PMOS pull-up transistors compete during the power-up to pull their
corresponding nodes up, while the NMOS pull-down transistors compete to pull their
corresponding nodes down. In fact, the Mismatch Factor metric [92], constructed
from comparing the threshold voltages of the core transistors as

MF = (|Vth_pl|−|Vth_pr|)− (Vth_nr − Vth_nl) (1.6)

is strongly correlated to the preferred power-up values of the cells. Therefore, SRAM
cells that have a considerable asymmetry between their inverters have a stronger
preference to power up to one of the two possible states. This property is exploited
for device authentication or secret key generation by PUFs based on power-up SRAM
states. This idea has not only been studied in academia, but it has also been adopted
by the industry [75]. On the other hand, the cells that do not have a large asymmetry
between their inverters, and therefore do not have a well-defined preferred power-
up state, can be used for TRNG, since they will sometimes power up to ’0’, and
sometimes to ’1’, in a random and unpredictable manner.

In general, a PUF instance used for entity authentication or secret key generation
should always return the same response for the same challenge. This is naturally also
true for SRAM-based PUFs. However, as it has been explained in Section 1.6.4, this
is not always the case: factors such as temperature, noise (like RTN) or circuit aging
may undermine the reliability of a PUF instance. Although the utilization of error-
correction techniques can correct, to a certain extent, erroneous PUF responses [70],
the overhead associated to these components grows sharply with increasing error-
correcting capability [93]. Therefore, it is important to maintain the error rate as
low as possible by enhancing the reliability of the PUF instance itself.
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One of the approaches to increase the reliability of SRAM PUF responses is the
Dark-Bit Masking [94]. The idea behind Dark-Bit Masking is to mark as "dark"
the PUF bits that may display an unstable (i.e., not reliable) response. In the case
of the SRAM PUF, this would mean to mark as dark the SRAM cells that do not
always display the same power-up state. Then, these dark bits are not included in
the PUF readouts, so that they do not contribute with errors to the PUF response.
In this way, the reliability of the PUF is highly increased.

In summary, methods for improving the reliability of SRAM PUF responses are
critically required.

1.8 Main contributions of this Thesis

This Section enumerates the main original contributions of this Thesis. For a more
detailed explanation of the content of each Chapter, refer to Section 1.9. Those
main contributions are:

• TiDeVa, a toolbox for the automated analysis and parameter extraction from
TDV tests is presented. This toolbox is based on the Maximum Likelihood
Estimation method and allows the extraction from massive amounts of exper-
imental data without any user supervision.

• The different parameters that characterize RTN defects are extracted with
TiDeVa at different operation conditions. Special interest is set on the de-
termination of the distribution of the current shift amplitudes associated to
charge carrier trapping/detrapping in/from defects, as the other defect param-
eter distributions, such as that of the time constants, will be tackled through
the aging tests.

• A new RTN analysis methodology, based on the Maximum Current Fluctua-
tion metric, is presented. This method overcomes some of the drawbacks of
more conventional approaches. In particular, it does not require of any com-
plex analysis, and it is able for account for defects with very small amplitudes
that may not be detected by those conventional approaches.

• The impact that the biasing conditions that devices experience prior to their
measurement is studied. It is seen how this factor can largely impact the
measurement results, and thus should not be overlooked.

• Aging tests are performed and analyzed with TiDeVa, and the necessary pa-
rameters to tackle the construction of a TDV model are extracted by the tool.

• Using the paramters extracted from the aging tests by TiDeVa, a complete
methodology to extract the distribution of the time constants of the PDO
model and the number of defects per device is thoroughly described, and the
corresponding results are presented.
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• The extracted information about the number of defects, their associated am-
plitude distribution, and their time constant distribution are used to construct
the PDO model, which can be then integrated into an RTN simulator. This
simulator allows to predict the impact of RTN at the device and at the circuit
level.

• Again, using all that information, an emulator of the RTN experimental data
is constructed. This tool allows to generate RTN traces as they would be
recorded in the laboratory, which can be very useful in order to test new
characterization strategies in a much faster and cheaper manner than if actual
experimentally measured traces were used.

• A chip, the KipT chip, that contains an SRAM cell array, is presented. This
chip does not only allow the conventional write/hold/read operation of SRAMs,
but also allows the custom application of accurate voltages at the different ter-
minals of the cells, which can be very useful, for example, to apply controlled
stress to the circuit.

• A method is presented to improve the reliability of SRAM PUFs. This method,
the MTSV method, aims at selecting the cells with a stronger power-up ten-
dency not only at nominal operation conditions, but also when factors such as
temperature or voltage variations, as well as circuit degradation, are consid-
ered.

1.9 Structure of the rest of this Thesis

Chapter 2 of this Thesis presents a complete TDV characterization framework. This
includes a detailed description of the characterization strategy for both RTN and
aging phenomena, and a explanation of the information that needs to be extracted
from each type of test. Then, according to the presented characterization strategy,
a number of requirements that the experimental setup used in this task should fulfill
are enumerated. These requirements are addressed in the following Sections, which
are devoted to a description of the Endurance chip [95], a transistor-array chip that
has been used for the characterization of TDV at the device level, and to a custom
experimental setup that allows, together with the Endurance chip, the accurate and
automated performance of those TDV tests. Finally, this Chapter is concluded with
the presentation of TiDeVa, a software tool that allows the automated analysis and
parameter extraction from the data generated during the TDV tests. This tool,
which makes uses of the Maximum Likelihood Estimation method, has a simple and
user-friendly Graphical User Interface that facilitates the analysis process. Some
examples of the RTN and aging phenomena characterization performed by TiDeVa
are provided at the end of the Section.

Chapter 3 focuses on the characterization results of RTN. In particular, the most
important information extracted from the RTN tests consists in the distribution of
the amplitudes associated to the RTN defects trapping and detrapping. These will
be used in the construction of the PDO model. After that, a new method to charac-
terize the RTN phenomenon, based on the Maximum Current Fluctuation metric,
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is presented. This method could be an interesting alternative to more conventional
analysis techniques, as it overcomes some of their drawbacks, such as requiring
very complex processing techniques, or not being able to detect defects with a very
small associated amplitude. Finally, Chapter 3 is concluded with the analysis of a
problem that is often overlooked: the impact that the biasing conditions that the
devices experience prior to the actual measurements can have on the outcome of the
measurement.

Chapter 4 tackles the problem of determining the distribution of the time constants
of defects in the PDO model. This task, that proves to be not at all straightforward,
is first approached through a path that, although not very efficient, will prove useful
to clarify the basic framework. Then, using this established framework, a second,
more efficient approach is presented, and the corresponding results obtained for the
distribution of the time constants and for the number of defects in devices is pre-
sented. The validity of these results is reinforced though the realization of an aging
test in different conditions to those used for the construction of the distribution,
the results of which are correctly predicted by the previously obtained parameters.
Then, using the information about the amplitude distributions obtained in Chapter
3, and the information about the time constant distribution and number of defects
obtained in Chapter 4, a simulation tool for RTN, another for aging phenomena,
and an emulator of RTN experimental results, are presented. The characteristics
of these tools, as well as their utility, are explained in detail in the corresponding
Sections.

In Chapter 5, the focus is shifted to the exploitation of TZV for security applications.
In particular, a method that aims the improvement of the reliability of SRAM PUFs
is presented. This method, the MTSV method, works by evaluating which cells will
have a stronger tendency to always power up to the same value, even when factors
such as temperature and voltage variations, or circuit degradation, are considered.
The method proves to outstand in all those cases.

Finally, to close this Thesis, Chapter 6 presents the main conclusions of this work.
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Chapter 2

Variability characterization
framework

Fig. 2.1 shows a block diagram for the development of RAD solutions, including
a simple taxonomy of each stage and the different areas of expertise involved in
them. In it, it can be seen how a combined effort from expertise in different areas
is fundamental. In fact, each stage of this flow is necessary to achieve the final
goal of designing circuits that are resilient against variability phenomena. Consider
for instance the characterization phase, which is the main focus of this chapter. If
a given TDV phenomenon cannot be experimentally characterized, it will not be
possible to construct a model that accurately predicts how this phenomenon can
affect circuit reliability under different conditions. Therefore, it will not be possible
to develop simulation tools to study the impact of this phenomenon in circuit design,
and it will not be possible to design circuits that are resilient to that given TDV
phenomenon. On the other hand, Fig. 2.1 shows that, at each step of the flow that
leads to the development of RAD solutions, there are a number of different choices
to be made. Interestingly, the options taken in the different steps are interconnected.
Consider, for instance, the work presented in this Thesis. The model used for TDV,
the PDO model, is defect-centric, and it can be embedded in stochastic simulation
tools. To account for such stochasticity, a large number of transistors must be
characterized in different conditions, as will be explained in the next Sections of this
Chapter. This massive characterization could in principle be performed following a
wafer- or an array-based approach. The latter has been chosen in this Thesis, since
it allows a higher density of devices per area and does not require of a dedicated
probe station for the measurements.

In this Chapter, a complete framework for the characterization of TDV phenomena
at the device level is presented. To this end, first the characterization strategy for
each of these phenomena will be described. Then, a number of requirements imposed
by that characterization strategy will be listed, and a chip and measurement setup
that address those requirements will be presented. After that, a software toolbox for
the automated analysis and parameter extraction from the data generated during the
characterization tests will be introduced, and some examples of analysis performed
with that toolbox will be shown.

47



2.1. STRATEGY FOR THE CHARACTERIZATION OF TDV AT THE
DEVICE LEVEL

Figure 2.1: Block diagram for the development of RAD solutions, indicating a simple
taxonomy of each stage and the different areas of expertise that RAD involves.
TiDeVa is the tool developed for the automated analysis of TDV tests and will be
presented in Section 2.5.

2.1 Strategy for the characterization of TDV at the
device level

The various TDV variability phenomena that have been studied in this work require
different types of tests from which the TDV parameters can later be extracted.
These tests are presented in more detail below. Before that, there is an important
observation to be made. The construction of the TDV model occurs in two dis-
tinct phases. First, the defect-level parameters are directly extracted from the TDV
tests. This includes information such as the times that emission/capture events take
for each individual defect, or the amplitude of the current shift associated to each
given defect. Then, in a second stage, those defect-level parameters correspond-
ing to individual defects are used to attain the statistical distributions followed
by those defect-level parameters. In turn, those distributions will be described by
distribution-level parameters (e.g., a normal distribution would be described by its
mean value and standard deviation). This Chapter leads with the extraction of
the defect-level parameters from the characterization tests, while Chapters 3 and
4 tackle the construction of the distributions using those defect-level parameters.
In particular, Chapter 3 focuses on the analysis of the RTN tests, and uses the
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defect-level parameters related to the amplitude of the current shifts associated to
each defect to build the corresponding distributions. Then, Chapter 4 shifts to the
aging tests and, by using the extracted emission times of individual defects, tack-
les the construction of the time constant distribution of the PDO model, and the
retrieval of the total number of defects in devices. Combining all this information
(i.e., distribution of the amplitudes associated to the defects, of the time constants,
and total number of defects), it is possible to model and consequently simulate the
trapping/detrapping behavior that characterizes the TDV phenomena studied in
this Thesis.

2.1.1 Random Telegraph Noise

To measure RTN, each terminal of a transistor must be kept at a given voltage while
the drain current of the device is measured. This must be done for thousands of
devices and under different conditions, e.g., at different values of VGS and VDS. An
example of a real RTN trace measured in this manner is shown in Fig. 2.2. This
example corresponds to a simple case in which the current trace displays only one
detectable RTN defect, which causes its current to alternate between two levels.
The main parameters of that RTN defect (i.e., amplitude of the transition and
times-to-emission/capture) are indicated in the figure. Notice that, as indicated in
Section 1.3.1, the emission (τe) and capture (τc) time constants of a defect can be
retrieved by averaging the corresponding times-to-emission (te) and times-to-capture
(tc). These time constants and the transition amplitudes, together with the total
number of defects, are the parameters that can be extracted from the RTN tests,
along with their dependence on the operation conditions. In this Thesis, the data
generated during the RTN tests have been used mainly to extract the distribution
of the current shift amplitudes associated to the RTN defects, and the number of
active RTN defects (defects that undergo at least one trapping/detrapping event
during the experimental time window). The other defect parameters (i.e., time
constants and total number of defects in devices) have been tackled through the
aging characterization tests. There are a couple of reasons for this. First, it must
be noted that RTN tests must be performed serially (measuring only one device
at each given instant), since only one current can be measured at a time with
the experimental setup used in this work. Considering that hundreds of devices
are measured in a typical RTN test, the characterization times for RTN are not
excessively long, and are typically within some tens of seconds, since longer times
would lead to unfeasible experimental times. Therefore, these tests are not optimal
for the characterization of the distribution of the time constants or the total number
of defects in devices, since the first one is expected to span across several decades in
the time scale [96], and only a small fraction of the latter one is expected to appear
in these tests. Secondly, RTN tests are performed only at nominal voltage values,
thus limiting the range of experimental bias conditions. Since the time constant
distributions are expected to vary greatly with the bias conditions, the ability to
work at very different bias conditions is an interesting option for exploring different
regions of such distribution. For these two reasons, the aging characterization tests
will be used in this Thesis to tackle this problem, since i) they can be performed
using over-the-nominal voltage values, which allows exploring larger regions of the
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time constant distribution, and ii) the stress applied in this type of tests can be
applied in parallel to a high number of devices, which allows to achieve longer stress
times for each device without excessively increasing the test time, and therefore
allows to investigate defects with longer capture times.

Figure 2.2: Current trace displaying RTN events measured with the chip used in this
work and the characterization setup presented in this Chapter. The RTN parameters
have been indicated.

2.1.2 Aging phenomena

In the case of the aging phenomena (i.e., BTI and HCI), the characterization tests
will be performed in a conventional Measurement-Stress-Measurement (MSM) ap-
proach [97], [44]. First, each pristine device must be characterized before any stress
has been applied to it to account for TZV. This "fresh" characterization is done by
means of a drain current vs. gate voltage (IDS-VGS) measurement and will serve
as a reference for each device. After this, consecutive stress-recovery cycles will be
applied to each transistor. During the stress phase, |VGS| is kept at a high voltage
(between 1.2V, the nominal voltage of the technology, and 2.5V) and |VDS| at 0V
for the BTI tests, while for the HCI tests both |VGS| and |VDS| are kept at a high
value. The objective of applying these high, over-the-nominal voltages is to perform
accelerated aging, and to emulate years of degradation under nominal operation con-
ditions in much shorter times. In the tests presented in this work, 5 stress-recovery
cycles have been performed for each device. The duration of the stress phases within
these tests increases exponentially (1s, 10s, 100s, 1,000s and 10,000s). On the other
hand, both |VGS| and |VDS| are kept at low voltages (i.e., below 1.2V) during the
recovery phases, the duration of which has been kept constant at 100s. Notice that,
if no parallelization is employed and the MSM cycles are applied serially to the
devices, this would lead to extremely long measurement times. Consider for illus-
tration the above mentioned MSM test with 5 stress and 5 measurement cycles. The
characterization of each device would take 1s + 100s + 10s + 100s + 100s + 100s
+ 1,000s + 100s + 10,000s + 100s ≈ 11,600s, which is roughly 3 hours. Therefore,
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if thousands of devices must be measured at different conditions, this would lead to
months or years of continued testing. To avoid this, a smart parallelization scheme
should be implemented, in which a large number of transistors can be stressed si-
multaneously while one of them undergoes a recovery phase, during which its drain
current is measured. Then, the discrete current jumps during the recovery phase
caused by charge detrapping events can be recorded. Notice that this strategy does
not allow the monitoring of capture events during the stress phases, since several
devices are stressed in parallel in these phases and their currents are not measured in
the meanwhile. However, the influence of the capture times is accounted for through
the stress phases with different times and through the application of different stress
voltages. The fact that capture times are expected to be distributed in a logarithmic
time scale [96], [98], [99] is the reason for the utilization of exponentially increasing
stress phases. Furthermore, even if the capture events during the stress phase were
recorded, it would not be possible to transform the corresponding current shifts
into threshold voltage shifts, since the transistor models provided by semiconductor
foundries are not valid at such high biasing voltages.

Then, the direct goal from these tests will be the extraction of the emission events
produced during the recovery phases. In particular, both the amplitude of the
current shifts (or, alternatively, of the threshold voltage shifts) and the emission
times of those emission events will be recorded. These emission times will be used
to construct the corresponding time constant distribution of the defects, as will be
seen in Chapter 4. Two examples of BTI recovery traces measured in this work are
shown in Fig. 2.3. In the trace at the top, only BTI recovery events are present.
However, the analysis of the recovery traces can often become more complex due to
the coexistence of such detrapping events with RTN events, as can be seen in the
bottom trace.

Figure 2.3: BTI recovery traces measured with the Endurance chip and the setup
presented in this work. At the top, only BTI detrapping events are present. At the
bottom, the BTI detrapping events are mixed with RTN transitions. The coexistence
of such differents types of behavior can make the parameter extraction challenging.
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2.2 Requirements for the characterization of TDV
at the device level

In this Section, the main requirements that the different elements involved in the
characterization process should fulfill, according to the characterization strategy
outlined above, are listed:

• Due to the stochasticity that TDV phenomena display in transistors in the
nanometer range, and to the necessity of studying different phenomena under
different bias conditions and temperatures, a large number of devices should
be characterized so that the results obtained for each of these phenomena are
statistically significant. Additionally, both PMOS and NMOS transistors of
different sizes should be included.

• Both the characterization chip and setup should allow the characterization
of the different TDV phenomena, namely RTN, BTI and HCI, together with
TZV.

• The characterization system should enable individual access to each device,
together with the accurate application of the needed voltages. This can pose
a challenge in array-based chips such as the one used in this work, which can
present undesired voltage drops. Overcoming this problem is fundamental,
since TDV phenomena are highly bias-dependent.

• The characterization system should allow the accurate application of tempera-
ture within a broad range, since TDV phenomena display a strong dependence
on temperature.

• It should be possible to perform a smart parallelization scheme for the aging
(BTI and HCI) tests. Such a scheme would allow to reduce in several orders
of magnitude (i.e., from months or years to hours or days) the time required
to perform these tests as compared to an approach with no parallelization.

• A customized software that allows the automated generation, launching and
control of the experiments is fundamental. The alternatives (manual definition
and launching of the experiments, or individual input of the commands that
control the instrumentation) become unattainable when a large number of
devices must be measured at varying operation conditions and with a known
and precise timing.

• Considering the necessity for statistically-significant characterization of the
different TDV phenomena, a massive amount of experimental data will be
generated during the characterization tests. To account for this, a software
tool for the automated analysis of these data can enormously facilitate the
extraction of the relevant TDV parameters. In the absence of such a tool, this
procedure will be not only tedious, but also extremely time consuming.

All these requirements are addressed in a combined manner by the different elements
that compose the characterization system used in this work. These are described,
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together with some examples of the TDV results obtained with them, in the next
Sections of this Chapter.

2.3 Endurance: a transistor array for variability
characterization at the device level

The chip used for the device-level characterization experiments presented in this
work, named Endurance, has been introduced in [95]. It is the first design that
allows the accurate and statistically significant characterization of TZV, BTI, HCI
and RTN.

The Endurance chip has been fabricated in a 1.2-V, 65-nm commercial CMOS tech-
nology, and has a chip area of 1.8 mm × 1.8 mm. It contains 3,136 MOS devices, half
of which are PMOS and half of which are NMOS, divided into 4 submatrices, each
one containing 784 devices. This high number of devices per chip sample allows a
statistically significant characterization of the TDV phenomena, which is necessary
to account for their stochastic nature at this technology node. Each device is em-
bedded into a unit cell that includes the necessary circuitry to allow, together with
a full custom digital control circuitry (common to the rest of the array), individual
access to the device. Additionally, each of these unit cells incorporates a Force-
&-Sense architecture that ensures the accurate application of the desired voltages
through the compensation of any possible voltage drops. The Force-&-Sense system
(that comprises both the part within the chip, and another one outside of the chip
corresponding to the experimental setup, as will be seen in the next Section) is a
type of feedback circuit, in which the Sense path is connected to the Force path
at a point close to the device terminal, called the sensing point. Then, the Sense
can evaluate which is the actual voltage value that is being applied, which will be
generally lower than the one set by the Force path due to undesired voltage drops.
Then, the output value of the Force path is varied until the Sense path senses the
correct voltage value.

Another essential feature of the Endurance chip is its ability to enable a smart
parallelization scheme for aging (i.e., BTI and HCI) experiments, which significantly
reduces the experimental time of these tests. To this end, both the drain and gate
terminals of each device have separate connections to a measurement path and to a
stress path. Then, several devices can be stressed in parallel by connecting their gate
and drain terminals to the corresponding stress paths while, simultaneously, a single
device is measured by connecting its terminals to the corresponding measurement
paths. The digital circuitry mentioned above is used to control to which paths
each device is connected to. To illustrate the importance that this parallelization
scheme can have, one can consider a typical aging experiment in which 784 devices (a
complete submatrix of the Endurance chip) are characterized with 5 stress-recovery
cycles, with exponentially increasing stress times of 1s, 10s, 100s, 1,000s and 10,000s,
and recovery times of 100s for all cycles. Such an experiment would require 104
days if no parallelization scheme is implemented. On the other hand, with the
parallelization scheme allowed by the Endurance chip and used in this work, only 4
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days are necessary [100], [101].

The different features enumerated in this Section, such as the on-chip Force-&-Sense
architecture or the possibility to parallelize the stress tests by having duplicated
paths for both the gate and drain terminals, are complemented by the characteristics
of the experimental setup, which will be described in the next Section.

2.4 Setup for the characterization of variability at
the device level

Fig. 2.4 depicts the main features of the experimental setup used in the charac-
terization tests presented in this work, which has been presented in [101]. These
are:

• A fully customized printed circuit board (PCB), which includes shielded tri-
axial connectors to allow the access to the analog signal chip pads. It includes
connectors for both the Force and the Sense paths of the chip.

• An Agilent E3631A power supply for the biasing of the PCB and the chip.

• A Keysight B1500 Semiconductor Parameter Analyzer (SPA). This instrument
incorporates 4 High Resolution Sense Measurement Units (HRSMU), each of
which includes Force-&-Sense triaxial outputs for accurate voltage application
and current measurement.

• A T-2650BV Thermonics temperature system, which allows the accurate ap-
plication of temperatures in the range between -40ºC and 170ºC.

• A USB Data Acquisition System (DAQ) from National Instruments, which
provides the digital signals that control the chip.

• A IEEE 488.1 GPIB BUS is used for the communication between the controller
(a laptop computer) and the different instruments.

In a typical variability characterization test in which hundreds of devices are mea-
sured, often at different bias conditions, and in which a precise timing is funda-
mental (e.g., a BTI test involving several stress-recovery cycles in which all devices
must experience exactly the same stress and recovery phases), thousands of GPIB
commands must be generated and sent to the instrumentation. To facilitate this
otherwise unattainable task, a software toolbox for the automation of the character-
ization tests is used. This toolbox, which has been presented in [101], works under
the Matlab® programming environment, and allows the user to define the desired
characterization tests in just a few seconds. Then, it sends the corresponding GPIB
commands to the instrumentation at the precise required timing, with no user su-
pervision required. Additionally, this tool manages the Data Acquisition System,
which in turn sends the signals in charge of controlling the digital circuitry of the
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chip, necessary for the selection of the unit cells and their corresponding operation
modes, in this way connecting the terminals of the desired devices to the corre-
sponding analog paths for the application of bias voltages and the measurement of
currents.

Figure 2.4: Schematic representation of the experimental setup used in this work.

2.5 TiDeVa: a toolbox for the automated analysis
of Time-Dependent Variability

The stochastic nature of TDV phenomena in technologies in the nanometer range
does not only bring along requirements in terms of circuit design or hardware setup.
It has already been said that thousands of devices have been characterized under
very different conditions, such as current measurements with constant VGS and VDS

in the case of RTN tests (at various VGS and VDS values), or current measurements
during the recovery phases of several stress-recovery cycles in the case of aging tests.
This leads to the generation of enormous amounts of experimental data, i.e., thou-
sands of current traces with a very broad variety of features such as noise levels or
number of trapping/detrapping events, among others. Therefore, the manual anal-
ysis of all these data and the consequent TDV parameter extraction would become
an unattainable task even for the most skilled user. For this reason, developing
software tools devoted to the automated and accurate analysis of the TDV charac-
terization data becomes as an important feature within the characterization process
as the design of the characterization circuit or setup. To this end, the TiDeVa tool-
box was introduced in [102]. This software tool can perform, in a fully-automated
manner (i.e., with no supervision from the user) the analysis of the huge amounts
of data generated during the TDV tests, and the extraction of the necessary pa-
rameters to construct the appropriate models for the TDV phenomena. The engine
of TiDeVa makes use of a method based on the Maximum Likelihood Estimation
(MLE) technique [103], which will be explained in greater detail in Subsection 2.5.2,
to analyze the current traces generated during the TDV characterization tests and
extract from them all the information about the trapping/detrapping events needed
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for a defect-centric model such as the PDO. Furthermore, TiDeVa is equipped with
an intuitive and user-friendly Graphical User Interface (GUI) to help the user launch
the desired analysis. The GUI of this toolbox also allows the user to visualize both
the processed current traces, and the statistical results for the extracted parameters,
such as the distributions for the defect amplitudes or their time constants. Fig. 2.5
shows some tabs of TiDeVa’s GUI.

Figure 2.5: Some tabs of the TiDeVa toolbox. Clockwise, starting from the top-left
corner: i) initial tab, ii) tab for the graphical visualization of the RTN current traces,
iii) tab for the analysis of aging experiments data, and iv) tab for the visualization
of the statistical distributions obtained for the parameters of an aging experiment.

Before approaching the description of the MLE method that TiDeVa uses for the
analysis of TDV tests, it can be useful to briefly discussed other methods that aim at
the extraction of the parameters that characterize the charge trapping/detrapping
in/from defects from measured current traces.
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2.5.1 Existing methods for the TDV defect parameter extrac-
tion

In the last years, the increasing concern about the impact of TDV on deeply scaled
technologies has led to the development of a number of TDV analysis methods.
Since TDV phenomena reveals a stochastic nature in these technologies, the charac-
terization of a large number of devices is necessary to obtain statistically significant
information about it. Therefore, those analysis methods must be not only accurate,
but also automated, to perform the parameter extraction in a feasible time and
without the supervision from the user. Additionally, since these phenomena display
a discrete nature due to the fact that they are caused by the trapping/detrapping
of individual charge carriers in/from defects in the devices, many of these meth-
ods are based on the detection and analysis of the discrete current shifts caused by
those trapping/detrapping events. In this Subsection, the focus will be set on such
methods.

Several reported methods to extract the RTN parameters are based on the Time
Lag Plot (TLP) technique or its derivatives [33]. Given a current trace, its TLP is
constructed by plotting the i-th current point in the x-axis and the (i+1)-th point
in the y-axis for the complete trace. Then, the points in the diagonal of the TLP
(consecutive points with the same current value) correspond to the RTN current
levels. On the other hand, the off-diagonal data points correspond to RTN transi-
tions between different current levels. Then, parameters such as the RTN transition
amplitudes could in principle be extracted from these current levels. However, the
identification of these current levels may be hindered by the existence of background
noise due to other physical processes, as well as the noise introduced by the mea-
surement circuitry and the equipment itself, or by the coexistence of a large number
of RTN defects. Fig. 2.6 displays two current traces that contain RTN, together
with their corresponding TLPs. While Fig. 2.6 (a) corresponds to a trace in which
only one RTN defect is clearly detectable, and the corresponding TLP is easy to
analyze, Fig. 2.6 (b) corresponds to a trace in which there are several detectable
RTN defects, which translates into a more complex TLP.

To overcome this limitation, an improved version of the TLP, the weighted TLP
(wTLP) was introduced [104], [105]. For each point of the TLP with coordinates
(Ii, Ii+1), a bivariate normal distribution is defined:

φi(x, y) =
1

2πα2

(
−[(Ii − x)2 + (Ii+1 − y)2]

2α2

)
(2.1)

where α represents the standard deviation of the background noise. This distribution
symbolizes the probability that the point (Ii, Ii+1) corresponds to a current level or
to an RTN transition in the location (x, y) of the TLP space.
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Figure 2.6: Current trace and the corresponding TLP for a device with one de-
tectable RTN defect (a) and a device with several RTN defects (b).

.

Then, the weighted time lag function Ψ can be defined as:

Ψ(x, y) = K
N−1∑
i=1

φi (2.2)

whereK is a normalization factor that ensures that the maximum value of Ψ is equal
to 1, and N is the number of current data points. In this way, the contribution of
each point of the TLP to Ψ is weighted by the distance between the position of this
point and (x,y), so that Ψ takes higher values in the most populated regions of the
wTLP. This technique generates a very visual result, which is adequate for human
inspection of the intricacies of the RTN transitions. Fig. 2.7 displays an example
of complex TLP, together with the corresponding wTLP, which provides a clearer
visualization.

However, a more quantitative approach is needed for an automated extraction of
the numerical parameters that characterize RTN. To this end, it is possible to build
a histogram of the current data points, and fit it with the diagonal of the obtained
Ψ. This fitting is performed by varying the standard deviation α. The best match
between the Ψ diagonal and the current histogram should be obtained when α equals
the standard deviation of the experimental background noise. Then, by extracting
the maxima of the fitted diagonal function, it should be possible to obtain the
location of the current levels, and, thus, the amplitude of the RTN transitions.
Furthermore, the wTLPmethod has also been applied to the analysis of BTI recovery
current traces [106], [107]. However, as shown in [103], the choice of the bin size
of the current histogram in this method can yield different positions of the current
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levels, or even a different overall number of current levels, hence determining an
incorrect number of RTN or BTI defects, or the amplitude of the transitions.

Figure 2.7: TLP of a current trace that displays RTN (a), together with the corre-
sponding wTLP (b). Taken from [104]

.

To overcome this ambiguity in the selection of the number of histogram bins, the
approach presented in [30] can be followed. In it, an enhanced TLP (eTLP) is con-
structed to assess how often each point of the TLP is occupied. This is done by
building a two-dimensional histogram with a bin size equal to the minimum resolu-
tion of the experimental equipment. Then, the maxima along the eTLP histogram
are taken as the current levels. However, since each bin size is equal to the experi-
mental resolution, consecutive current points that do not correspond to exactly the
same current value are not taken into account. Therefore, since any real experiment
presents a certain level of noise, an enormous amount of data points will be nec-
essary to obtain good statistics. This would result in much longer acquisition and
computational times.

2.5.2 TDV parameter extraction using a Maximum Likeli-
hood Estimation method

To overcome the limitations of the methods presented in the previous Section, a new
approach to extract the parameters from current traces obtained in TDV tests will
be developed in this Thesis. This is a method based on the Maximum Likelihood
Estimation (MLE) technique [108], [109], and composes the engine of the TiDeVa
toolbox for the TDV parameter extraction that was introduced in Section 2.5 [102].
A block diagram depicting the main steps of this method is shown in Fig. 2.8. These
steps, which will be later described in greater detail, are:

1. Detection of the M current levels through a MLE-based optimization process.

2. Elaboration of a clean, noise-free current trace.

59



2.5. TIDEVA: A TOOLBOX FOR THE AUTOMATED ANALYSIS OF
TIME-DEPENDENT VARIABILITY

3. Identification of each transition between two different current levels corre-
sponding to a charge trapping/detrapping event in/from a defect.

4. Extraction of the defect parameters.

Figure 2.8: Flow diagram of the main steps of the MLE-based algorithm used to
extract the RTN parameters.

.

2.5.2.1 MLE-based detection of the current levels

Let us consider a device with a number of defects that undergo the trapping/de-
trapping of charge carriers that originate TDV phenomena. Because of the trap-
ping/detrapping events of these defects, the measured current trace will have M
discrete current levels. The background noise can be approximated by a Gaussian
distribution which is independent of the different current levels. Then, the mea-
sured current trace can be considered as samples of a probability density function
formed by the superposition of different Gaussian distributions corresponding to the
different current levels:

f(I|θ) =
1

K
√

2πσ2

M∑
j=1

Aje
−

(I−ILj)2

2σ2 (2.3)

where θ = {σ, A1, ..., AM , IL1, ..., ILM} is the vector of parameters for this prob-
ability density function. In particular, σ represents the standard deviation of the
background noise, ILj is the value of each current level, and Aj is its height in the
probability density function. K is a normalization factor which ensures that the
area below the probability density function is unity:

K =
M∑
j=1

Aj (2.4)

Then, N samples {I1, ..., IN} of the current trace can be considered. It can be
assumed that all samples are independent and identically distributed. Therefore,
the joint probability density function of all observations can be defined as:
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f(I1, ..., IN |θ) =
N∏
i=1

f(Ii|θ) (2.5)

The Maximum Likelihood Estimation is based on the principle that the likelihood
of a set of parameter values θ, given the observed results, is equal to the probability
of obtaining those results as a function of θ, that is:

L(θ|Ii) =
N∏
i=1

f(Ii|θ) (2.6)

Having a set of parameters θ, the probability density function describes how probable
is to obtain a given current value in a measurement. Since the characterization
test already yields those current values, the reversed problem is faced: given the
observed data points, it is necessary to obtain the probability density function (and
therefore the parameters θ) that is most likely to have produced those data. Then,
the most likely parameter values θ given the recorded data can be obtained through
the maximization of (2.6). Considering that the number of measured current points
N can amount to thousands or even millions, it is more convenient to work with the
natural logarithm of (2.6); otherwise, the calculation would easily exceed the ranges
of floating point numbers in digital computers. Then, the multiplication in (2.6) can
be converted into a summation. This implies no difference in terms of finding the
parameters that maximize (2.6) because the logarithm is a monotonically increasing
function.

Different optimization algorithms can be applied for this maximization problem. In
this work, a deterministic local search method has been used for efficiency reasons.
This is the derivative-free simplex search method presented in [110]. The conver-
gence of such a method depends on having an adequate starting point. The location
and amplitudes of the peaks of the current histogram are good starting points to
this end. To avoid that some local maxima caused by the background noise are
incorrectly identified as current levels, a minimum distance between the histogram
peaks is required. In this manner, if two maxima of the current histogram are lo-
cated within a distance considered to be smaller than the background noise, only
the largest one is considered for the starting point of the optimization process, and
the other one is discarded. When the optimization process converges, the M dis-
crete current levels of the trace are obtained. The extracted M current levels for a
measured current trace can be observed in Fig. 2.9.
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Figure 2.9: Measured current trace for a PMOS device in the Endurance chip dis-
playing RTN, and the corresponding current levels extracted by the MLE method.

.

2.5.2.2 Generation of a clean current trace

Once that the M discrete current levels have been identified, the next step is to
generate a clean or background-noise-free current trace from the experimental one.
For this, the current value of the closest of the M current levels is assigned to each
experimental current point. The generation of such a clean current for a measured
trace is shown in Fig. 2.10 for the experimental current trace displayed in Fig. 2.9.

Figure 2.10: Experimentally measured current trace (blue), together with the pro-
cessed clean current trace (red).

.

2.5.2.3 Identification of the trapping/detrapping transitions

Since the background noise has been removed in step 2 and only the clean current
levels remain, the observed current shifts correspond to charge carrier trapping/de-
trapping transitions. Therefore, it is straightforward to identify these transitions,
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and the number of detectable defects in the trace can be determined.

Although the MLE method has been presented as a tool to analyze current traces
that display RTN, it can also be used to analyze the current traces obtained during
the recovery phases of the aging tests. As explained in the characterization strategy
in Section 2.1.2, and as it will be seen in Chapter 4, in the procedure following
for the construction of the PDO model, only single emission events (i.e., defects
that undergo a single emission event during the time window without a subsequent
capture event) are used. Therefore, in the case of aging tests, defects that do
not undergo a single emission event (i.e., defects that undergo both trapping and
detrapping events, which induce current shifts of equal amplitude but opposite sign)
are "removed" from the clean trace, and only recovery detrapping events are left.

2.5.2.4 Parameter extraction

Once the RTN and aging transitions have been identified, the time constants (τc,
τe) and amplitude η that describe the RTN transitions are extracted. These time
constants are calculated as the average time-to-capture/time-to-emission for all the
capture/emission events of a given defect. In contrast, in the aging tests, where single
emission events in which only one detrapping event occurs for each defect during
the recovery, the time-to-emission te at which the emission event occurs is recorded,
and η is directly extracted as the amplitude of that current transition. Additionally,
the amplitude of the current shifts of both RTN and aging recovery transitions can
be converted into a threshold voltage shift by applying the method presented in
[111]. This method can be divided into two main steps: first, determining the fresh
transistor parameters of each device and, second, determining the evolution of those
parameters during the RTN or aging current measurements. In the following, these
two steps are explained in further detail.

The main idea of the first step of the process is to try out different values of some
of the parameters of the BSIM model to try to replicate an experimental IDS-VGS

curve measured in the fresh device (i.e., before any stress is applied to it). Then,
the parameters used for the simulation of the curve that better fits the experimental
one can be assigned to that device. The procedure followed to obtain the simulated
curves that will be compared to the experimentally measured ones is the following.
First, a grid of possible transistor parameter values is generated using foundry-
provided TZV information. For instance, µ0 and Vth0, which are the parameters
used, are uniformly swept in the range of ±6σ around their nominal value. This
results in a grid with all possible combinations of µ0 and Vth0. In our case, 1,000
values of Vth0 and 100 values of µ0 have been used in this process, which yield a
grid of 100,000 points. Such a grid is represented in Fig. 2.11. Then, taking each
parameter combination from that grid, a IDS-VGS curve is simulated (in our case
with HSPICE), which results in a total of 100,000 simulated curves. Then, each
of these set of simulated curves is compared to the experimentally measured IDS-
VGS curve by the calculation of the Mean Squared Error between them. Then, the
simulated curve that yields a smallest MSE is considered to be the best match to
the experimental curve, and the transistor parameters used for its simulation are
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assigned to the device. In this way, it is possible to obtain the fresh transistor
parameters of the device.

Figure 2.11: Representation of the grid that contains all possible combinations of
the µ0 and th0 parameters.

The main goal of the second step of the process is evaluate the evolution of the Vth0
value during a current measurement, which can be an RTN current measurement,
or a recovery cycle in an aging MSM test. For this, a second IDS-VGS is measured
at the end of the current measurement, and the transistor parameters are extracted
with the procedure explained above. Then, it is assumed that the mobility of the
device does not change significantly during the RTN measurement, and that in the
case of the aging measurement, although it may degrade due to the application of
the stress, it does not recuperate significantly once the stress is removed [111]. This
is depicted in Fig. 2.12. Then, since the mobility during the current measurement is
assumed to be equal to the one extracted from the IDS-VGS curve performed at the
end of the measurement, only the set of simulated curves with the closest mobility
to the extracted one in this second IDS-VGS curve are selected among the 100,000.
Then, for each point of the current trace, it is possible to evaluate which curve from
that set has a closest current value at the experimental bias conditions. Then, since
all those curves have the same mobility parameter, the variations in current are
assigned to variations in threshold voltage. Thus, the threshold voltage that was
used to generate the curve that better fits each current point is assigned to that
current point. Then, a threshold voltage has been assigned to each current point
in the trace, and therefore a threshold voltage trace is obtained. This allows to
transform the current shifts caused by charge trapping/detrapping into threshold
voltage shifts.
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Figure 2.12: Representation of the expected evolution of the transistor parameters
in an aging test.

2.5.3 Some examples of TDV characterization at the device
level performed by TiDeVa

In this Section, some examples of TDV characterization performed by TiDeVa are
shown. In particular, results from RTN tests and aging (i.e., BTI and HCI) tests
are presented. In both cases, the focus is first set on the parameter extraction
from individual current traces generated during the TDV tests. After that, some
statistical results obtained with TiDeVa from large sets of devices are illustrated.

2.5.3.1 RTN characterization examples

Fig. 2.13 displays the current traces measured for a single 80nmx60nm PMOS device
from the Endurance chip at |VDS| = 0.1V and various |VGS| values. The TiDeVa
toolbox processes the raw experimental data and yields clean traces in which the
background noise (including sources such as thermal noise of the devices and noise
introduced by the measurement setup) has been removed, and only the RTN tran-
sitions remain. Additionally, TiDeVa extracts the RTN parameters (time constants
and transition amplitude of each defect) from each measured current trace. Then,
the dependence of these parameters on the bias conditions can be studied. In this
sense, Fig. 2.14 displays the extracted dependence of the amplitude of the RTN
defect in Fig. 2.13 on |VGS|.
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Figure 2.13: Current traces of one 80nmx60nm PMOS device measured at |VDS| =
0.1V and various |VGS| displaying RTN transitions. The blue lines correspond to
the raw experimental data, the red ones to the "clean" traces processed by TiDeVa.

.

Figure 2.14: Absolute (a) and relative (b) current amplitude of a defect monitored
at different gate voltages.

.

Since TDV phenomena reveal a stochastic nature in technologies in the nanome-
ter range, the information extracted from a single transistor is not enough, and
the massive characterization of a large number of transistors becomes mandatory.
Consequently, Fig. 2.15 displays the statistical distribution of the RTN amplitudes
extracted by the TiDeVa software from 500 80nm×60nm PMOS devices measured
at various bias conditions. This illustrates the necessity of an automated analysis
tool such as the TiDeVa software; manually analyzing hundreds of devices, each of
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them at various bias conditions, and extracting from them the necessary parameters
to characterize the RTN phenomenon would result extremely burdensome for any
user.

Figure 2.15: Experimental distribution of the amplitude of RTN defects at |VDS| =
0.1V and various |VGS| values. The defects extracted by the TiDeVa tool from 500
transistors have been used to construct these histograms.

2.5.3.2 Aging phenomena characterization examples

Fig. 2.16 displays two examples of current measurements performed during the
recovery phases of a BTI test. These two examples illustrate two usual cases: a
recovery in which only detrapping events are present (top), and a recovery in which
those recovery events are mixed with RTN trapping/detrapping events (bottom).
In both cases, the TiDeVa toolbox removes the background noise leaving a clean
trace in which only the trapping/detrapping events are present. Then, the software
identifies and removes the RTN transitions when present, so that only the recovery
detrapping events remain. The reason for this is that, as it will be explained in
Chapter 4, only the emission events extracted from the recovery phases will be used
during the construction of the TDV model. Once that the clean trace has been
obtained, TiDeVa extracts, analogously to the RTN case, both the amplitudes and
the emission times of those detrapping events.

As said before, a massive characterization of hundreds of devices must be performed
in deeply-scaled technology nodes. Fig. 2.17 displays the cumulative occurrence
of the emission times te of the defects extracted by TiDeVa at each one of the
recovery cycles (after 1s, 10s, 100s, 1,000s and 10,000s of stress) of the BTI test
from which the traces in Fig. 2.16 have been extracted. The requirement of an
automated tool to avoid the otherwise extremely cumbersome task of this analysis
is again highlighted, considering that more than 3,000 devices have been studied in
the BTI tests presented in this Thesis, and from them thousands of defects, with
their corresponding parameters, have been extracted.
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Figure 2.16: BTI recovery traces measured at |VGS| = 0.6V and |VDS| = 0.1V after
a stress phase at |VGS| = 2.5V and |VDS| = 0V. The processing has been performed
with the TiDeVa toolbox.

Figure 2.17: Cumulative occurrence of the emission times for each of the five recovery
phases in a BTI experiment with |VGS| = 2.5V and VDS = 0V during the stress phase,
and |VGS| = 0.6V and |VDS| = 0.1V during the recovery phase.
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Chapter 5

Exploiting TZV through the
utilization of SRAM PUFs

Chapters 2, 3 and 4 of this Thesis have dealt with the characterization, modeling
and simulation of TDV phenomena at the device level. In this Chapter, as it was
explained in Chapter 1, the focus is shifted to the exploitation of TZV for security
applications. This is done through the concept of PUF and, in particular, of SRAM
PUFs, both of which have also been introduced in Chapter 1. The ultimate goal of
this part of the Thesis is to develop and experimentally test a method that increases
the reliability of SRAM PUFs. This will be done by selecting the SRAM cells that
display a more stable power-up response, since the power-up value of SRAM cells
is usually used in SRAM PUF responses [76], [77]. Although the power-up stability
of SRAM cells is mainly determined by TZV, TDV will also play an important role
in this Chapter. The reason for this is that one of the factors that threatens PUF
reliability is circuit degradation caused by TDV phenomena [77], [126]. Therefore,
the method developed to increase the PUF reliability will have to account for the
impact of the previously discussed TDV phenomena.

The structure of this Chapter will be the following one: first, KipT, a chip that
includes the SRAM cells used in this work, is presented, and the used experimental
setup is briefly described. After that, the main metrics used to evaluate the quality
of the PUF, and some existing methods to increase the reliability of SRAM PUFs
based on Dark-Bit Masking techniques, are outlined. Following these, the tests
performed to evaluate the adequacy of the novel method in order to increase the
PUF reliability are explained. These tests include measurements of the pristine
circuit at nominal conditions, when temperature and supply voltage variatons and
considered, and after the circuit has been degraded in an accelerated manner.
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5.1 KipT: an IC for the evaluation of the reliability
of SRAM PUFs

This Section presents a chip that can be used to evaluate the adequacy of different
methods to increase the reliability of SRAM PUFs, the KipT chip. This chip, which
has been designed in a 1.2-V, 65-nm commercial CMOS technology (the same than
the one used for the Endurance chip), contains three different main arrays, each one
composed of different types of circuits. These are a Ring Oscillator array [127], an
array formed by a set of different elementary circuits such as inverters, amplifiers
and current mirrors [123], and an array of 6T SRAM cells [128], which will be used
to test the novel methodology to increase the reliability of SRAM PUFs and will
therefore be the focus in this Section.

5.1.1 The SRAM cell array in the KipT chip

The layout of the SRAM cell array is shown in Fig. 5.1. Each array contains 832
SRAM cells distributed in 32 rows and 26 columns. Following the conventional
sizing criteria to achieve good read stability and writeability introduced in Section
1.7, the access and the PMOS pull-up transistors have been sized with W = 80nm
and L = 60nm, while the NMOS pull-down transistors have been sized with W =
160nm and L = 60nm. Four additional rows on top of the SRAM cell array contain
different topologies of sense amplifiers, although these have not been used in the
tests, and will therefore not be further discussed.

Figure 5.1: Annotated layout of the SRAM array in the KipT chip.

The structure of the SRAM unit cell is analogous in many ways to the one of the
Endurance chip [95]. Each SRAM cell is embedded into a unit cell that includes
the necessary circuitry to allow, together with a full custom digital control circuitry
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(common to the rest of the array), individual access to the different terminals of
the given SRAM cell. The array has row and column decoders to individually select
each SRAM cell in the array. The input signals to these decoders are provided by
two shift registers, which are accessed sequentially through digital I/O pads. For
the sake of illustration, the digital signals needed to select one of the cells of the
array are displayed in Fig. 5.2. In it, ICOL and IROW correspond to the selection
signals that are input serially from the least to the most significant bit, and CKC
and CKR to the corresponding clocks. In this case, the selected cell would be the
one in the first column, fifth row. The DECOSET signal is sent once that the
binary address has been stored in the shift register, in order to send the complete
binary selection word to the decoders.

Figure 5.2: Digital signals used to select an SRAM cell of the KipT chip.

The SRAM cell terminals are accessed through a set of analog paths. When neces-
sary, these paths have a Force-&-Sense system to avoid any undesired voltage drop
and ensure the accurate characterization of the circuits. As in the Endurance chip,
the cells can be set to different operation modes. Depending on the operation mode,
each terminal of the cell will be connected to a certain analog path. These operations
modes are:

• Measure mode: this operation mode has been conceived to connect the word-
line and bitline terminals to the wordline and bitline analog paths, respectively,
and the power supply terminals to the nominal power supply path. Under the
measure mode, the cell can undergo write and read operations, as well as hold
any stored data. The applied voltages can be fully controlled so that any
SRAM performance metric can be properly measured.

• Stress hold mode: this operation mode has been designed to connect the power
supply terminal of the cell to the stress power supply path. Additionally, the
wordline node is connected to the standby path, so that the access transistors
are not activated, and the cell remains in hold state. A number of cells can
be simultaneously in the stress hold mode, with their power supply terminals
connected to the stress power supply path, while another cell is being measured
in the measure mode. This feature allows the parallelization of the hold stress.
This mode will be used to stress the SRAM cells in order to test the reliability
of the PUF against circuit degradation.

• Stress write/read mode: this operation mode has been designed to perform
write or read operation under accelerated stress conditions (i.e., voltages higher
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than 1.2V). For this, the bitlines and the wordline of a given cell are connected
to their respective bitline and wordline analog paths, while the supply voltage
terminal is connected to the stress supply voltage path.

• Standby mode: this operation mode has been designed to keep all cell ter-
minals at ground voltage, therefore avoiding any aging degradation. For this,
the bitline, wordline and power supply terminals are connected to their respec-
tive standby paths. This mode will be used when the cells are neither being
measured, nor stressed.

Each unit cell in the array contains a total of 13 transmission gates that determine to
which analog paths each terminal is connected, and, therefore, the operation mode
of the cell. These transmission gates are (see Fig. 5.3):

• Each bitline has three transmission gates: two of them to connect the bitline
node to the Force and Sense bitline analog paths, and a third one to connect
it to the standby path.

• The wordline has two transmission gates: one to connect the node to the
analog wordline path (where no Force-&-Sense structure is necessary, as the
path is connected to transistor gates and no voltage drop is expected), and
another one to connect the node to the standby path.

• The cell power supply node has five transmission gates: two for the force and
sense nominal power supply paths, two others for the force and sense stress
power supply paths of the stress, and one more for the standby connection.
Analogously to the Endurance chip, stress parallelization can be achieved by
connecting a number of cells to the stress power supply path, while the cell
that has to be measured can be operated at nominal conditions through the
nominal supply voltage path. This feature will be very useful to reduce the
duration of the stress tests, which will be used to evaluate the reliability of
the PUF under circuit degradation.

These transmission gates are controlled by a set of four control bits: XBL, which
controls the connection of the access transistors to the bitline paths or to the standby
path, as well as the connection of the cell power supply to the standby path; XWL,
which controls the connection of the gates of the access transistors to the wordline
or the standby path; XFP , which controls the connection of the cell power supply
terminal to the nominal power supply path, and XHP , which controls the connec-
tion of the cell power supply to the stress power supply path. Table 5.1 displays the
values at which the control bits must be set in order to enable each of the possible
operation modes.
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Operation mode XBLXBLXBL XWLXWLXWL XFPXFPXFP XHPXHPXHP

Measure 1 1 1 0
Stress hold 1 0 0 1

Stress write/read 1 1 0 1
Standby 0 0 0 0

Table 5.1: Values at which the four control bits have to be set in order to enable
each of the possible operation modes for a given cell in the array.

Figure 5.3: Schematic representation of the SRAM cell with the transmission gates
for the connection of the analog paths to the cell terminals.

Fig. 5.4 displays a schematic representation of the SRAM unit cell in the KipT
chip, showing the Circuit Under Test (CUT), the ROW and COL signals for the
cell selection, and the four control bits used to control the transmission gates and
determine to which analog paths the different SRAM cell terminals are connected.
Notice that a set of level shifters has been included in the unit cell to provide the
necessary voltage shift from the standard 1.2V supply voltage of the digital circuitry
to the 3.3V operation voltage of the I/O transistors of the transmission gates. Fig.
5.5 shows the corresponding layout of the unit cell, with its main elements indicated.
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Figure 5.4: Block diagram of the SRAM unit cell in the KipT chip.

Figure 5.5: Layout of the SRAM unit cell in the KipT chip.
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5.2 PUF properties and metrics

The main properties that a PUF should feature have been enumerated in Section
1.6.2. In this Section, a number of metrics to quantitatively evaluate those properties
are provided. A broader description of the PUF properties and the corresponding
metrics can be found in [129] and [130].

5.2.1 Bit Error Rate

The Bit Error Rate (BER) is a straightforward metric to assess the reliability of the
PUF response. The BER can be defined as the fraction of erroneous bits (i.e., bits
that differ from the reference or "golden" response) in a PUF response:

BER =
nerrors
N

(5.1)

where nerrors denotes the number of erroneous bits, and N the total number of bits.
It is clear that a perfectly reliable PUF that always returns the exact same response
when the same challenge is applied to it has BER = 0.

5.2.2 Hamming Distance

The Hamming Distance (HD) is a common measure for the difference between two
bit strings. If two binary vectors x and y of equal length N are considered, the
Hamming Distance between them can be defined as the number of different bits
that the two vectors have. This can be represented with an XOR operation as

HD(x, y) =
N∑
i=1

xi ⊕ yi (5.2)

Then, the normalized Hamming Distance between those two vectors can be simply
defined as

HDnorm(x, y) =
HD(x, y)

N
(5.3)

5.2.2.1 Inter Hamming Distance

The Inter Hamming Distance (Inter HD) corresponds to the Hamming Distance
between the responses generated by different PUF instances to the same challenge
and is therefore a measure of the PUF uniqueness. In the ideal case, the normalized
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Inter HD values should lie around 0.5, since the individual bits generated by two
different PUF instances (e.g., the power-up values from two SRAM cells in two
different chips) should have a 50% chance of being equal.

If k different PUF instances are considered, their mean Inter HD can be defined as
the mean of the Hamming Distance between the golden responses of each possible
pair of instances [131]:

meanInterHD =
2

k(k − 1)

k−1∑
i=1

k∑
j=i+1

HD(Ri, Rj)

N
(5.4)

where N represents again the number of bits in each response and Rl represents the
golden response of the l-th PUF instance.

5.2.2.2 Intra Hamming Distance

The Intra Hamming Distance (Intra HD) is defined as the Hamming Distance be-
tween two responses generated by the same PUF instance to a given challenge in
different time instants and is therefore a metric for the PUF reliability. Ideally, a
very reliable PUF instance would always return the same response to a given chal-
lenge, even when factors such as temperature variations or circuit degradation are
taken into accout. Such an ideal PUF would present IntraHD = 0 when any two
responses to the same challenge are considered.

Additionally, it is possible to define the maximum Intra HD as the maximum Ham-
ming Distance between any pair of responses of the PUF instance to the same
challenge, which would correspond to a worst-case scenario:

maxIntraHD = max

(
HD(Ri, Rj)

N

)
for all responses i, j (5.5)

5.2.3 Percentage of (un)stable bits

A stable bit within a PUF response can be defined as a bit (e.g., one of the SRAM
cells in a SRAM array from which the PUF is built upon) that always yields the
same value. In contrast, an unstable bit can be defined as a bit that does not always
display the same value, i.e., there are at least two responses in which this bit has a
different value.

Stable bits(%) =
nstable
N
· 100 (5.6)

Unstable bits(%) =
nunstable
N

· 100 (5.7)
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In the case of SRAM power-up PUFs, stable bits or cells would correspond to cells
that always power up to the same state, while unstable bits or cells would correspond
that cells that do not always power up to the same value.

5.2.4 Hamming Weight

The Hamming Weight (HW) of a binary vector can be defined as the number of
ones in it. It can be normalized just by dividing it by the total number of bits, as
follows:

HWnorm =
1

N

N∑
i=1

xi (5.8)

where N represents the total number of bits, and xi each of the bits.

5.2.5 Minimum Entropy

The Minimum Entropy (Hmin) evaluates the randomness of the response of a PUF,
and therefore its adequacy to generate True Random Numbers. It can be precisely
defined as a lower bound on the entropy of the response, i.e., a worst-case measure
of its unpredictability [132].

Consider an SRAM cell with a probability p0 to power up to a ’0’, and a probability
p1 to power up to ’1’. Let us define pmax as the greater of these two probabilities,
i.e., pmax = max(p0, p1). Then, Hmin of this cell can be calculated as

Hmin_cell = −log2(pmax) (5.9)

Consider the two extreme cases in terms of randomness for an SRAM cell. In the
case of no randomness at all, the cell is stable and always powers up to a given
value, e.g., to ’0’, then pmax = p0 = 1, and therefore Hmin = 0 for this cell. On the
other hand, in the case of maximum randomness, the cell powers up to ’0’ half of
the times and to ’1’ the other half, therefore pmax = p0 = p1 = 0.5, and therefore
Hmin = 1. From these lower and upper bounds, it becomes clear that a high Hmin

is desirable for True Random Number Generation.

If instead of a single cell, a string of N cells is considered, and it is assumed that
their power-up values are independent, the minimum entropy of this sequence can
be calculated as

Hmin = − 1

N

N∑
i=1

log2(pi_max) (5.10)
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5.3 Previous Dark-Bit Masking methods to improve
the reliability of SRAM PUFs

In this Section, some existing Dark-Bit Masking methods that aim at improving the
reliability of SRAM PUFs are reviewed.

5.3.1 Multiple Evaluation approach

The Multiple Evaluation (ME) approach is maybe the most straightforward method
for Dark-Bit Masking. The basic idea behind it is to perform several power-up
evaluations to the SRAM cells of the PUF to classify them according to the strength
of their power-up response [77], so that only the cells that always power up to the
same value are used for key generation or entity authentication. An important
feature of this method is that a finite number of evaluations must be selected. For
instance, in [77], 20 power-up evaluations per cell was chosen as a good trade-
off. However, the authors in [77] also showed that many cells that returned the
same value during the first 20 power-ups (and hence would have been classified
as completely stable in terms of their power-up response) returned at least one
"erroneous" power-up value (i.e., their non-preferred power-up value) during the
remaining 60 evaluations, since 80 evaluations per cell were performed in total in
that work. Fig. 5.6 shows the results obtained for a ME classification using an
SRAM array from the KipT chip [128]. The outcome of this test shows that using
a number of evaluations in the order proposed in [77] would lead to labelling some
cells as "stable", even if they present a relatively high probability of powering up to
their non-preferred value.

There is another limitation to the ME method. As will be seen in the experimental
data presented in 5.7, some cells that display a perfectly stable power-up behavior
when fresh or pristine, and are therefore classified as stable by the ME procedure,
may lose their stability after circuit aging.

Figure 5.6: Number of unstable cells (i.e., cells that have at least one erroneous
power-up value) against the number of power-up evaluations.
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Apart from selecting the cells that always display the same power-up value for entity
authentication or key generation, the ME procedure also allows to select the cells
that display an unstable behavior (i.e., powering up to different values in different
evaluations) for True Random Number Generation.

5.3.2 Data Remanence approach

Another interesting approach to increase the reliability of SRAM PUFs by Dark-Bit
Masking was presented in [133]. The technique presented in that work consists of
two remanence tests.

First, a ’0’ is written in each SRAM cell in the array, and the supply voltage is
powered-off for a "short" time before being powered up again. Once the SRAM
has been powered up again, the content of each cell is recorded. This is repeated
several times changing the duration of the power-off interval. Then, the strength of
the tendency of each cell towards ’1’ can be measured through the power-off time
that it needs before it flips its content from ’0’ to ’1’, i.e., cells with a very strong
tendency towards ’1’ will need a shorter power-off time to flip their content to ’1’,
while cells with a weaker tendency towards ’1’ will need a longer power-off time to
flip, or will not flip at all.

Then, the above-described procedure is repeated, this time writing a ’1’ in all cells
in order to measure the strength of their tendency towards ’0’.

This method has proven to be effective for experiments performed under different
temperatures and power-up times, as well as under circuit aging [133]. This vali-
dation has been performed using a design fabricated in an ultra-low leakage tech-
nology, which requires relatively long power-down times (in the order of hundreds
of milliseconds) to observe the cell bit flips. However, this approach may present
some limitations in SRAMs designed in advanced CMOS technologies, where much
shorter remancence times (e.g., below microseconds) are expected [133], [134], some-
thing that may turn this technique impractical in some technologies. Additionally,
if power-on and power-off intervals in the order of microseconds, or even lower, need
to be precisely controlled, the ramp rates must be much faster than that. This may
pose a problem, since power-up states are very sensitive to factors such as noise
when the ramp rates are in the range of nanoseconds to microseconds [99]. A pos-
sibility to overcome this issue would be to operate the Dark Bit Masking procedure
at low temperatures, where much longer remanence times are expected [134], [135].
However, in order to significantly increase these remanence times, temperatures in
the order of tens of degrees Celsius below zero would be needed, which usually in-
volve the utilization of liquid nitrogen as a cooling method. This would make the
technique very unpractical in real applications.
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5.3.3 Exploiting the power supply ramp rate

Another method for the improvement of SRAM PUFs through Dark-Bit Masking has
been presented in [99]. The main idea in this work revolves around the dependence
that the power-up state of an SRAM cells has on the characteristics of the four core
transistors. In this context, three different scenarios are considered. First, if the
SRAM cell is powered on by ramping its VDD node from low to high at a rapid rate,
the power-up state of the cell will be determined entirely by the threshold voltage
mismatch between its PMOS pull-up transistors. On the other hand, if the cell is
powered on by rapidly ramping its VSS node from high to low, the power-up state of
the cell will be entirely determined by the threshold voltage mismatch between its
NMOS pull-down transistors. The third possible scenario is that in which a "slow"
ramp is used. In it, both PMOS and NMOS pairs have an impact in the resulting
power-up state.

From this theoretical starting point, the authors of [99] propose the following method
to classify the cells according to their power-up strength: first, a fast-ramp is applied
from low to high to the VDD node of the SRAM to evaluate which is the preferred
power-up state of each cell if only its PMOS transistors are taken into account.
Second, an analogous fast-ramp is applied from high to low to the VSS node of
the SRAM to evaluate which would be the preferred power-up state of each cell if
only its core NMOS transistors are considered. Considering the two possible power-
up preferences of each cell as in (’determined-by-PMOS’, ’determined-by-NMOS’),
there are four possible combinations: (’0’,’0’), (’0’,’1’), (’1’,’0’), (’1’,’1’). These four
possibilities are in theory equally probable. Therefore, approximately 50% of the
cells are expected to have the same preferred power-up value, both when only their
PMOS or their NMOS core transistors are considered. These cells are then selected
for the next step of the procedure. The other ones are discarded as not having a
very strong power-up tendency.

In the next step of this procedure, the power-up strength of the cells that have not
been discarded is quantitatively evaluated. To this end, all the cells in the SRAM
have a ’0’ (’1’) written on them. Then, VDD is slowly ramped down to a low voltage
(e.g., 0.2V). Then, VDD is taken back to its nominal value, and the content of the
cell is read to check if a bit flip has occurred. This step is repeated several times
while varying the value of the low voltage (e.g., 0.2V, 0.15V, 0.1V, etc). Then, the
strength of each cell towards ’1’ (’0’) is evaluated by considering how low VDD must
be taken before a bit flip occurs, i.e., cells with a strong tendency towards ’1’ will
flip their content at a not-so-low VDD value (e.g., 0.3V), while cells with a weaker
tendency towards ’1’ will only flip it at a lower VDD (e.g., 0.1V), or will not flip at
all.

However, this approach presents some limitations. First, unlike other Dark-Bit
Masking methods such as the Multiple Evaluation one, or the one based on Data
Remanence, it requires the relization of ramps in two different nodes of the cells
(VDD and VSS). Second, because of its exploitation of "slow" and "fast" ramps,
it requires the implementation of ramp rates that are orders of magnitude apart.
This translates into additional overhead if the method is to be implemented on-
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chip. Furthermore, the utilization of fast ramps at both supply nodes may be
counterproductive, since the fast ramps performed in [99] are in the order of 1ns,
which results in a power-up state that is very sensitive to factors such as noise or
device degradation. Additionally, some potentially very stable cells are discarded
for the last step of the procedure. Finally, it is not confirmed if the method is
adequate to select cells that are stable not only under nominal conditions, but also
when factors such as temperature variations or circuit aging are considered, since
only simulation results using a Predictive Technology Model (PMT) for a 32-nm
bulk technology, with estimated variability parameters, are provided in [99], and
these simulations do not include the above-mentioned factors, which can be critical
to the reliability of the PUF.

5.4 Maximum Trip Supply Voltage method

The MTSV method proposed in this Thesis is based on the Data Retention Voltage
(DRV) metric of SRAM cells. The DRV of an SRAM cell can be defined as the
minimum supply voltage at which that cell retains its stored value. The MTSV
method evaluates the strength of the power-up tendency of a given cell A as follows:
first, its non-preferred power-up value is written on it. Then, its supply voltage VDD

is lowered to a value VDD_low_A for a given period of time, before raising it again
to its nominal value and performing a read operation to check if the cell has flipped
its content. This step is repeated several times while varying VDD_low_A. Then, the
strength of the tendency of A towards its preferred power-up value is assessed by the
VDD_low_A value at which the cell flips its content from its non-preferred value to its
preferred value. For the sake of illustration, consider two cells, A and B, that have
’0’ as their preferred power-up value. Then, to evaluate which of them has a stronger
tendency towards ’0’, a ’1’ is written on both of them, and the procedure described
above is applied, thereby finding that A flips its content to ’0’ at VDD_low_A, while
B does it at VDD_low_B. Then, if VDD_low_A > VDD_low_B, A is said to have a
stronger tendency towards ’0’ than B, i.e., stronger cells have a higher DRV when
their non-preferred value is written on them.

Ideally, if a cell already flips its content when its supply voltage is lowered to a given
VDD_low, it will also flip its content when its supply voltage is lowered to any voltage
below VDD_low. However, this is not always the case. During the MTSV procedure,
it is observed that some cells that flip their content at a given VDD_low may not
always flip their content at lower supply voltages. This occurs because those cells
do not have a strong power-up tendency and are thus discarded as "random" during
the MTSV procedure.

5.5 Experimental strategy

In order to test the adequacy of the MTSV method to classify the strength of the
cells’ power-up tendency, the SRAM cell array within the KipT chip has been utilized
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[128]. Then, four different groups of 128 cells have been considered among the 832
cells in one of the samples:

• First : this group corresponds to a selection of cells that does not follow any
specific criterion to improve the reliability of the PUF. In particular, it corre-
sponds to the first 128 cells within the array.

• Random: this group does not follow a criterion to improve the reliability of
the PUF either. Instead of that, it is formed by 128 cells randomly selected
from the array.

• ME : this group is formed by the 128 cells deemed strongest by the ME method
when 20 power-ups are performed. The ME classification is performed only
once at nominal bias and temperature conditions. Notice that this method
only discards a small fraction of the cells as unstable (see Fig. 5.6), and the
remaining cells are classified as equally stable by it. Therefore, assuming that
the ME method has classified more than 128 cells as stable (which has always
been the case in the tests performed for this Thesis), a random selection of
128 cells must still be performed among those cells.

• MTSV : this group comprises the 128 classified as strongest by the MTSV
selection method. The MTSV classification is performed only once at nominal
bias and temperature conditions.

Additionally, All will denote the group corresponding to all the 832 cells in the chip.
Notice that, while both the ME and the MTSV selections are performed only once
and at nominal voltage and temperature conditions, the power-up response of the
whole array is evaluated at different conditions. Then, the reliability of each of the
four different selections is compared through their BER. The different conditions
under which the chip is studied are:

• Nominal conditions: 2,000 power-ups have been performed at nominal voltage
(i.e., 1.2V) and temperature (i.e., 25ºC) conditions.

• Voltage variations: 200 power-ups have been performed by taking VDD to
different values ranging ± 10% of its nominal value, i.e., from 1.08V to 1.32V,
while keeping the temperature at 25ºC.

• Temperature variations: 200 power-ups have been performed at different tem-
peratures, ranging from -20ºC to 40ºC, always setting VDD at its nominal
value.

• After accelerated aging: 200 power-ups have been performed at different in-
stants in time after the application of accelerated aging to the circuit. More
details about the applied stress and the subsequent circuit degradation will be
provided in Subsection 5.7.4.
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5.6 Some preliminary considerations

The goal of the work presented in this Chapter is not to introduce a complete and
novel PUF implementation, but rather to examine a novel technique that aims at
improving the reliability of an already existing family of PUFs, the SRAM power-
up PUFs. However, since the tests used to this end use a real silicon prototype of
an SRAM cell array, some preliminary verification analysis has been performed to
ensure the adequacy of the prototype for this purpose. For instance, imagine that,
when different instances of the chip are powered up, they would display the same
PUF response, i.e., the cells in equal position in all the arrays displayed the same
power-up value. This would indicate that the power-up preference of the cells does
not follow a random pattern caused by TZV and would dispute the adequacy of the
prototype to be used to investigate such PUF Dark-Bit Masking methods.

These preliminary tests have consisted in powering up the SRAM array of 5 different
chip instances (#1, #2, #3, #4 and #5) 200 times at nominal conditions. Then,
the Hamming Weight of their golden response has been computed for each of them
(see Table 5.2), and the mean Inter HD between their golden responses has been
calculated to be

meanInterHD = 0.4980 (5.11)

The results obtained for the HW across the different samples indicate that the
power-up preference of the cells is well balanced, i.e., there are approximately the
same cells that prefer powering up to ’0’ than to ’1’. In the case of the Inter HD,
the obtained result approaches the ideal case of 0.5, indicating that the power-up
response of each chip is indeed unique, and that there is no correlation between the
power-up response of different arrays.

Chip instance #1 #2 #3 #4 #5 mean
HW 0.5157 0.5308 0.5342 0.4902 0.5083 0.5158

Table 5.2: Hamming Weight calculated for the power-up response of five different
chip instances, and their mean value.

5.7 PUF response reliability under different condi-
tions

5.7.1 Reliability under nominal conditions

In this test, 2,000 power-ups have been performed with one of the array samples, and
the power-up value of each of the cells in the array has been recorded each time. The
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20 first power-ups have been used to classify the cells according to the ME method
and select the 128 cells that form the ME group. Then, a MTSV classification has
been performed to form the MTSV group. Then, the reliability for the different
groups (First, Random, ME and MTSV ) has been calculated through their BER.
The results are displayed in Table 5.3, together with the BER obtained when all the
832 cells within the array are considered.

Group BER

All 5.221 · 10−3

First 4.625 · 10−3

Random 6.398 · 10−3

ME 2.27 · 10−4

MTSV 1.2 · 10−5

Table 5.3: BER obtained for all the cells of the array, and for the different groups
considered, after 2,000 power-ups at nominal conditions

It can be seen how the groups of 128 cells First and Random display a BER com-
parable to the one obtained when all cells are considered. This can be expected,
since no criterion for the improvement of reliability has been followed to compose
these groups. In contrast, both the ME and MTSV groups show an appreciable
improvement with respect to All. In the case of ME this improvement is of roughly
1 order of magnitude, while in the case of MTSV the improvement is even larger,
and reaches 2 orders of magnitude. This already shows some of the limitations of
the ME selection method. Notice that 20 power-ups have been used to evaluate the
strength of the cells, which was deemed adequate in [77]. However, as can be seen
in Fig. 5.6, there are cells that always display the same power-up value during the
first 20 evaluations, and therefore would be classified as perfectly stable by the ME
method but may show errors at later evaluations.

5.7.2 Reliability under supply voltage variations

To investigate the reliability of the PUF response under supply voltage variations,
which could appear during real-life operation, 200 power-ups have been performed
to the complete array by taking its supply voltage to values in a range of ± 10% the
nominal voltage, i.e., from 1.08V to 1.32V. The temperature has been kept constant
at 25ºC during all the tests. The BER obtained for the different groups is displayed
in Table 5.4.

Notice that, when all the cells are considered, the overall BER of the array stays,
for the whole range of supply voltages, very similar to the one obtained at nominal
voltage. Such a small variation can be explained by the fact that, when the supply
voltage is ramped up during the power-up, the final state of each cell is "decided"
already at an early stage of the power-up, i.e., at a low value of the supply voltage.
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Therefore, slightly varying the final value of the supply voltage does not have a
significant impact on the power-up state. In any case, it can be seen in Table 5.4
how the MTSV method always brings an improvement in the BER of at least one
order of magnitude in comparison to the ME selection.

VDD (V) All First Random ME MTSV

1.08 5.355 · 10−3 3.164 · 10−3 9.492 · 10−3 1.172 · 10−3 7.8 · 10−5

1.14 5.788 · 10−3 4.023 · 10−3 1.0469 · 10−2 1.406 · 10−3 0
1.26 6.444 · 10−3 3.555 · 10−3 1.0117 · 10−2 4.30 · 10−4 0
1.32 7.148 · 10−3 3.750 · 10−3 1.0508 · 10−2 3.91 · 10−4 3.9 · 10−5

Table 5.4: BER obtained for all the cells of the array, and for the different groups
considered, after 200 power-ups taking VDD to different values around its nominal
one.

5.7.3 Reliability under temperature variations

Another source of reliability issues in real operation can be temperature variations.
To investigate their impact on the power-up response, 200 power-ups have been
performed to a complete array under temperatures ranging from -20ºC to 40ºC,
always taking the supply voltage to its nominal value. The results obtained for the
complete array, as well as for each of the considered groups, is displayed in Table
5.5.

When all cells are considered, it can be seen that temperature variations introduce
many more errors (i.e., increase the BER) than the above-discussed supply voltage
variations. In particular, the overall BER increases both when the temperature
increases and decreases from the nominal temperature of 25ºC. In all cases, both
the ME and the MTSV methods bring a significant improvement to the BER of the
corresponding groups. In particular, the MTSV-selected group has a BER of 0 for
all cases except for T = -20ºC.

T (ºC) All First Random ME MTSV

-20 2.4272 · 10−2 2.2578 · 10−2 1.6641 · 10−2 1.17 · 10−4 3.9 · 10−4

0 1.3267 · 10−2 8.125 · 10−3 9.844 · 10−3 0 0
10 9.344 · 10−3 5.234 · 10−3 9.844 · 10−3 7.8 · 10−5 0
20 8.057 · 10−3 3.789 · 10−3 9.766 · 10−3 1.95 · 10−4 0
40 9.615 · 10−3 7.656 · 10−3 1.2734 · 10−2 3.711 · 10−3 0

Table 5.5: BER obtained for all the cells of the array, and for the different groups
considered, after 200 power-ups performed at different temperatures.
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5.7.4 Reliability after circuit aging

Another factor that can threaten the reliability of the SRAM PUF response is the
aging of the circuit that occurs during the circuit operation. The transistors within
an SRAM cell can degrade in different manners, depending on the cell operation.
However, it must be noted that the degradation of the cell transistors, and therefore
of the circuit, does not necessarily bring a decrease in the cell’s power-up reliability
and an increase in the BER. In fact, it is known that storing a certain value (e.g.,
’0’) in the cell strengthens the tendency of the cell to power up towards the opposite
value (e.g., ’1’). Therefore, storing the non-preferred value in a cell can be used to
strengthen the cell’s tendency to power up towards its preferred value, in what is
known as directed aging [136], [126].

The aim of this work is to test the adequacy of the novel MTSV method to im-
prove the reliability of the PUF as compared the scenarios in which no reliability-
improvement method is used at all, and in which the ME method is used. Therefore,
in order to have a fair comparison, the cells in the different groups must be subject to
an equal amount of stress. Plus, this degradation should potentially bring a decrease
in the cells’ power-up strength. For this reason, the stress applied to each of the cells
in the array has been equal, and in the opposite direction to the one usually known
as directed aging. That is, the preferred power-up value of each cell has been stored
in it, so that the cell’s tendency towards that power-up value is weakened. This is
illustrated in Fig. 5.7 for a cell that has a ’1’ as its preferred power-up value (i.e.,
it has a tendency to power-up with its node V l to a high voltage value). In order
to degrade such a cell’s power-up strength, its preferred power-up value is written
in the cell and held. This would cause the transistor Mpl to suffer NBTI and Mnr
to suffer PBTI, as can be seen in Fig. 5.7. Therefore, the pull-up strength of the
left node and the pull-down strength of the right node would be weakened, which
also weakens the tendency of the left node to power-up to a high voltage value, and
of the right node to power-up to a low voltage value (i.e., the tendency of the cell
to power-up to a ’1’). Following the previous explanation, the first step taken to
degrade the cells’ power-up tendency has been to write on each cell its preferred
power-up value.

To achieve a noticeable degradation by storing the preferred power-up value at
nominal conditions would require very long experimental times, in the range of
weeks, months or even years. To speed up this process, accelerated aging has been
applied by storing that value at a high supply voltage, in particular at VDD = 2.5V
during 10,000s.
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Figure 5.7: Transistors degraded during a hold stress with a ’1’ stored.

For the sake of illustration, let us consider the case of a cell that has ’1’ as its
preferred power-up value. Then, the accelerated aging in this cell has been achieved
by writing a ’1’, and storing it at VDD = 2.5V during 10,000s. It must be noted
that the BTI degradation undergone by the transistors in this case has both a
permanent and a recoverable component, which starts to recuperate once the stress
is removed. This recovered degradation follows a logarithmic behavior in the time
scale [137]. To account for this recovery of the degradation, 200 power-ups have been
performed at different times after the removal of the stress: right after the stress,
8 days after the stress, and 21 days after the stress. Notice that performing 200
power-ups and reading each power-up value takes a total of approximately 30s. Due
to the aforementioned logarithmic temporal nature of BTI recovery, a considerable
amount of degradation recuperates during the first 30s right after the removal of
the stress, which means that the first measurement correspond to a non-stationary
situation. On the other hand, the measurements performed 8 and 21 days after the
stress correspond to a situation in which the degradation that recuperates during
the 30s of measurement is negligible, and the situation can be considered stationary.

Note also that, if this stress were applied serially, the duration of the stress phase
would be 832 cells × 10,000s/cell ≈ 96 days. However, it has already been said that
the SRAM cell array of the KipT chip allows the application of stress in a parallel
manner analogously to how the Endurance chip can do it. This is achieved by setting
a number of cells in the Stress Hold operation mode by applying their power supply
voltage through their stress path, while a single cell is kept in the Measure mode
through the measurement path (see Section 5.1.1), in which it is possible to perform
power-ups. Considering that only one cell can undergo power-ups at a time, and
that it is important that all cells undergo exactly the same stress timing so that the
results from different cells are equivalent, the parallelization scheme has been the
following one. The first cell has been selected, its preferred value has been written
on it, and the cell has been set in Stress hold mode with a supply voltage of 2.5V.
Then, after 30s, which is the time that it takes to perform 200 power-ups, the second
cell has been selected, its preferred value has been written on it, and the cell has
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been taken to Stress hold mode. After this, the same procedure has been repeated
consecutively for each cell in the array. When the first cell has been stressed for
10,000s, the first cell has been set to Measure mode and it has been powered up
200 times. After these 200 power-ups, which take 30s, the second cell undergoes
the same procedure. This procedure is repeated for each cell consecutively. In this
manner, all cells undergo the same stress time (10,000s) and are powered up exactly
when their stress ceases. This procedure is depicted in a schematic manner in Fig.
5.8 for the first three cells of the array.

Figure 5.8: Schematic representation of the application of stress to the SRAM cells
in a parallelized manner.

The results obtained for the BER of the whole array and for each of the groups,
before the stress and at each of the tests performed after the application of stress,
are displayed in Table 5.6. As expected, the overall BER of the array increases
significantly after the application of the stress. Then, interestingly, the expected
recovery of the BTI degradation at transistor level translates into a recovery (i.e.,
decrease) of BER with time. As occurred for nominal conditions, the First and
Random groups display a similar evolution to the complete array, which is expected,
since no selection method based on the improvement of reliability was used to make
those groups. Although the BER obtained for the ME group is always better than
the one obtained for those groups, it still degrades a lot after the application of the
stress and, even if it recovers with time, it remains much higher than its pre-stress
value. On the other hand, the MTSV group does not only show a better BER
with respect to any other group right after the stress, but, once the recoverable
component of the stress starts recuperating, and a static situation is achieved, it is
at least 3 orders of magnitude better than any other selection, including the ME-
based one. In particular, when 21 days have passed since the application of the
stress, no power-up errors are recorded within the MTSV group, and its BER is 0.
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Time All First Random ME MTSV

Before 7.858 · 10−3 6.836 · 10−3 1.445 · 10−2 4.3 · 10−4 0
Right after 7.405 · 10−2 6.949 · 10−2 6.430 · 10−2 4.652 · 10−2 1.07 · 10−2

8 days after 4.792 · 10−2 5.844 · 10−2 4.691 · 10−2 1.930 · 10−2 3.9 · 10−5

21 days after 4.714 · 10−2 5.141 · 10−2 4.672 · 10−2 1.223 · 10−2 0

Table 5.6: BER obtained for all the cells of the array, and for the different groups
considered, for 200 power-ups performed before the application of stress, and at
different instants after it.
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Chapter 6

Conclusions

For decades, CMOS technologies have been continuously scaled. This scaling allows
to integrate a larger number of transistors into the same chip area, which in turn
results in an increase in processor speed, a reduction of the power consumption, and
an overall reduction in the manufacturing cost, among other advantages. However,
these advancements have occurred at the expense of a much larger variability of the
transistor parameters, both at time zero, just after the manufacturing process (Time-
Zero Variability), and along time during the circuit operation (Time-Dependent
Variability). This change in the variability is not only quantitative, but often also
qualitative. This is the case for some Time-Dependent Variability phenomena, which
could previously be modeled as deterministic processes, but have to be modeled as
stochastic as transistors enter the nanometer range.

In this context, this Thesis revolves around the study of variability in CMOS tech-
nologies. This is done by following two very distinct approaches: first, Time-
Dependent Variability phenomena that originate from the trapping/detrapping of
charge carriers in/from defects in the transistors, such as RTN and BTI, are studied.
This study includes the experimental characterization of the phenomena, and the
subsequent construction of a model to describe them. This model could then be inte-
grated, for example, in a Time-Dependent Variability simulation tool, which would
allow the evaluation, and, eventually, mitigation of the negative effects of these phe-
nomena. The second approach to CMOS variability in this Thesis consists in the
exploitation of Time-Zero Variability for hardware security applications. This is
done through the study of SRAM PUFs, which exploit the unpredictable variability
that occur in that type of memory cells to create unique circuit fingerprints.

Regarding the study of Time-Dependent Variability, the work in this Thesis has
first focused on the characterization of RTN, which consists of sudden and discrete
threshold voltage shifts in transistors caused by trapping/detrapping of charge car-
riers in defects. These threshold voltage shifts cause, in turn, discrete shifts in the
transistor current. A novel technique based on the Maximum Likelihood Estima-
tion method to detect the distinct current levels, and, from them, extract the RTN
transitions, has been presented. This technique has allowed to extract the statistical
distribution of the current (or, analogously, threshold voltage) shifts associated to
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RTN defects at different bias conditions. Furthermore, although the extraction of
the defect time constants is not the goal of this part of the work, it is shown that
there is no correlation between the time constants and the associated amplitude of
each defect. After this, the Maximum Current Fluctuation metric, a new metric
to characterize a current trace that displays RTN, has been presented. This metric
can be described as the difference between the cumulative envelopes of the trace.
In this sense, if a transistor has high RTN activity (and, thus, many and/or large
current shifts), the difference between the current trace envelopes will be large, so
that the Maximum Current Fluctuation of a transistor is an accurate reflection of
its RTN activity. Then, a methodology based on this metric has been developed
to extract some of the main parameters that characterize RTN, in particular those
related to the amplitude associated to the RTN defects, and the number of active
RTN defects along time. The main advantages of this methodology are that it does
not require any complex processing, and that it is able to account for defects with a
small associated amplitude. Indeed, this methodology reveals that techniques based
on the extraction of each individual defect may fail to detect defects with a very
small associated amplitude, especially when this amplitude lies close to or below the
experimental background noise level. The study of RTN is concluded with an anal-
ysis of the impact that the biasing conditions experienced by the transistors prior
to their measurement have on the measurement results. It is shown that, indeed,
not only the biasing conditions during the measurement must be taken into account,
but those prior to it, since they can have a considerable impact on the measurement
outcome. This is a relevant topic which has not been addressed in the literature.

The study of Time-Dependent Variability phenomena is continued through the de-
termination of the distribution of the defect time constants. This task can be tackled
independently from the determination of the defect amplitudes since they have been
shown to be uncorrelated. The determination of the distribution of the defect time
constants is done through the utilization of the data from accelerated aging tests.
These tests are more convenient for this task than the RTN tests for two reasons.
First, the application of high voltages that is typically performed in the accelerated
aging tests allows a broader exploration of the time constant map than the RTN
measurements at nominal bias conditions. This is very important, since the time
constant distribution is expected to span across a large number of decades in the
time scale. Secondly, the application of stress can be performed in parallel to a
high number of devices. This allows to perform longer stress periods to the devices
without excessively increasing the overall test duration. These longer stress peri-
ods allow to investigate defects with longer capture times than those that can be
attained if serial tests are considered. Furthermore, the algorithmic strategy devel-
oped to determine the time constant distribution has been thoroughly explained.
This step-by-step explanation allows the reader to grasp the high complexity of the
process, and to understand all the important details involved. Finally, the distri-
butions obtained for the Time-Dependent Variability parameters have been used to
develop tools for the simulation of Time-Dependent Variability phenomena, and for
the emulation of the experimental characterization of these phenomena. This emu-
lation could be used, for example, for the development of experimental data analysis
tools, alleviating the user from the need of performing such tests in the lab, which
can be expensive and time consuming.
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Regarding the exploitation of Time-Zero Variability for security applications, a novel
method for the improvement of the reliability of SRAM PUFs has been presented.
This method, called the Maximum Trip Supply Voltage method, uses the Data Re-
tention Voltage of each SRAM cell to predict how stable its power-up value is. In
this sense, cells with a higher Data Retention Voltage value are expected to have
a more stable power-up value (i.e., are expected to have a higher reproducibility in
the value to which they power up when the supply voltage is applied to the cell).
This allows to discard unstable cells that threaten the reliability of the SRAM PUF
response. This method has been tested experimentally by using a novel chip, the
KipT chip, which contains an array of SRAM cells. The KipT chip possesses some
features that make it especially suited for this task, such as the ability to accurately
apply the desired voltages to the SRAM cell terminals through a Force-&-Sense ar-
chitecture, or the possibility of performing accelerated aging cells in a parallelized
manner, among others. The tests that aim to validate the adequacy of the Max-
imum Trip Supply Voltage method have been performed under nominal operation
conditions, and when factors such as supply voltage variations, temperature varia-
tions and circuit aging are considered. For the latter, accelerated aging has been
applied to the circuit. These tests have been performed in an analogous manner to
the BTI tests performed at the device level in the previous parts of this Thesis. The
Maximum Trip Supply method has been shown to successfully predict which cells
have a strongest power-up tendency under all the previously discussed conditions.

In conclusion, this Thesis has dealt with a wide variety of aspects of variability in
CMOS technologies. Hopefully, the work presented hereby will be the foundation of
interesting research in the future and will help the reader to gain a deeper under-
standing on topics such as defect-centric modeling of Time-Dependent Variability
phenomena. It must be noted that much of the work presented in this Thesis has
been, or is about to be, published in international journals and conferences.
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