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ni con mil, pero debéis estar presente aquı́ porque en gran medida, este trabajo también es

vuestro. Ha sido un camino muy largo, con muchos impedimentos que oscurecı́an y ale-
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ası́, me quedarı́a corto. De verdad, GRACIAS.

Ahora me toca agradecer a una persona que seguramente sea más propietaria de este trabajo
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Resumen

Esta tesis está dedicada a modelar y analizar matemáticamente el desarrollo del Glioblastoma.

Gracias a considerar la vasculatura como una variable adicional, es posible obtener modelos

matemáticos más realistas desde el punto de vista biológico y, además, introducir la posib-

ilidad de diferentes tipos de movimiento de las células tumorales como la difusión no lineal

o la quimiotaxis relacionadas con la vasculatura.

En la Introducción (Capı́tulo 1), presentamos el problema que se estudiará a lo largo de la

tesis. Comenzaremos explicando las caracterı́sticas biológicas del Glioblastoma y mencion-

aremos algunos estudios realizados a través de datos reales y usando modelos matemáticos.

Posteriormente, diseñaremos un modelo general PDE-ODE con difusión no lineal y quimi-

otaxis detallando en la modelización, los efectos del Glioblastoma. Además, presentare-

mos tres modelos obtenidos a partir del modelo general, que estudiaremos en los diferentes

Capı́tulos, con sus principales resultados. Por último, comentaremos las diferencias entre

los modelos con difusión no lineal y con quimiotaxis y mostraremos algunos problemas

abiertos.

En el Capı́tulo 2, estudiamos el sistema PDE-ODE con difusión lineal (y sin quimiotaxis)

obtenido como una simplificación del modelo general de Glioblastoma introducido en el

Capı́tulo 1. Principalmente, probamos la existencia y unicidad de la solución clásica global

en el tiempo utilizando un argumento de punto fijo. Además, mostramos algunos resultados

de comportamiento a largo plazo de la solución dependiendo de algunas condiciones sobre

los parámetros que aparecen en el modelo.

En el Capı́tulo 3, analizamos un modelo PDE-ODE obtenido del general, que incluye un

término de difusión anisotrópica no lineal con una velocidad de difusión que aumenta con

respecto a la vasculatura y no presenta quimiotaxis. Primero, probamos la existencia de



soluciones débiles-fuertes globales en el tiempo utilizando una técnica de regularización a

través de una difusión artificial en el sistema ODE y un argumento de punto fijo. Además,

los resultados de comportamiento a largo plazo de los puntos crı́ticos se dan bajo algunas re-

stricciones en los parámetros. Finalmente, diseñamos un esquema numérico completamente

discreto de elementos finitos para el modelo que conserva las estimaciones puntuales y de

energı́a del problema continuo.

En el Capı́tulo 4, probamos mediante simulaciones numéricas, que el modelo considerado en

el Capı́tulo 3 captura diferentes tipos de crecimiento del tumor cambiando adecuadamente

los parámetros del modelo. En primer lugar, realizamos un estudio adimensional para re-

ducir el número de parámetros. Posteriormente, detectamos los principales parámetros que

determinan los diferentes anchos del anillo formado por células proliferativas y necróticas y

los diferentes comportamientos regular/irregular de la superficie tumoral; aspectos que de-

terminan en muchos casos la agresividad del tumor.

En el Capı́tulo 5, consideramos el tecer modelo PDE-ODE obtenido del general presentado

en el Capı́tulo 1, que incluye un término de quimiotaxis dirigido a la vasculatura y difusión

lineal. Primero, obtenemos algunas estimaciones a priori para las (posibles) soluciones del

modelo. En particular, bajo algunas condiciones sobre los parámetros, obtenemos que el sis-

tema no puede producir explosión en tiempo finito. A continuación, diseñamos un esquema

de elementos finitos totalmente discreto para el modelo que conserva algunas estimaciones

puntuales del problema continuo.

Finalmente, en el Capı́tulo 6 realizamos un estudio similar al realizado en el Capı́tulo 4, si

bien ahora el modelo utilizado es el que incluye el término de quimiotaxis.



Abstract

This thesis is dedicated to modeling and analyzing mathematically the development of Glio-

blastoma. Thanks to considering the vasculature as an additional variable, it is possible to

obtain more realistic mathematical models from the biological point of view and, in addi-

tion, to introduce the possibility of different types of tumor cell movement such as non-linear

diffusion or chemotaxis related to the vasculature.

In the Introduction (Chapter 1), we present the problem that we will studied in this thesis.

We begin explaining the biological characteristics of Glioblastoma and we mention some

studies made with real data and using mathematical models. Later, we design a general

PDE-ODE model with nonlinear diffusion and chemotaxis detailing the modeling of the

Glioblastoma effects. In addition, we present three models obtained from the general model,

which we study in the different Chapters, with their main results. Finally, we will discuss

the differences between the nonlinear diffusion and chemotaxis models and show some open

problems.

In Chapter 2, we study the PDE-ODE system with linear diffusion (and without chemo-

taxis) obtained as a simplification of the general Glioblastoma model introduced in Chapter

1. Mainly, we prove the existence and uniqueness of the global classical solution in time

using a fixed point argument. Furthermore, we show some long-term behaviour results of

the solution depending on some conditions in the parameters which appear in the model.

In Chapter 3, we analyse a PDE-ODE model derived form the general one, which includes a

nonlinear anisotropic diffusion term with a diffusion rate that increases relative to the vascu-

lature and without chemotaxis. First, we prove the existence of global strong-weak solutions

in time using a regularization technique through artificial diffusion in the ODE system and a

fixed point argument. Furthermore, the long-term behaviour results of the critical points are



given under some constraints on the parameters. Finally, we design a completely discrete

finite element numerical scheme for the model that preserves the point and energy estimates

of the continuous problem.

In Chapter 4, we prove through numerical simulations that the model considered in Chapter

3 captures different types of tumor growth by suitably changing the parameters of the model.

First, we make a dimensionless study in order to reduce the number of parameters. Later, we

detect the main parameters that determine the different widths of the ring formed by prolif-

erative and necrotic cells and the different regular/irregular behaviour of the tumor surface;

aspects that define in many cases the aggressiveness of tumor.

In Chapter 5, we consider the third PDE-ODE model obtained from the general one presen-

ted Chapter 1, including a chemotaxis term directed to vasculature and linear diffusion. First,

we obtain some a priori estimates for the (possible) solutions of the model. In particular, un-

der some constraints on the parameters, we obtain that the system can not produce blow-up

in finite time. Next, we design a totally discrete finite element scheme for the model that

preserves some point estimates of the continuous problem.

Finally, in Chapter 6, we make a similar study to the Chapter 4, although now the model

used is the one that includes the chemotaxis term.
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Chapter

1
Introduction

Glioblastoma (GBM) is one of the most lethal malignant brain tumor with a medium survival of

14.6 months [43]. These include the presence of necrosis and high proliferation of cells. The magnetic

resonance imaging (MRI) shows a necrotic area in the center surrounded by a white ring as we see in

Figure 1.1. This ring is an indicator of areas with poor vasculature.

Figure 1.1: MRIs of a GBM areas showing contrast enhancement2 .

Moreover, it is well-known that GBM presents pathologically important differences with respect to

other brain tumors of lesser malignancy. Clinical, molecular and imaging parameters have been used to

2https://pdfs.semanticscholar.org/7d7b/2f5f038cf961be42c789db6a8dffa8637733.pdf

1
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1. Introduction

build mathematical models able to classify GBM patients in terms of survival, identify GBM subtypes,

predict response to treatment, prediction the outcome and different therapies or classify patients accord-

ing to prognosis [1, 18, 28, 40].

Some studies about the morphology of GBM are based in the magnetic resonance images (MRI)

in order to obtain results related to prognosis and survival (see [39, 48]). Even recently, Molab3 group

classifies the GBM depending on the width of the tumor ring and/or the tumor surface regularity (see

[47, 49] respectively) using image treatment.

With respect the width of the tumor ring, necrosis plays a relevant role in the GBM since the amount

of necrosis can change and hence the volume of GBM and its prognosis in relation to mortality. Accord-

ing to that, an experimental study relating the ring width of proliferative tumor with respect to necrosis

and its mortality is shown in [47] (see Figure 1.2).

Figure 1.2: Survival vs the spherical rim width of GBM, [47].

The study of [47] concludes that tumors with slim ring have better prognostic, specifically 7 months

of more survival than tumors with thick ring. Other way to understand this study is based on the amount

of necrosis, since tumors with slim ring have more amount of necrosis than tumor with thick ring.

The another relevant aspect of a GBM observed in the MRIs is the regularity surface of the tumor.

In [49], and the references therein, the authors made an experimental study about the survival of patients

in relation to the surface growth, regular or irregular, of the GBM. Indeed, Figure 1.3 shows that tumors

3http://matematicas.uclm.es/molab/

2



1. Introduction

with a regular surface have better prognostic, more than 5 moths of survival, than tumor with irregular

surface.

Figure 1.3: Survival vs the regularity surface of GBM, [49].

Therefore, given the great difficulties presented by the treatment of GBM, the mathematical model-

ling of GBM has been a relatively broad topic in the applied mathematics community (see [2, 7, 8, 36,

38, 45, 47] and references therein). However, the applicability of the results has been very reduced. One

of the reasons that could explain this limitation is that either the key biological variables have not been

included or real data of sufficient quality have not been used.

In [61], the authors use the Fisher-Kolmogorov equation to reproduce the infiltrative characteristic of

the GBM. However, the use of more complex mathematical models, in order to simulate the phenomena

such that the tumor ring and the regularity surface of the GBM, is essential. Molab group has contrib-

uted to solve this problem, working with a PDE-ODE system recently, see [46], in order to explain the

correlation between magnetic resonance images and tumor growth speed. For that, two variables are

considered in [46]: tumor and necrosis, and they quantify the tumor ring and obtain a relation with the

survival.

In this thesis, we propose some models including an essential variable: the vasculature, since it is

well-known that vasculature plays a relevant role on the tumor growth. Moreover, our models including

vasculature are able to capture some phenomena about GBM such as the ring width in [46, 47] and the

regularity surface of the tumor in [49].

3



1. Introduction

1.1 Model with nonlinear diffusion and chemotaxis

Thus, we present the following general PDE-ODE system in which we consider different possibilities

according to that we want to study in every case:



∂T

∂t
−∇ ((κ1 P (Φ, T ) + κ0)∇T )︸ ︷︷ ︸

Nonlinear diffusion

+κ ∇ · (T ∇Φ)︸ ︷︷ ︸
Chemotaxis

= f1 (T,N,Φ)

∂N

∂t
= f2 (T,N,Φ)

∂Φ

∂t
= f3 (T,N,Φ)

(1.1)

endowed with non-flux boundary condition

(− (κ1 P (Φ, T ) + κ0)∇T + κ T ∇Φ) · n = 0 (1.2)

where n is the outward unit normal vector to ∂Ω and initial conditions

T (0, x) = T0(x), N (0, x) = N0(x), Φ (0, x) = Φ0(x), x ∈ Ω. (1.3)

Here κ, κ0, κ1 ≥ 0 are the chemotaxis and diffusion parameters, respectively and T (t, x) ≥ 0,

N (t, x) ≥ 0 and Φ (t, x) ≥ 0 represent the tumor density, necrotic density and vasculature concentra-

tion, respectively, at the point x ∈ Ω ⊆ R3 at the time t ∈ (0, Tf ) where Ω ⊆ R3 is a smooth bounded

domain and Tf > 0 the final time.

According to the model (1.1)-(1.3), we can comment that it has been observed that tumor cells show

a random movement when there is no nutrient limitation (which is modelled by a linear diffusion term).

Moreover, we introduce an anisotropic diffusion speed increasing with respect to the vasculature given

by κ1 P (Φ, T ) and a chemotactic movement of the tumor directed to the gradient of vasculature given

by κ∇ · (T∇Φ) in order to detect different ways of tumor development.

On the other hand, necrosis and vasculature have not diffusion movement. Furthermore, the areas of

poor vasculature commented at the beginning of this Chapter (see Figure 1.1) are modelled by the de-

struction of the vasculature by the tumor, which is a term that appears in all the models that we will study.
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The reaction functions of (1.1) are given by:

f1 (T,N,Φ) = ρ P (Φ, T )T

(
1− T +N + Φ

K

)
︸ ︷︷ ︸

Tumor growth

−α S (Φ, T ) T︸ ︷︷ ︸
Hypoxia

− β1 N T︸ ︷︷ ︸
Tumor destruction

by necrosis

,

f2 (T,N,Φ) = α S (Φ, T ) T + β1 N T + δ Q (Φ, T ) Φ + β2 N Φ,

f3 (T,N,Φ) = γ R (Φ, T ) Φ

(
1− T +N + Φ

K

)
︸ ︷︷ ︸

Vasculature growth

− δ Q (Φ, T ) Φ︸ ︷︷ ︸
Vasculature destruction

by the tumor

− β2 N Φ︸ ︷︷ ︸
Vasculature destruction

by necrosis

,

(1.4)

where ρ, α, β1, β2, δ, γ ≥ 0 are reaction parameters and K > 0 is the carrying capacity. All the paramet-

ers are given by the following description corresponding to the relevant studies [30, 36, 37]:

Variable Description Value

κ Speed chemotaxis
cm2

sec · density
κ1 Anisotropic diffusion cm2/day
κ0 Isotropic diffusion cm2/day
ρ Tumor proliferation rate day−1

α Hypoxic death rate by persistent anoxia cell/day
β1 Tumor destruction by the necrosis day−1

β2 Vasculature destruction by the necrosis day−1

γ Vasculature proliferation rate day−1

δ Vasculature destruction by tumor action day−1

K Carrying capacity cell/cm3

Table 1.1: Parameters.

Now, we are going to describe the biological meaning of the reaction terms:

• Since tumour cells and vasculature must have enough space to proliferate, two logistic growth

terms have been included respectively, for tumor and vasculature:

T

(
1− T +N + Φ

K

)
in f1 (T,N,Φ) and Φ

(
1− T +N + Φ

K

)
in f3 (T,N,Φ)

• Since vasculature supplies nutrients and oxygenation to tumor cells, speed tumor growth depends

on the amount of vasculature. This effect is given by the term ρ P (Φ, T ), where P (Φ, T ) will be

a volume fraction of vasculature.
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• We consider the hypoxia term, α S (Φ, T ) T , that is, a decreasing tumor term due to lack of vascu-

lature which is transformed into necrosis. Low vasculature produces more tumor destruction and

high vasculature less destruction. In fact, the non-dimensional factor S (Φ, T ) must be increasing

if Φ decreases.

• The vasculature growth term is given by γ R (Φ, T ). It depends on the amount of tumor. In fact,

vasculature can growth when there is a high demand for nutrients by the tumor cells. In particular,

where there is not tumor, there is not growth of vasculature.

• Interaction between tumor (resp. vasculature) with necrosis produces a lost of tumor (resp. vas-

culature) which is transformed in necrosis. These effects are given by the terms: ±β1 T N and

±β2 Φ N .

• The destruction of vasculature by tumor is transformed into necrosis by the terms: ±δ Q (Φ, T ) Φ,

and the factor Q (Φ, T ) increases depending on the amount of tumor. If there is not tumor, there

will not be vascular destruction.

Once presented the general model (1.1), we will consider some particular cases in the different

Chapters of this thesis.

I) Linear Diffusion Model without chemotaxis, that is, κ = κ1 = 0 in (1.1).

II) Nonlinear Diffusion Model without chemotaxis, that is, κ = 0 in (1.1).

III) Chemotaxis model with linear diffusion, that is, κ1 = 0 in (1.1).

1.2 Linear Diffusion Model without chemotaxis
In Chapter 2, we analyse (1.1) for the case of linear diffusion without chemotaxis (κ = κ1 = 0) and

taking κ0 = 1 for simplicity. Specifically, we consider the following PDE-ODE system



∂T

∂t
− ∆ T︸︷︷︸

Linear
diffusion

= f1 (T,N,Φ)

∂N

∂t
= f2 (T,N,Φ)

∂Φ

∂t
= f3 (T,N,Φ)

(1.5)

6
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endowed with non tumor flux boundary condition

−∇ T · n = 0 (1.6)

and initial conditions (1.3).

The nonlinear reaction functions fi : R3 → R for i = 1, 2, 3 given in (1.5) have the following form



f1 (T,N,Φ) := ρ P (Φ, T ) T

(
1− T +N + Φ

K

)
− α

√
1− P (Φ, T )2︸ ︷︷ ︸

S(Φ,T )

T − β1 N T

f2 (T,N,Φ) := α

√
1− P (Φ, T )2︸ ︷︷ ︸

S(Φ,T )

T + β1 N T + δ T︸︷︷︸
Q(Φ,T )

Φ + β2 N Φ

f3 (T,N,Φ) := γ
T

K

√
1− P (Φ, T )2︸ ︷︷ ︸
R(Φ,T )

Φ

(
1− T +N + Φ

K

)
− δ T︸︷︷︸

Q(Φ,T )

Φ− β2 N Φ

(1.7)

where

P (Φ, T ) =
Φ+

Φ+ + T+
if (Φ, T ) 6= (0, 0) (1.8)

with T+ = max{0, T} and similar to Φ+. Notice that P (Φ, T ) is the vasculature volume fraction and it

has the pointwise estimates

0 ≤ P (Φ, T ) ≤ 1, ∀ (T,Φ) ∈ R2\ {(0, 0)} .

It is easy to check that the rest of factors

S (Φ, T ) =

√
1− P (Φ, T )2, R (Φ, T ) =

T

K

√
1− P (Φ, T )2 and Q (Φ, T ) = T

defined in (1.7) satisfy the biological conditions commented previously.

There is an extensive literature devoted to the study of PDE-ODE systems, see for instance the recent

papers [9, 15, 16, 44] and the references therein. As far as we know, a great quantity of works related to

solve this kind of problems for classical solutions are based in generic results of Amann [4, 5], see for

instance [31, 58].
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The aim of Chapter 2 is to analyse (1.5)-(1.7) in a theoretical way. Firstly, we show the existence

and uniqueness of global in time classical solution using a fixed point argument. In fact, the fixed point

operator is built by computing first the ODE system, and then the PDE. One important difficulty here is

to obtain classical regularity of solutions with respect to the spatial variable (which is a parameter for the

ODE system). Secondly, we study the asymptotic behaviour of solutions of (1.5)-(1.7), showing three

main results:

1. Vasculature goes to zero pointwisely in space as time goes to infinity for any choice of parameters

2. If the destruction of vasculature by tumor is large regarding to the vasculature growth, specifically

if δ ≥ γ/K, then tumor and vasculature go to zero in an exponential way (uniformly in space) and

necrosis is uniformly bounded.

3. If the destruction of tumor by necrosis dominates to tumor growth, specifically if β1 � ρ (see

hypothesis (2.40) below), then tumor and vasculature go to zero in an exponential way (uniformly

in space) and necrosis is uniformly bounded.

1.3 Nonlinear Diffusion Model without chemotaxis
Chapter 3 is dedicated to the study of (1.1) for the case of nonlinear diffusion without chemotaxis (κ =

0). Thus, we study the PDE-ODE system given by:

∂T

∂t
−∇ · ((κ1 P (Φ, T ) + κ0)∇ T )︸ ︷︷ ︸

Nonlinear Diffusion

= f1 (T,N,Φ)

∂N

∂t
= f2 (T,N,Φ)

∂Φ

∂t
= f3 (T,N,Φ)

(1.9)

endowed with non-flux boundary condition (1.6) and initial conditions (1.3). We also consider the non-

linear reactions terms (1.7) with the description of the parameters given in Table 1.1

However, now the vasculature volume fraction P (Φ, T ) is regularized by:

P (Φ, T ) =
Φ+(

Φ+ +K

2

)
+ T+

. (1.10)
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Notice that P (Φ, T ) is continuous in R2, satisfies the pointwise estimates

0 ≤ P (Φ, T ) ≤ 1 ∀ (T,Φ) ∈ [0,K]× [0,K] (1.11)

and P (Φ, T ) = 0 for Φ = 0 (without vasculature) and P (Φ, T ) = 1 for (Φ, T ) = (K, 0) (maximum

of vasculature). This regularization is motivated for the introduction of the nonlinear diffusion term

κ1 P (Φ, T ) in model (1.9) since the factor P (Φ, T ) defined in (1.8), degenerates in (0, 0).

As we use the same nonlinear reactions functions fi : R3 → R for i = 1, 2, 3, defined in (1.7), the

relation between biological effects and reaction terms is the same that in Chapter 2. The diffusion term in

(1.9) includes the nonlinear term, κ1P (Φ, T ), and the linear self-diffusion term with parameter κ0 > 0,

what makes the diffusion non-degenerate (although from a biological point of view κ0 must be small).

Therefore, as we commented at the beginning of the Introduction, tumor cells show a random movement

when there is not nutrient limitation (included in the linear self-diffusion term) whereas they have an

anisotropic diffusion speed increasing with the vasculature. Thus, we express this anisotropic diffusion

speed through factor P (Φ, T ), defined in (1.10) which measures the quotient between the amount of

vasculature and the amount of vasculature and tumor together.

In [34], the study of a PDE-ODE system is based on approximating regularized problems with point-

wise estimates. Moreover, the results obtained in [34] are used in a recent work of the same authors for

other PDE-ODE system, see [62].

There are many previous results according to the analysis of Finite Element (FE) schemes which

preserves energy estimates and pointwise estimates related to parabolic PDEs with maximum principle,

see for instance [19]. Specifically, in order to obtain pointwise estimates for FE numerical scheme of

nonlinear PDE-ODE systems with maximum principle, we highlight works such as [21, 59, 60] or [12]

where an acute triangulation is considered to have the pointwise estimates and [29] for energy estimates.

Another relevant paper in the study of FE method for nonlinear PDE is [42] where the authors use a

mass-lumping technique with quadrature formula.

In Chapter 2, we have studied the PDE-ODE system (1.5) with linear diffusion (κ = κ1 = 0) where

we get existence and uniqueness of classical solution using a fixed point argument. Nevertheless, in

Chapter 3, due to the complexity of the nonlinear diffusion term, we will prove existence of a so-called

9
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weak-strong solution of problem (1.9) (see Definition 3.1 below). Roughly speaking, it will be a vari-

ational solution for the tumor-PDE and pointwise for the ODE system with necrosis and vasculature

variables.

The inclusion of the nonlinear diffusion term gives rise to the model more realistic than model studied

in Chapter 2, but it entails technical complications that we try to overcome in Chapter 3. Specifically, the

main contributions of Chapter 3 are the following:

1. The existence of global in time weak solutions of (1.6)-(1.9). For that, we regularize (1.6)-(1.9)

including an artificial diffusion in the ODE-system. This regularized problem maintains the same

pointwise estimates as (1.6)-(1.9) and it is solved by a fixed point argument. Finally, we get some

estimates for the regularized problem which let us to pass to the limit arriving at one weak solution

of (1.6)-(1.9).

2. We investigate the asymptotic behaviour of (1.6)-(1.9). Mainly, we prove that the vasculature

tends to zero “pointwisely” as time goes to infinity and, under some constraints on the parameters,

tumor also goes to the extinction and necrosis grows to an upper limit. Looking at the asymptotic

behaviour of the linear diffusion problem (1.5)-(1.7), we conclude that the nonlinear diffusion

model has a similar behaviour.

3. We design an uncoupled and linear numerical scheme of (1.6)-(1.9) by means of an Implicit-

Explicit finite difference scheme in time and a finite element with “mass-lumping” approximation

in space which preserves the pointwise and energy estimates of the continuous model whenever an

acute triangulation be considered.

Once presented the two main characteristics of the GBM at the begining of the introduction (tumor

vs necrosis quotient and regular vs irregular tumor surface), our goal in Chapter 4 is to use the differential

model studied in Chapter 3 to capture the two phenomena showed in Figs 1.2 and 1.3 through numerical

simulations in 2D domains and to detect which parameters are more important in each kind of GBM

behaviour. Thus, we will study two different growths: the first one consists of computing the so-called

tumor-ring via ratio proliferative tumor/necrosis, and the second one is about to detect regular vs irregular

growth of the tumor surface depending on vasculature. For that, we have introduced two coefficients

depending on the density and area of tumor and necrosis, respectively, with the following definition:

1. The “ring quotient” (RQ) coefficient:

10
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0 ≤ RQ =

∫
Ω
T dx∫

Ω
(T +N) dx

≤ 1. (1.12)

If RQ is near to zero, tumor ring will be slim whereas it will be thick if RQ is close to one.

2. The “surface quotient” (SQ) coefficient:

0 ≤ SQ =

∫
Ω

(T +N)min dx

π · (Rmax)2 ≤ 1 (1.13)

where (T +N)min and Rmax are defined as:

(T +N)min =


1 if T +N ≥ 0.001,

0 otherwise,
(1.14)

Rmax = max {radio of the subdomain where (T +N)min = 1} . (1.15)

If SQ is near to zero, tumor will have a very irregular surface whereas if SQ is close to one, tumor

will be rather similar to a circle.

Therefore, using the coefficients RQ of (1.12) and SQ of (1.13), changing the value of the paramet-

ers of (1.9), we obtain the relevancy of the parameters in the different tumor growths.

Let us point out that, recently in [46], the authors have proposed a GBM mathematical model, sim-

pler than (1.9), in order to quantify the tumor ring and obtain a relation with the survival that we can see

in Figure 1.2. Then, we have completed the model of [46] in order to not only capture the ring width but

also the regularity surface of the GBM.

The main advantage of (1.9) over the model of [46] is the presence of the vasculature as an additional

variable which is essential in the study of the regularity surface, as we will see in the Sections 4.4 and

6.3.2, since the amount and spatial distribution of vasculature can orientate the growth of the tumor.

Moreover, the introduction of vasculature would allow the application of chemical therapies in the model

because this type of therapy arrives to the tumor by the vasculature.

11



1. Introduction

1.4 Chemotaxis model with linear diffusion

In Chapter 5, we present the third model obtained from (1.1) which corresponds to the chemotaxis model

(κ1 = 0). In particular, the chemotaxis model is giving by the following PDE-ODE system:



∂T

∂t
− κ0 ∆T︸ ︷︷ ︸

Linear
diffusion

+κ ∇ · (T ∇Φ)︸ ︷︷ ︸
Chemotaxis

= f1 (T,N,Φ)

∂N

∂t
= f2 (T,Φ)

∂Φ

∂t
= f3 (T,N,Φ)

(1.16)

endowed with non-flux boundary condition

(−κ0 ∇T + κ T ∇Φ) · n = 0 (1.17)

and initial conditions (1.3).

The nonlinear reactions functions fi : R3 → R for i = 1, 2, 3 given in (1.16), are defined by:



f1 (T,N,Φ) := ρ
Φ

Φ + T︸ ︷︷ ︸
P (Φ,T )

T

(
1− T +N + Φ

K

)
− α K − Φ

T + Φ +K︸ ︷︷ ︸
S(Φ,T )

T

f2 (T,N,Φ) := α
K − Φ

T + Φ +K︸ ︷︷ ︸
S(Φ,T )

T + δ
T

Φ + T︸ ︷︷ ︸
Q(Φ,T )

Φ

f3 (T,N,Φ) := γ
T

T 2

K
+ Φ +K︸ ︷︷ ︸
R(Φ,T )

Φ

(
1− T +N + Φ

K

)
− δ T

Φ + T︸ ︷︷ ︸
Q(Φ,T )

Φ

(1.18)

Here, we have modified the nonlinear reactions terms fi : R3 → R for i = 1, 2, 3 given in

Chapters 2 and 3 in order to reduce some aspects such as the interactions between tumor (resp. vascu-

lature) with necrosis.
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Although in (1.18), we have considered particular factorsP (Φ, T ), S (Φ, T ),R (Φ, T ) andQ (Φ, T ),

the results of Chapter 5 are proved for general factors that satisfy the modelling hypotheses:

0 ≤ P (Φ, T ) , S (Φ, T ) , Q (Φ, T ) , R (Φ, T ) ≤ 1 ∀ (T,Φ) ∈ R2, (1.19)

and,

P (Φ, T ) = 0 for Φ = 0 and P (Φ, T ) increases if Φ increases. (1.20)

S (Φ, T ) increases if Φ decreases. (1.21)

R (Φ, T ) = 0 for T = 0 and R (Φ, T ) increases if T increases (at least for T ≤ K). (1.22)

Q (Φ, T ) = 0 for T = 0 and Q (Φ, T ) increases if T increases. (1.23)

and mathematical conditions:

C1 P (Φ, T ) ≥ R (Φ, T ) Φ, (1.24)∣∣∣∂ (R (Φ, T ) Φ)

∂ Φ

∣∣∣, ∣∣∣∂ (R (Φ, T ) Φ)

∂ T

∣∣∣ ≤ C2, (1.25)∣∣∣∂ (Q (Φ, T ) Φ)

∂ Φ

∣∣∣, ∣∣∣∂ (Q (Φ, T ) Φ)

∂ T

∣∣∣ ≤ C3 (1.26)

and ∣∣∣∂ (S (Φ, T ) T )

∂ Φ

∣∣∣, ∣∣∣∂ (S (Φ, T ) T )

∂ T

∣∣∣ ≤ C4 (1.27)

for some constants Ci > 0 for i = 2, 3, 4 and for all 0 ≤ Φ ≤ K, and T ≥ 0.

Some chemotactic PDE-ODE models have been studied in the literature, see for instance [6, 11, 52,

53, 54] where the authors model the movement cells with a parabolic-ODE system. Specifically, in [54]

a system of PDEs is considered using a probabilistic framework of reinforced random walks. The au-

thors analyse in [54] various combinations of taxis and local dynamics giving examples of aggregation,

blow-up and collapse. Later, in [52], some analytical and numerical results supporting the numerical ob-

servations of [54] are presented using a similar model than in [54]. Moreover, in [6, 11] a model of tumor

inducing angiogenesis is proposed consisting of an equation with chemotaxis and haptotaxis terms, and

two nonlinear ODEs. Finally, in [53] a stochastic system related to bacteria and particles of chemical

substances is discussed where the position of each particle is described by an equation of a chemotaxis

system.

Several works such as [55, 56, 57] have shown results of existence for systems of three differen-

tial equations modelling cancer invasion. In [55] is proved the global existence and boundedness for a
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parabolic-parabolic-ODE system with nonlinear density-dependent chemotaxis and haptotaxis and lo-

gistic source. Furthermore, in [56], the authors have proved global existence of solutions for a parabolic-

elliptic-ODE system with chemotaxis, haptotaxis and logistic growth. The existence of solutions for a

chemotaxis and haptotaxis model with nonlinear diffusion is presented in [57].

Recently, a PDE-ODE model with chemotaxis is studied in [32] obtaining asymptotic stability res-

ults using a proper transformation and energy estimates. Another PDE-ODE with chemotaxis problem

is considered in [41] modelling the evolution of biological species and they obtain analytical results con-

cerning the bifurcation of constant steady states and global existence of solutions for a range of initial

data.

The chemotaxis term introduced in Chapter 5 provides another different perspective do not con-

sidered until now in the previous Chapters but it involves some technical complications. In particular,

the main contributions of Chapter 5 are the following:

1. The obtaining of a priori estimates for the possible solutions of (1.16)-(1.18). For that, we need to

impose that the chemotaxis and vasculature growth rate do not dominate with respect to the tumor

growth rate and linear diffusion, in fact, we impose ρ κ0 ≥ κ γ C1 with C1 > 0 the constant

appearing in (5.6). To get it, we will use the change variable T = e
κ
κ0

Φ
u, similar to the used in

[14, 16, 35], in order to obtain a PDE without chemotaxis for the new variable u. Moreover, we

use an Alikakos’ argument, see [3], to obtain the L∞ estimate of this new variable u (which drives

to the L∞ estimate for T ).

2. The design of an uncoupled and linear numerical scheme using the same change variable than

in continuous case by means of an Implicit-Explicit finite difference scheme in time and a finite

element with “mass-lumping” approximation in space. Assuming an acute triangulation we deduce

some pointwisely estimates. for the discrete solution.

Finally, in Chapter 6, we use the PDE-ODE model with chemotaxis presented in Chapter 5 in order to

identify which parameters are more important for the same two phenomena of GBMs studied in Chapter 4

with the nonlinear diffusion model (tumor-ring ratio proliferative tumor/necrosis and regular vs irregular

growth of the tumor depending on vasculature). Thus, we will study through numerical simulations

these two different growths using the coefficients RQ and SQ defined in (1.12) and (1.13) for the tumor

ring and the regularity surface of tumor, respectively, by changing the value of the parameters of the

chemotaxis model (1.16) as we did in Chapter 4 for the nonlinear diffusion model.
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1.5 Comparison between two models

Furthermore, we present the comparison of the results between the nonlinear diffusion model (1.9) and

chemotaxis model (1.16) that supplies a better idea according to which kind of movement (nonlinear

diffusion or chemotaxis) is more realistic when we want to model the development of a GBM.

Summarizing the results obtained with respect to the ring width and the regularity surface for the non-

linear diffusion model and chemotactic one studied in Chapters 4 and 6 related to GBM growth model,

we deduce that both models can capture these two properties varying some parameters. Moreover, we

have proved that the more relevant parameters according to the tumor growth are κ1 (anisotropic diffu-

sion parameter) and α (hypoxic death rate by persistent anoxia parameter) for the nonlinear diffusion

model (1.9) and κ (speed chemotaxis parameter) and α (hypoxic death rate) for the chemotaxis with

linear diffusion model (1.16).

Hence, we can compare the results obtained in the Chapter 4 with the results of Chapter 6. Mainly,

we show the similarities and differences between the hypoxia parameter, α in both models and between

the chemotaxis parameter κ of system (1.16) and the nonlinear diffusion parameter κ1 of system (1.9)

for each kind of tumor growth.

For the tumor ring, where the vasculature is uniformly distributed, the numerical simulations of the

nonlinear diffusion model show that the hypoxia parameter α is the most relevant parameter, see

Figure 1.4a. This effect is also observed for the chemotaxis model in Figure 1.4b for the same hypoxia

parameter α. Consequently, in both chemotaxis and nonlinear diffusion models, the hypoxia parameter

α has the highest influence for the behaviour of the tumor ring.
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(a) Nonlinear diffusion model. (b) Chemotaxis model.

Figure 1.4: RQ versus time for α in the nonlinear diffusion model and the chemotaxis model.

In the case of regularity surface, where the vasculature is non-uniformly distributed, the parameter

which produces more irregularity in the tumor surface for the nonlinear diffusion model is the aniso-

tropic diffusion parameter κ1, see Figure 1.5a. For the chemotaxis model, we obtained that the speed

chemotaxis parameter κ is the most significant in the irregular growth, see Figure 1.5b. Thus, both κ1

and κ are the main parameters in order to capture the regularity surface in its respective model.

(a) Nonlinear diffusion model. (b) Chemotaxis model.

Figure 1.5: SQ versus time for κ1 in the nonlinear diffusion model and for κ in the chemotaxis model.

However, the first difference between the nonlinear diffusion and the chemotactic model appears for

the total density in the ring width study, where the initial vasculature is uniformly distributed. Thus,

in Figure 1.6a, we observe that the anisotropic diffusion parameter κ1 satisfies that the highest density

is achieved for the maximum value of κ1, whereas in Figure 1.6b, the speed chemotaxis parameter κ

achieves the highest total density for small κ.
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(a) Nonlinear diffusion model. (b) Chemotaxis model.

Figure 1.6:
∫

Ω

(T +N) dx versus time for κ1 in the nonlinear diffusion model and for κ in the chemotaxis

model.

Another difference occurs for the total area in the regularity surface study. In fact, in Figure 1.7a, a

high difference between the total areas for two different values of the anisotropic diffusion parameter κ1

can be seen, whereas the total area for the speed chemotaxis parameter κ is similar for different values

of κ, see Figure 1.7b. Despite this fact, we obtain more total area with the chemotaxis parameter κ than

for the anisotropic diffusion parameter κ1.

(a) Nonlinear diffusion model. (b) Chemotaxis model.

Figure 1.7: Area of total tumor versus time for κ1 in the nonlinear diffusion model and for κ in the chemotaxis
model.

Now, we show the spatial movement of the tumor in the nonlinear diffusion model, Figure 1.8, and

in the chemotaxis model, Figure 1.9. We observe that the surface of the tumor occupies more space in

Figure 1.8 than in Figure 1.9. Nevertheless, the tumor density values in Figure 1.8 are smaller than in
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Figure 1.9 (see Figs 1.8e and 1.9e).

(a) t = 50 (b) t = 100 (c) t = 150 (d) t = 200 (e) t = 250

Figure 1.8: Tumor growth for κ1 = 100 in the nonlinear diffusion model.

(a) t = 50 (b) t = 100 (c) t = 150 (d) t = 200 (e) t = 250

Figure 1.9: Tumor growth for κ = 10 in the chemotaxis model.

Finally, after the reduction in the nonlinear diffusion model (1.9) from 9 initial parameters to 2 (κ1

and α) and in the chemotaxis with linear diffusion model (1.16) from 7 initial parameters to 2 (κ and α)

which capture the different behaviour of tumor growth, we conclude that:

• For the nonlinear diffusion model (1.9), we obtain that α is the most relevant parameter for the

tumor ring, for the density and area of tumor independently the distribution of the vasculature

and the anisotropic diffusion parameter κ1 is the principal parameter with respect to the regularity

surface.

• In the chemotaxis with linear diffusion model (1.16), the hypoxia parameter α is the main para-

meter for the tumor ring and area of tumor and κ is the most influential parameter for the regularity

surface.

1.6 Current and future research lines
There are many interesting facts which could be investigated concerning the model with nonlinear diffu-

sion and chemotaxis because of the large variety of applications of this model. This is the reason which

encourages us to continue working on this model and, due to that, we will summarize in the following

paragraphs some possibilities that we consider really interesting.
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I) The existence of solution for the chemotaxis with linear diffusion model (1.16)-(1.3). We have

obtained some estimates about the possible solutions of this model giving in particular a constraint

on the parameters that avoids blow-up. But, the next step in this study must be to prove existence

of global in time weak solutions.

II) The asymptotic behaviour study for the solution of the chemotaxis with linear diffusion model

(1.16)-(1.3). As we did with linear and nonlinear diffusion model without chemotaxis, the analysis

of the long time behaviour for the solution of (1.16)-(1.3) could contribute to understand in a

better way this model and observe if the presence of chemotaxis adds news results of asymptotic

behaviour in comparison with the results obtained for the linear and nonlinear diffusion model in

Chapters 2 and 3.

III) The research of the model with nonlinear diffusion and chemotaxis (1.1)-(1.3). Once we have stud-

ied the sub-models obtained from (1.1)-(1.3), the analysis of existence and uniqueness of solution

of (1.1)-(1.3), the long time behaviour and the design of a numerical scheme, which satisfies the

estimates of the solution, could add a new point of view for the process of modelling the tumor de-

velopment with the presence of vasculature. Moreover, we would compare the results, theoretical

and numerically, with the obtained for the different sub-models studied in this thesis. Eventually,

the numerical simulations of this complete model are also interesting in order to observe the relation

between the nonlinear diffusion and chemotaxis in the tumor growth.

IV) The introduction of chemical therapies in any model obtained from (1.1)-(1.3) since thanks to the

presence of vasculature in (1.1)-(1.3), this type of therapy can be applied through the vasculature

variable and could be considered more effective in the zones with more vasculature concentration.

Furthermore, the study of different therapies could add functions such as −β (t,Φ)T in the tumor

equation or could change the tumor growth term to (1− β (t,Φ))P (Φ, T ).

19





Chapter

2
Theoretical analysis for a PDE-ODE

system with linear diffusion related to a
Glioblastoma tumor with vasculature

In this Chapter we study the linear diffusion model introduced in the Introduction (1.1) for

κ = κ1 = 0 and κ0 = 1. Specifically:



∂T

∂t
− ∆ T = f1 (T,N,Φ)

∂N

∂t
= f2 (T,N,Φ)

∂Φ

∂t
= f3 (T,N,Φ)

(2.1)

endowed with non tumor flux boundary condition

−∇ T · n = 0 (2.2)

where n is the outward unit normal vector to ∂Ω and initial conditions

T (0, x) = T0(x), N (0, x) = N0(x), Φ (0, x) = Φ0(x) x ∈ Ω. (2.3)

and where Ω ⊂ R3 is a smooth bounded domain and Tf > 0 the final time.
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The nonlinear reaction functions fi : R3 → R for i = 1, 2, 3 of (2.1), are defined by:



f1 (T,N,Φ) = ρ P (Φ, T )T

(
1− T +N + Φ

K

)
− α T

√
1− P (Φ, T )2 − β1 N T,

f2 (T,N,Φ) = α T
√

1− P (Φ, T )2 + β1 N T + δ T Φ + β2 N Φ,

f3 (T,N,Φ) = γ
T

K

√
1− P (Φ, T )2 Φ

(
1− T +N + Φ

K

)
− δ T Φ− β2 N Φ,

(2.4)

where the ρ, α, β1, β2, δ, γ,K > 0 are defined in Table 1.1 and P (Φ, T ) is defined in (1.8).

The Chapter is organized as follows: In Section 2.1, we present preliminary results which we will

use along this thesis. In Section 2.2 we prove the existence (and uniqueness) of classical solution of

(2.1)-(2.3). Section 2.3 is dedicated to the long time behaviour of the classical solutions and we show

some numerical simulations according to the results proved previously. Finally, in Section 2.4, we dis-

cuss our findings and summarize our main results of this Chapter.

The results of this Chapter have been published in [24].

2.1 Preliminaries
Although P (Φ, T ) defined in (1.8) is not evaluated in (0, 0), we can deduce the following

Lemma 2.1. The functions B : R2 → R and D : R2 → R given by

B (Φ, T ) = T+

√
1− P (Φ, T )2

and
D (Φ, T ) = T+ P (Φ, T )

are well defined, continuous and globally lipschitz in R2.

Proof. We only show the proof for B (Φ, T ) because for D (Φ, T ) is similar, even easier. Since 0 ≤
P (Φ, T ) ≤ 1, it is clear that B (Φ, T ) is well defined and continuous in R2 (in particular, B(0, 0) = 0).
To prove the global lipschitz condition for B, it suffices to show that the two partial derivatives of
B (Φ, T ) are continuous and bounded in the subdomain A =

{
(Φ, T ) ∈ R2 : Φ, T > 0

}
(in the rest,

is equal to zero). By means of direct calculations, it follows that for any (Φ, T ) ∈ A,∣∣∣∣∂B∂Φ

∣∣∣∣ ≤
∣∣∣∣∣12

√
T√

T + 2 Φ

∣∣∣∣∣ ≤ 1

2
, (2.5)
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and ∣∣∣∣∂B∂T
∣∣∣∣ ≤ ∣∣∣∣1 +

T√
T
√
T + 2 Φ

∣∣∣∣ ≤ 2. (2.6)

Hence, we deduce that B (Φ, T ) is globally lipschitz in R2.

As consequence, we get the following result

Lemma 2.2. The functions fi : R3 → R for i = 1, 2, 3 defined in (2.4) are continuous and locally
lipschitz in R3.

Proof. Rewriting the definition of fi (T,N,Φ) for every i = 1, 2, 3 according to the functions B (Φ, T )

and D (Φ, T ), it is easy to deduce that functions fi (T,N,Φ) are continuous and their partial derivatives
are bounded in compact sets of R3 for every i = 1, 2, 3, because they are products and sums of the
globally lipschitz functions B (Φ, T ) and D (Φ, T ) and polynomials in (T,N,Φ).

In order to obtain some regularity result, we need to define the following spaces for p > 3:

W 2−2/p,p
n (Ω) =

{
u ∈W 2−2/p,p (Ω) :

∂u

∂n
= 0 on ∂Ω

}
,

Vp =


u ∈ Lp

(
0, Tf ;W 2,p (Ω)

)
∩ C0

(
[0, Tf ] ;W

2−2/p,p
n (Ω)

)
and ut ∈ Lp (0, Tf ;Lp (Ω))


with the norm,

‖u‖Vp := ‖u‖
C0([0,Tf ];W

2−2/p,p
n (Ω))

+ ‖∂tu‖Lp(0,Tf ;Lp(Ω)) + ‖u‖Lp(0,Tf ;W 2,p(Ω)).

The following result follows by [22, p. 344]

Lemma 2.3. Assume Ω ∈ C2, let p > 3, u0 ∈ W
2−2/p,p
n (Ω) and g ∈ Lp (0, Tf ;Lp (Ω)). Then, the

problem 

∂tu−∆u = g in (0, Tf )× Ω,

u(0, ·) = u0 in Ω,

∂u

∂n
= 0 on (0, Tf )× ∂Ω,

admits an unique solution u ∈ Vp. Moreover, there exists a positive constant C := C (p,Ω, Tf ) such
that

‖u‖Vp ≤ C
(
‖g‖Lp(0,Tf ;Lp(Ω)), ‖u0‖W 2−2/p,p

n (Ω)

)
.
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Remark 2.1. Along the thesis, the constant C will denote different constants which appear in the
Chapters.

It will be necessary to obtain existence and uniqueness of global in time classical solution for an

ordinary differential system depending on parameters. The first result is a classical extension result

while the second one provides us the continuous dependence of the solutions of an ODE system with

respect to parameters and initial conditions, see [13] for instance.

Lemma 2.4 (Continuous extension). Let g ∈ C0
(
Ω
)

with Ω ⊆ Rd an open bounded set of class C0 and
d ∈ N. Then, there exists an extension Ext (g) ∈ C0

(
Rd
)

such that Ext (g)
∣∣
Ω

= g.

Theorem 2.1 (Continuous dependence of ODEs with respect to parameters and initial data). Let U ⊂
R×RN ×RM an open set and F : U → RN a continuous map such that, for any parameter λ ∈ RM

and for any initial data y0 (λ) ∈ RN such that (0, y0 (λ) , λ) ∈ U , the Cauchy’s problem
y′ (t) = F (t, y, λ)

y (0) = y0 (λ)

has an unique maximal solution φ (·; y0 (λ) , λ) : I(y0(λ),λ) → RN being I(y0(λ),λ) an open interval.
Then,

Θ =
{

(t; y0 (λ) , λ) ∈ R× RN × RM : (t, y0 (λ) , λ) ∈ U and t ∈ I(y0(λ),λ)

}
is an open set and the map φ (·; ·, ·) is continuous from Θ to RN .

Finally, we will use this classical fixed point theorem.

Theorem 2.2 (Leray-Schauder’s theorem). Let V a Banach space, λ ∈ [0, 1] and R : V → V a
continuous and compact map such that for every v ∈ V with v = λ R(v), it holds ‖v‖V ≤ C with
C > 0 independent of λ ∈ [0, 1]. Then, there exists a fixed point v of R.

2.2 Existence and uniqueness of Classical Solution of Problem (2.1)-(2.3)
First of all, by biological considerations, we assume along the thesis the following assumption on the

initial data

0 ≤ T0(x), N0(x),Φ0(x) ≤ K in Ω. (2.7)

Now, we define the concept of classical solution of (2.1)-(2.3).

Definition 2.1. (Classical solution of (2.1)-(2.3)) Given T0 ∈ W 2−2/p,p (Ω) for some p > 3 and
N0, Φ0 ∈ C0

(
Ω
)
, then (T,N,Φ) is called a classical solution of (2.1)-(2.3) if:

i) T ∈ Vp, N,Φ ∈ C1
(
[0, Tf ] ;C0

(
Ω
))

,
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ii) • Tt −∆ T = f1 (T,N,Φ) a.e. in (0, Tf )× Ω,

•


∂N

∂t

∂Φ

∂t

 =


f2 (T,N,Φ)

f3 (T,N,Φ)

 ∀ (t, x) ∈ [0, Tf ]× Ω .

iii) (T,N,Φ) satisfies the boundary and the initial conditions given in (2.2) and (2.3), respectively.

Theorem 2.3. If there exists a classical solution of (2.1)-(2.3), then, it is unique.

Proof. Let (T1, N1,Φ1) and (T2, N2,Φ2) two possible classical solutions of (2.1)-(2.3). Since both
solutions are classical solutions, fixed a final time 0 < Tf < +∞, we have that (T1, N1,Φ1) and
(T2, N2,Φ2) are bounded pointwise. Then, the graphs (Ti (t, x) , Ni (t, x) ,Φi (t, x)) for any (t, x) ∈
[0, Tf ] × Ω are bounded for i = 1, 2 and therefore the union of both graphs is contained in a compact
K of R3. We consider the problem which satisfies the differences T = T1 − T2, N = N1 − N2,
Φ = Φ1 − Φ2, 

∂T

∂t
−∆ T = f1 (T1, N1,Φ1)− f1 (T2, N2,Φ2)

∂N

∂t
= f2 (T1, N1,Φ1)− f2 (T2, N2,Φ2)

∂Φ

∂t
= f3 (T1, N1,Φ1)− f3 (T2, N2,Φ2)

(2.8)

with non-flux boundary condition and zero initial data

∂T

∂n

∣∣∣∣∣
∂Ω

= 0, T
∣∣∣
t=0

= N
∣∣∣
t=0

= Φ
∣∣∣
t=0

= 0.

It is sufficient to prove that (T,N,Φ) ≡ (0, 0, 0). Multiplying the first equation of (2.8) by T and
integrating in Ω, we obtain

1

2

d

dt

∫
Ω
T 2 dx+

∫
Ω

∣∣∣∇T ∣∣∣2 dx ≤ ∫
Ω

∣∣∣ (f1 (T1, N1,Φ1)− f1 (T2, N2,Φ2)) T
∣∣∣ dx

≤ C1

(∫
Ω

(
T 2 +

∣∣N ∣∣ ∣∣T ∣∣+
∣∣Φ∣∣ ∣∣T ∣∣) dx) ≤ C1

(∫
Ω

(
T 2 +N2 + Φ2

)
dx

) (2.9)

because f1 (T,N,Φ) is locally lipschitz in R3 and (Ti, Ni,Φi) (t, x) is bounded in R3 for i = 1, 2. We
repeat the same argument for the second and third equations, multiplying by N and Φ, respectively.
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We conclude that,

1

2

d

dt

∫
Ω

(
T 2 +N2 + Φ2

)
dx+

∫
Ω

∣∣∣∇T ∣∣∣2 dx ≤ C ∫
Ω

(
T 2 +N2 + Φ2

)
. (2.10)

Consequently, T, N, Φ ≡ 0.

In order to obtain existence of solution for the system (2.1)-(2.3), we define the following truncated

system of (2.1):



∂T

∂t
−∆ T = f1 (T+, N+,Φ+) ,

∂N

∂t
= f2

(
TK+ , N+,Φ+

)
,

∂Φ

∂t
= f3

(
TK+ , N+,Φ+

)
,

(2.11)

endowed with the boundary and initial conditions given in (2.2) and (2.3), where

TK+ = min {K,max {T, 0}} (2.12)

and N+ = max {N, 0} and similar to Φ+.

Once we prove the existence of classical solution of the problem (2.11) and its positivity, we will

deduce in fact that this solution is also a classical solution of (2.1)-(2.3).

Before studying the existence of classical solution of (2.11), we prove a priori estimates for any

possible classical solution.

Lemma 2.5 (Pointwise a priori estimates). Under assumptions of Definition 2.1, any classical solution
(T,N,Φ) of the truncated system (2.11) with initial data verifying (2.7) satisfies the following pointwise
bounds 

0 ≤ T ≤ K, a.e. (t, x) ∈ (0, Tf )× Ω,

0 ≤ N ≤ C (Tf ) , ∀ (t, x) ∈ [0, Tf ]× Ω,

0 ≤ Φ ≤ K, ∀ (t, x) ∈ [0, Tf ]× Ω,

(2.13)

where C (Tf ) is a positive constant depending exponentially on the final time Tf , which we will define
below in (2.14).
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Proof. Let (T,N,Φ) be a classical solution of (2.11). Multiplying the first equation of (2.11) by
T− = min {T, 0} and integrating in Ω, if we rewrite f1(T+, N+,Φ+) = T+ f̃1(T+, N+,Φ+), we get

1

2

d

dt

∫
Ω

(T−)2 dx+

∫
Ω
| ∇T− |2 dx =

∫
Ω
T− T+ f̃1 (T+, N+,Φ+) dx = 0, a.e. t ∈ (0, Tf ) .

Hence, since T− (0, x) = 0, we get T− (t, x) = 0 a.e. (t, x) ∈ (0, Tf )× Ω. We can repeat the same
argument for the other two equations of (2.11), using now that

Φ− f3

(
TK+ , N+,Φ+

)
= 0 and N− f2

(
TK+ , N+,Φ+

)
≤ 0.

To obtain the upper bounds of (2.13), we multiply the first equation of (2.11) by
(T −K)+ = max {0, T −K} and integrate in Ω,

1

2

d

dt

∫
Ω

(
(T −K)+

)2
dx+

∫
Ω
| ∇ (T −K)+ |

2 dx

=

∫
Ω
f1 (T+, N+,Φ+) (T −K)+ dx ≤ 0, a.e. t ∈ (0, Tf )

where in the last inequality we have used f1 (T+, N+,Φ+) ≤ ρ T+

(
1− T+

K

)
.

Hence, since (T (0, x)−K)+ = 0, then (T (t, x)−K)+ = 0 a.e. (t, x) ∈ (0, Tf ) × Ω. We re-
peat the same argument for the third equation of (2.11) using now that (Φ−K)+ f3

(
TK+ , N+Φ+

)
≤ 0.

Finally, given a fixed final time Tf > 0, for any t ≤ Tf and x ∈ Ω, we have

∂N

∂t
= α B

(
Φ+, T

K
+

)
+ δ TK+ Φ+ +N

(
β1 T

K
+ + β2 Φ+

)
≤ C1 + C2 N

where C1 and C2 depend on α, β1, β2, δ and K. Hence,

N (t, x) ≤ C1

C2

(
eC2 t − 1

)
+ eC2 t N0 (x) ≤ C (Tf ) = eC2 Tf

(
C1

C2
+K

)
= C (Tf ) . (2.14)

In particular, C (Tf ) > 0 is an upper bound with an exponential growth depending on the final time
Tf .

By Lemma 2.5, we deduce that if (T,N,Φ) is a classical solution of (2.11) then TK+ = T , N+ = N

and Φ+ = Φ and fi
(
TK+ , N+,Φ+

)
= fi (T,N,Φ) for i = 1, 2, 3. Hence, we obtain the following

crucial corollary

Corollary 2.1. Under hypotheses of Lemma 2.5, if (T,N,Φ) is a classical solution of the truncated
problem (2.11), then (T,N,Φ) is also a classical solution of the non truncated problem (2.1)-(2.3) and
(T,N,Φ) satisfies the pointwise bounds (2.13).
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Theorem 2.4 (Existence of classical solution of (2.11)). Let Ω ⊆ R3 be a bounded domain of class
C2 and (0, Tf ) a time interval, with 0 < Tf < +∞ and let T0 ∈ W 2−2/p,p

n (Ω) for some p > 3 and
N0,Φ0 ∈ C0

(
Ω
)

satisfying (2.7). Then, there exists an unique classical solution (T,N,Φ) of system
(2.11) in the sense of Definition 2.1. Moreover, (T,N,Φ) satisfies estimates (2.13).

Remark 2.2. In the revision process of [24], one of the referees pointed out that the proof of the existence
and uniqueness of the global classical solution could be deduced from the Rothe’s book [50]. In fact, the
part II of [50] is devoted to degenerate parabolic systems with linear diffusion, where some variables
have zero diffusion coefficient, remaining a mixed PDE-ODE system as (2.1). The argument developed
in [50] is completely different to ours made in this Chapter. In fact, in [50] the existence and uniqueness
of a mild solution (satisfying an integral system) is proved in three steps, first local existence via a
contractive map, second the length of the local time existence interval is a bounded from below and third
proving an extensibility result. By the contrary, here we will prove the existence of global in time solution
directly by applying the Leray-Schauder fixed-point Theorem.

Proof. The proof splits in several steps:

2.2.1 Step 1. Define the fixed-point map

We define the map

R : C0
(
[0, Tf ] ;C0

(
Ω
)) R1→

(
C1
(
[0, Tf ] ;C0

(
Ω
)))2 R2→ C0

(
[0, Tf ] ;C0

(
Ω
))

T̃ (N,Φ) T

where R1(T̃ ) := (N,Φ) is the solution of the ordinary differential problem




∂N

∂t

∂Φ

∂t

 =


f2

(
T̃K+ , N+,Φ+

)
f3

(
T̃K+ , N+,Φ+

)


 N (0, x)

Φ (0, x)

 =

 N0 (x)

Φ0 (x)


(2.15)

and R2 (N,Φ) =: T is the solution of the nonlinear parabolic problem,
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

Tt −∆ T = f1 (T+, N+,Φ+) ,

∂T

∂n

∣∣∣∣∣
∂Ω

= 0,

T (0, ·) = T0(x).

(2.16)

2.2.2 Step 2. The map is well-defined and continuous

Lemma 2.6. The map R1 : C0
(
[0, Tf ] ;C0

(
Ω
))
→
(
C1
(
[0, Tf ] ;C0

(
Ω
)))2 is well defined and it is

continuous.

Proof. Step 1: R1 is well defined. Observe that to obtain the solution (N,Φ) of (2.15), we have to solve
an ordinary differential system which depends on the parameter x ∈ Ω, appearing in the ODE system
via the function T̃K+ (t, x) and on the initial data (N0 (x) ,Φ0 (x)).

We are going to define time and space extensions, respectively. First, we define the constant time
extension as follows

Extt : C0 ([0, Tf ]) → C0 (R)

f 7→ Extt (f) =



f (0) t ≤ 0,

f (t) 0 ≤ t ≤ Tf ,

f (Tf ) t ≥ Tf .
For the space extension, we use Lemma 2.4

Extx : C0
(
Ω
)
→ C0

(
R3
)

f 7→ Extx (f) .

Finally, we consider the global extension

Ext : C0
(
[0, Tf ] ;C0

(
Ω
))
→ C0

(
R;C0

(
R3
))

f 7→ Ext (f) := (Extt ◦ Extx) (f) .

Hence, we can rewrite (2.15) defined in open sets as
y′ (t) = F (t, y, x) ∈ R2 for (t, y, x) ∈ R× R2 × R3

y (0) = y0 (x) ∈ R2

(2.17)
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where we denote y = (N,Φ) and

F (t, y, x) =


f2

((
Ext

(
T̃ (t, x)

))K
+
, N+,Φ+

)

f3

((
Ext

(
T̃ (t, x)

))K
+
, N+,Φ+

)
 , (2.18)

y0 (x) =

 Extx (N0 (x))

Extx (Φ0 (x))

 . (2.19)

Since
0 ≤

(
Ext

(
T̃ (t, x)

))K
+
≤ K ∀ (t, x) ∈ [0, Tf ]× Ω

and
0 ≤ Extx (N0 (x)) , Extx (Φ0 (x)) ≤ K ∀x ∈ Ω,

we can argue similarly to Lemma 2.5 to conclude that the solution of (2.17) satisfies that 0 ≤ Φ (t, x) ≤
K and 0 ≤ N (t, x) ≤ C (Tf ) for all (t, x) ∈ [0, Tf ]× Ω.

Then, by Lemmas 2.1 and 2.2 and definition of F , we have that F (t, y, x) is continuous in R×R2×
R3 and locally lipschitz with respect to y ∈ R2. Hence for each x ∈ Ω we can apply the Picard’s theorem
to obtain a local in time unique solution y (·, x) of (2.17). Moreover, since we know that the solution of
(2.17) is bounded for all t ∈ [0, Tf ], the solution can be extended to [0, Tf ] for each x ∈ Ω.

Now, we can apply Theorem 2.1, with U = R× R2 × R3, λ = x ∈ R3 and y0 (x) defined in (2.19)

to the Cauchy’s problem (2.17). Thus, we have that for each y0 = y0(x) ∈ R2 defined in (2.19) such
that 0 ≤ Extx(N0(x)), Extx(Φ0(x)) ≤ K in R3, the interval [0, Tf ] ⊆ I(Extx(N0(x)),Extx(Φ0(x))) and
hence, the set

Θ̃ =
{

(t, (Extx (N0 (x)) , Extx (Φ0 (x))) , x) ∈ R× R2 × R3 : t ∈ I(0,(Extx(N0(x)),Extx(Φ0(x))))

}
is an open set of R6 and the map y = y (t; (Extx (N0 (x)) , Extx (Φ0 (x))) , x) is continuous from Θ̃ to
R2.

In conclusion, given N0, Φ0 ∈ C0
(
Ω
)

such that 0 ≤ N0,Φ0 ≤ K in Ω, there exists a solution
y = y (t; (Extx (N0 (x)) , Extx (Φ0 (x))) , x) of (2.17) whose restriction to [0, Tf ]× Ω

(N,Φ) (t, x) = y (t; (Extx (N0 (x)) , Extx (Φ0 (x))) , x) ∀ (t, x) ∈ [0, Tf ]× Ω
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satisfies that
(N,Φ) ∈

(
C1
(
[0, Tf ] ;C0

(
Ω
)))2

and it is the unique solution of (2.15).

Step 2: R1 is continuous. Take T̃n → T̃ in C0
(
[0, Tf ] ;C0

(
Ω
))

. We use the same vectorial notation
as before and we consider the following integral formulation of (2.15),

y (t; y0 (x)x) = y0 (x) +

∫ t

0
F̃ (s, y (s, x) , x) ds

where in this case y = (N,Φ) and

F̃ (t, y, x) =


f2

(
T̃K+ (t, x) , N,Φ

)
f3

(
T̃K+ (t, x) , N,Φ

)
 . (2.20)

Now, we take R1

(
T̃n

)
= yn and R1

(
T̃
)

= y the solutions of (2.15) associated to T̃n and T̃ ,
respectively. Thus, denoting y (t, ·) = y (t; y0 (·) , ·), we get

∥∥∥yn (t)− y (t)
∥∥∥

(C0(Ω))
2 =

∥∥∥∥∥
∫ t

0
F̃ (s, yn (s) , x)− F̃ (s, y (s) , x) ds

∥∥∥∥∥
(C0(Ω))

2

.

By Lemma 2.2 and the form of (2.20), we deduce that F̃ (t, y, x) is locally lipschitz in R×R2×R3

with respect to (t, y, x) . Moreover, yn and y are bounded in C0
(
[0, Tf ] ;C0

(
Ω
))

, then, we have that

∥∥∥yn (t)− y (t)
∥∥∥
C0(Ω)

2 ≤ C
∫ t

0

(∥∥∥ (yn − y) (s)
∥∥∥

(C0(Ω))
2 +

∥∥∥((T̃n)K
+
− T̃K+

)
(s)
∥∥∥
C0(Ω)

)
ds.

Applying Gronwall’s lemma, we deduce

∥∥∥ (yn − y) (t)
∥∥∥
C0(Ω)

2 ≤ C eC t

(∫ Tf

0

∥∥∥((T̃n)K
+
− T̃K+

)
(s)
∥∥∥
C0(Ω)

ds

)
. (2.21)

Now, in (2.21) we take maximum in t ∈ [0, Tf ] in the left side and we bound in the right side. Thus,

∥∥∥ (yn − y)
∥∥∥
C0([0,Tf ];C0(Ω))

2 ≤ C eC Tf
∥∥∥((T̃n)

+
− T̃+

)∥∥∥
C0([0,Tf ];C0(Ω))

−→
n→∞

0.

Hence, we obtain that yn → y in
(
C0
(
[0, Tf ] ;C0

(
Ω
)))2.
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Moreover, it follows

F̃ (yn (t, x) , t, x) −→
n→∞

F̃ (y (t, x) , t, x) in
(
C0
(
[0, Tf ] ;C0

(
Ω
)))2

whence we deduce that

∂t yn (t, x) = F̃ (yn (t, x) , t, x) −→
n→∞

F̃ (y (t, x) , t, x) = ∂t y (t, x) in
(
C0
(
[0, Tf ] ;C0

(
Ω
)))2

.

Hence, we get that R1 is continuous from C0
(
[0, Tf ] ;C0

(
Ω
))

to
(
C1
(
[0, Tf ] ;C0

(
Ω
)))2.

Lemma 2.7. The map R2 :
(
C1
(
[0, Tf ] ;C0

(
Ω
)))2 → C0

(
[0, Tf ] ;C0

(
Ω
))

is well defined.

Proof. Observe that the pair of constant functions
(
T , T

)
= (0,K) is a sub-super solution of (2.16) and

and the reaction term in (2.16) is bounded a.e. (t, x) ∈ (0, Tf )×Ω and for T ∈
[
T , T

]
. Then, applying

Theorem of [17, p. 94], there exists at least a weak solution T of (2.16) such that 0 ≤ T ≤ K a.e. in
(0, Tf )× Ω.

Since T ∈ [0,K], we get that the application (t, x, T+) → f1(T+(t, x), N+(t, x),Φ+(t, x)) is
bounded in L∞ (0, Tf ;L∞ (Ω)). Hence, applying Lemma 2.3 since T0 ∈ W

2−2/p,p
n (Ω), we deduce

that T ∈ Vp.

In particular, since W 2−2/p,p
n (Ω) ↪→ C0

(
Ω
)
, we get

T ∈ C0
(
[0, Tf ] ;C0

(
Ω
))
.

The uniqueness of T = R2 (N,Φ) can be deduced by a comparison argument using the regularity of
(T,N,Φ).

Before proving that R2 is continuous, we show the following result:

Lemma 2.8. For any bounded set A of
(
C1
(
[0, Tf ] ;C0

(
Ω
)))2, then R2 (A) is bounded in Vp for some

p > 3, where Vp is the Banach space defined in Lemma 2.3.

Notice that, by Aubion-Lions lemma (see [33, Théoréme 5.1, p. 58]) and [51, Corollary 4], one has
the compact embedding

Vp ↪→ C0
(
[0, Tf ] ;C0

(
Ω
))
.

Proof. Given (N,Φ) ∈ A a bounded set of
(
C1
(
[0, Tf ] ;C0

(
Ω
)))2, then

‖N‖C1([0,Tf ];C0(Ω)), ‖Φ‖C1([0,Tf ];C0(Ω)) ≤ C̃ (2.22)

and there exists an unique T = R2 (N,Φ) solution of (2.16). Moreover, we have that the application
(t, x) → f1(T+(t, x), N(t, x),Φ(t, x)) is bounded in L∞ ((0, Tf ) ;L∞ (Ω)). Thus by Lemma 2.3 and
(2.22),
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∥∥∥T∥∥∥
Vp
≤ C

(∥∥∥f1 (T+, N+,Φ+)
∥∥∥
Lp((0,Tf);Lp(Ω))

,
∥∥∥T0

∥∥∥
W 2−2/p,p(Ω)

)
≤ Ĉ.

Lemma 2.9. The map R2 :
(
C1
(
[0, Tf ] ;C0

(
Ω
)))2 → C0

(
[0, Tf ] ;C0

(
Ω
))

is continuous.

Proof. Given
(Nn,Φn)→ (N,Φ) in

(
C1
(
[0, Tf ] ;C0

(
Ω
)))2 (2.23)

we are going to check that Tn = R2 (Nn,Φn)→ T = R2 (N,Φ) in C0
(
[0, Tf ] ;C0

(
Ω
))

.

Applying Lemma 2.8, it holds that Tn = R2 (Nn,Φn) is bounded in Vp, hence there exists a sub-
sequence Tnk ∈ Vp and a limit T ∗ ∈ Vp such that

Tnk ⇀ T ∗ weakly in Vp and strongly in C0
(
[0, Tf ] ;C0

(
Ω
))

and

∂Tnk
∂t

⇀
∂T ∗

∂t
weakly in Lp (0, Tf ;Lp (Ω)) .

In particular,

∆Tnk ⇀ ∆T ∗ weakly in Lp (0, Tf ;Lp (Ω)) .

Using these convergences and (2.23), the continuity of f1 (T+, N+,Φ+) and the locally lipschitz
property of the application (T,N,Φ)→ f1(T+, N+,Φ+) respect to all the variables, we deduce

f1

(
(Tnk)+ , (Nnk)+ , (Φnk)+

)
→ f1

(
(T ∗)+ , N+,Φ+

)
strongly in C0

(
[0, Tf ] ;C0

(
Ω
))
.

Taking nk → ∞ we have that T ∗ = R2 (N,Φ) and since the solution of (2.16) is unique, then
T ∗ = T and

Tn → T in C0
(
[0, Tf ] ;C0

(
Ω
))
.

From Lemmas 2.6, 2.7 and 2.9, we obtain that:

Corollary 2.2. The map

R : C0
(
[0, Tf ] ;C0

(
Ω
))
→ C0

(
[0, Tf ] ;C0

(
Ω
))

is well defined and continuous.
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2.2.3 Step 3. The map is compact

Lemma 2.10. The operator R : C0
(
[0, Tf ] ;C0

(
Ω
))
→ C0

(
[0, Tf ] ;C0

(
Ω
))

is compact.

Proof. Let T̃ ∈ C0
(
[0, Tf ] ;C0

(
Ω
))

then by Lemmas 2.6 and 2.7 there exists an unique T = R
(
T̃
)

such that 0 ≤ T ≤ K a.e. (t, x) ∈ (0, Tf )× Ω and being T the solution of (2.16).

Moreover, there exists an unique (N,Φ) ∈
(
C0
(
[0, Tf ] ;C0

(
Ω
)))2 such that 0 ≤ N,Φ ≤ K for

all (t, x) ∈ [0, Tf ] × Ω. Hence, f1 (T+, N+,Φ+) is bounded in L∞ (0, Tf ;L∞ (Ω)), in particular, in
Lp (0, Tf ;Lp (Ω)) for all p < ∞. Following a similar argument of Lemma 2.8, we obtain that T is
bounded in Vp for some p > 3.

Finally, applying the compact embedding of Vp in C0([0, Tf ];C0(Ω)), we obtain that R is compact
from C0

(
[0, Tf ] , C0

(
Ω
))

to itself.

2.2.4 Step 4. A priori estimates of possible fixed-points and conclusion

Lemma 2.11. For any T = λ R (T ), for some λ ∈ [0, 1], then
∥∥∥T∥∥∥

C0([0,Tf ],C0(Ω))
≤ C with C > 0

independent of λ ∈ [0, 1].

Proof. For λ = 0 the result is trivial, hence we suppose λ ∈ (0, 1].

On the one hand, if we rewrite f1(T+, N+,Φ+) = T+ f̃1(T+, N+,Φ+), we have that,

Tt −∆ T = λ f1 (T+/λ,N+,Φ+) = λ
T+

λ
f̃1 (T+/λ,N+,Φ+)) ≤ ρ T+

(
1− T+

λ K

)
.

Since 0 ≤ T (0, x) ≤ K in Ω, we can argue similarly to Lemma 2.5 and conclude that 0 ≤ T ≤ K

in [0, Tf ]× Ω. Thus, T is bounded C0
(
[0, Tf ] , C0

(
Ω
))

independently of λ ∈ [0, 1].

Finally, from Corollary 2.2, and Lemmas 2.10 and 2.11, the operator R satisfies the hypotheses of
Theorem 2.2. Thus, we conclude that the map R has a fixed point T = R (T ) which is a classical
solution of (2.11) and consequently it is also a classical solution of (2.1)-(2.3).

2.3 Asymptotic behaviour
2.3.1 Stability of the (non-diffusion) ODE system

Once we have proved the existence and uniqueness of solution for (2.1) for any finite time, let us study

the long time behaviour of this solution. For that, first of all, we will study the non-diffusion problem
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

d T

d t
= f1 (T,N,Φ)

d N

d t
= f2 (T,N,Φ)

d Φ

d t
= f3 (T,N,Φ)

(2.24)

with initial data

(T,N,Φ) (0) = (T0, N0,Φ0) ∈ R3 (2.25)

such that 0 ≤ T0, N0, Φ0 ≤ K and the functions fi = fi (T,N,Φ) ∈ R for i = 1, 2, 3 are defined

in (2.4). Since problem (2.24) is decoupled for each x ∈ Ω, it suffices to study the ODE system (2.24)

with a fixed (T0, N0,Φ0) ∈ R3
+. First of all, we can deduce the same bounds for the solution (T,N,Φ)

as in problem (2.1)-(2.3) and hence (T (t) , N (t) ,Φ (t)) ∈ R3
+ ∀t ≥ 0.

In order to obtain the equilibrium points, we solve the nonlinear algebraic system fi (T,N,Φ) = 0

for i = 1, 2, 3. From f2 (T,N,Φ) = 0 we obtain that


T
√

1− (P (Φ, T ))2 = 0,

T Φ = 0,

N (T + Φ) = 0.

From T
√

1− (P (Φ, T ))2 = 0 and T Φ = 0, we have T = 0. From the third condition, we obtain

that N = 0 or Φ = 0.

Thus, the equilibria of (2.24) are

• P1 = {(0, 0, 0)} .

• P2 = {(0, N, 0) , N > 0} .

• P3 = {(0, 0,Φ) , Φ > 0} .

(2.26)

Remark 2.3. Observe that P1 ∪ P2 ∪ P3 is a continuum of equilibrium points.

Remark 2.4. The linearisation technique around the equilibria P1, P2 and P3 doesn’t give any relevant
information because one of the eigenvalue of this linearisation is zero.
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Now, we consider the differential equation for the sum S = T +N + Φ, which satisfies


d S

dt
=

(
ρ T P (Φ, T ) +

γ Φ

K
T

√
1− (P (Φ, T ))2

)
︸ ︷︷ ︸

=0 if T=0 or Φ=0

(
1− S

K

)
,

S (0) = S0 := T0 +N0 + Φ0.

(2.27)

Hence, we see that S (t) is increasing if S0 < K, and, S (t) ↗ S∗ ≤ K as t → +∞. On the other

hand, if S0 = K, then S (t) = K ∀t ∈ [0,+∞). Finally, if S0 > K then S (t) is decreasing and

S (t)↘ S∗ ≤ K as t→ +∞. For brevity, we only study the case S0 ≤ K.

We show two particular cases:

• If T0 = 0, then T (t) = 0 ∀ t ≥ 0. This implies from (2.27) that
d S (t)

dt
= 0 ∀t > 0. Hence

S (t) = N0 + Φ0 ∀t > 0. In terms of the subsystem (N,Φ), we obtain that
d N

dt
= β2 N Φ,

d Φ

dt
= −β2 N Φ,

with N (0) = N0 ≥ 0 and Φ (0) = Φ0 ≥ 0. Hence N (t) ↗ N∗ and, Φ (t) ↘ 0 with N∗ =

N0 + Φ0.

• If Φ0 = 0, then Φ (t) = 0 ∀t > 0. Hence, from (2.27), S (t) = T0 + N0 for all t > 0. Since

N (t)↗ N∗ then, T (t)↘ 0 with N∗ = N0 + T0.

In order to study the stability of (2.24), we use the properties of ω-limit sets. Given y0 = (T0, N0,Φ0) ∈
R3

+ such that T0 + N0 + Φ0 ≤ K, then there exists an unique solution y (t) = (T,N,Φ) (t) ∈ R3
+

∀t ∈ [0,+∞) of (2.24)-(2.25) such that T (t) +N(t) + Φ(t) ≤ K. Therefore the corresponding ω-limit

set is defined by

ω (y0) = {y∗ ∈ R3
+, ∃ tn →∞ : y (tn)→ y∗ in R3}

and is a nonempty compact and invariant set of R3
+. Since 0 < S0 ≤ K then S (t) ↗ S∗ ≤ K and

N (t)↗ N∗ ≤ S∗ for t→∞, where S∗ = S∗ (S0) and N∗ = N∗ (T0, N0,Φ0), because both functions

are increasing and bounded from above. Therefore,

ω (T0, N0,Φ0) ⊆
{(
T̃ , N∗, S∗ −N∗ − T̃

)
, T̃ ∈

[
0, S∗ −N∗

]}
. (2.28)
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Theorem 2.5. Given y0 = (T0, N0,Φ0) ∈ R3
+ and S0 = T0 + N0 + Φ0 ≤ K. If y0 6= (0, 0,Φ0) with

Φ0 ≥ 0, then the ω-limit set is an unitary set

ω (T0, N0,Φ0) =
{

(0, N∗, 0)
}
.

Remark 2.5. If y0 /∈ P1 ∪ P3, then ω (y0) is unitary and belongs to P2.

Proof. Let (Tp, Np,Φp) be the solution starting from a point

p =
(
T̃ , N∗, S∗ −N∗ − T̃

)
∈ ω (T0, N0,Φ0) .

Since ω (T0, N0,Φ0) is an invariant set, it holds that Np (t) = N∗ ∀t. Hence
d

dt
Np = 0. Now, from

the Np equation,

0 =
d

dt
Np = Tp

α
√

1−
(

Φp

Φp + Tp

)2

+ β1 Np

+ Φp (δ Tp + β2 Np) ≥ β1 Tp Np. (2.29)

Hence Tp (t) = 0 for all t ≥ 0 and T̃ = 0. Then, p = (0, N∗, S∗ −N∗).

Since in particular p is an equilibrium point and N∗ > 0, then p must be a point of type P2, hence
p = (0, N∗, 0). In particular, N∗ = S∗.

As consequence of this result, we deduce:

Corollary 2.3. P3 is a continuum of unstable equilibria. Indeed, for any (T0, N0,Φ0) with T0 > 0 or
N0 > 0, then its solution satisfies

(T (t) , N (t) ,Φ (t))→ (0, N∗, 0) as t→∞

with N∗ ≥ T0 +N0 + Φ0.

2.3.2 Stability of the Diffusion Model (2.1)-(2.3)

In this Section, we study the stability of the constant equilibria of (2.1)-(2.3) to spatio-temporal perturb-

ations for t→ +∞. The constant solutions of (2.1)-(2.3) are the same of (2.24)-(2.25) given in (2.26).

In this case, the main difference is that we do not have a differential problem for S (t) as in (2.27).

Before showing the results we will discuss the following remark.

Remark 2.6. The condition N0(x) > 0 for x ∈ Ω used in the followings results can be relaxed by
N(t∗, x) > 0 for some t∗ > 0 sinceN (·, x) is increasing in time. On the other hand, applying the strong
maximum principle to the parabolic problem that satisfies the tumor variable T (since the reaction can
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be rewrite as f1(T,N,Φ) = T f̃1(T,N,Φ) with f̃1 bounded), it holds that T (t1, x) > 0 for any t1 > 0

and for all x ∈ Ω. Due to the hypoxia term, in particular one has
∂ N

∂ t
≥ α T

√
1− P 2 (Φ, T ) > 0

hence N (t∗, x) > 0 for any t∗ > t1 and for all x ∈ Ω.

We introduce some results of pointwise and uniform convergence as time goes to infinity. First of

all, we will see that vasculature always goes to zero.

Lemma 2.12. Given a solution (T,N,Φ) of (2.1)-(2.3), then for each x ∈ Ω such that N0 (x) > 0 one
has Φ (t, x)→ 0 when t→ +∞.

Proof. Let x ∈ Ω such that N0 (x) > 0. Since N (·, x) is increasing, then, 0 < N0 (x) ≤ N (t, x) for all
t > 0. Now, we separate this proof in two cases depending on the value of N (t, x):

a) If there exists t∗ > 0 such that N (t, x) ≥ K for all t ≥ t∗, then we get
f3 (T (t, x) , N (t, x) ,Φ (t, x)) ≤ −β2 K Φ (t, x) for all t ≥ t∗. Hence we have the following

∂Φ

∂t
(t, x) ≤ −β2 K Φ (t, x) in [t∗,+∞) ,

Φ (t∗, x) ≥ 0.

(2.30)

Therefore for all t ≥ t∗,

Φ (t, x) ≤ Φ (t∗, x) e−β2 K (t−t∗) → 0 as t→ +∞.

b) If N (t, x) < K for all t ≥ 0 we reason by contradiction. Assume that there exists a sequence
{tn}n∈N such that tn → +∞ and tn+1 − tn ≥ 1 for all n ∈ N and there exists η (x) such that
Φ (tn, x) ≥ η (x) > 0 for all n ∈ N. Since

∂N

∂t
(t, x) ≥ β2 N (t, x) Φ (t, x) in (0,+∞) ,

N (0, x) ≥ 0,

(2.31)

we have the following estimates for N (t, x).

K > N (t, x) ≥ N0 (x) eβ2

∫ t
0 Φ(s,x) ds. (2.32)

Since 0 ≤ T, Φ ≤ K and N (t, x) < K for all t > 0, we get the following lower bound

∂Φ

∂ t
= f3 (T,N,Φ) ≥ − γ

K
T

√
1− P (Φ, T )2 Φ

(
T + Φ

K

)
− δ T Φ− β2 N Φ ≥

≥ −2 γ Φ− δ K Φ− β2 K Φ = −C0 Φ.
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Hence,
Φ (t, x) ≥ e−C0(t−tn)Φ (tn, x) ≥ e−C0(t−tn)η (x) ∀t ∈ (tn, tn+1) .

Integrating in [tn, tn+1] and using that tn+1 − tn ≥ 1∫ tn+1

tn

Φ (t, x) dt ≥ η (x)

C0

(
1− e−C0(tn+1−tn)

)
≥ η(x)

C0
(1− e−C0) > 0.

Finally, adding all tn
+∞∑
n=1

∫ tn+1

tn

Φ (t, x) dt = +∞.

Hence,
∫ +∞

0
Φ (t, x) dt = +∞ and we arrive at contradiction with (2.32) and the proof is com-

pleted.

As consequence of Lemma 2.12, we deduce:

Corollary 2.4. The equilibria P3 are unstable.

Remark 2.7. As consequence of t 7→ N(t, x) is increasing for all x ∈ Ω, we deduce that P1 is not
asymptotically stable.

In the following result, adding a constraint on some parameters of the problem, we can deduce the

behaviour of the solution of the system (2.1)-(2.3) as t→ +∞.

Lemma 2.13. Given a classical solution (T,N,Φ) of (2.1)-(2.3) such that N0 (x) > 0 for all x ∈ Ω

and assume that

δ ≥ γ

K
. (2.33)

Then, for all t ≥ 0:

‖Φ (t, ·) ‖C0(Ω) ≤ ‖Φ0‖C0(Ω) e
−β2 Nmin

0 t,

where Nmin
0 = min

x∈Ω
N0 (x). In addition, there exists µ ∈

(
0,min {β1, β2}Nmin

0

)
such that

‖T (t, ·) ‖C0(Ω) ≤M e−µ t, ∀t ≥ 0

with M = max

{
‖T0‖C0(Ω),

ρ ‖Φ0‖C0(Ω)

β1 Nmin
0 − µ

}
> 0. Moreover, there exists Nmax > 0 such that

N (t, x) ≤ Nmax ∀ (t, x) ∈ [0,+∞)× Ω.
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Proof. Using hypothesis (2.33) and the bounds T, Φ ≥ 0 and N ≥ N0, we can estimate

f3 (T,N,Φ) ≤ γ

K
Φ T − δ Φ T − β2 Φ N ≤ −β2 Φ N0.

Hence, Φ satisfies the differential inequality problem
∂Φ

∂t
≤ −β2 Φ N0 (x) in [0,+∞)× Ω,

Φ (0, x) = Φ0 (x) ≤ ‖Φ0‖C0(Ω) in Ω,

(2.34)

Using that Nmin
0 > 0, we conclude that

Φ (t, x) ≤ Φ0 (x) e−β2 N0(x) t ≤ ‖Φ0‖C0(Ω) e
−β2 Nmin

0 t. (2.35)

In particular, Φ(t, x)→ 0 as t→ +∞ uniformly in x ∈ Ω.

Using (2.35) and the bounds T, Φ ≥ 0,N ≥ N0 and P (Φ, T ) T ≤ Φ, we can estimate f1 (T,N,Φ)

as follows:
f1 (T,N,Φ) ≤ ρ P (Φ, T ) T − α T

√
1− P 2 (Φ, T )− β1 N T

≤ ρ Φ− β1 N T ≤ ρ ‖Φ0‖L∞(Ω) e
−β2 Nmin

0 t − β1 N
min
0 T.

Therefore, T ≤ S, where S is the unique solution of the following parabolic problem

∂S

∂t
−∆ S = ρ ‖Φ0‖C0(Ω) e

−β2 Nmin
0 t − β1 N

min
0 S in (0,+∞)× Ω,

S (0, x) = ‖T0‖C0(Ω) in Ω,

∂S

∂n

∣∣∣∣∣
∂Ω

= 0.

(2.36)

Now, we can find a super solution of (2.36) with the form

T (t) = M e−µ t

such that min {β1, β2}Nmin
0 > µ > 0 and M = max

{
‖T0‖C0(Ω),

ρ ‖Φ0‖C0(Ω)

β1 Nmin
0 − µ

}
> 0 for all t ≥ 0.

Consequently, T is a super solution of (2.36) and we have

T (t, x) ≤ S (t, x) ≤ T (t) = M e−µ t. (2.37)

In particular, T (t, x)→ 0 as t→ +∞ uniformly for x ∈ Ω.
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Then, we can obtain an uniform upper bound in time and space for N (t, x) since,

∂ N

∂ t
= a (t, x) N + b (t, x) (2.38)

where

a (t, x) = β2 Φ (t, x) + β1 T (t, x)

and

b (t, x) = α B (Φ (t, x) , T (t, x)) + δ Φ (t, x) T (t, x) .

Hence, one has the variation of constants formula

N (t, x) =

(
N0 (x) +

∫ t

0
b (s, x) e− A(s,x) ds

)
eA(t,x) (2.39)

with A (t, x) =

∫ t

0
a (s, x) ds.

Using now the exponential upper bounds of Φ (t, x) and T (t, x) given in (2.35) and (2.37) respect-
ively,

a (t, x) ≤ â (t) = β2 ‖Φ0‖C0(Ω)e
−β2 Nmin

0 t + β1 M e−µ t,

b (t, x) ≤ b̂ (t) = α M e−µ t + δ‖Φ0‖C0(Ω) e
−β2 Nmin

0 t M e−µ t,

and then,

A (t, x) =

∫ t

0
a (s, x) ds ≤

∫ t

0
â (s) ds ≤ C1 and

∫ t

0
b(s, x)e−A(s,x) ds ≤ C2.

Hence, we conclude that there exists a constant Nmax > 0 such that N (t, x) ≤ Nmax ∀ (t, x) ∈
[0,+∞)×Ω. SinceN (t, x) is increasing, it holds that there existsN∗ (x) ≤ Nmax such thatN (t, x)→
N∗ (x) ≤ Nmax pointwise in space when t→ +∞.

Our third result shows that when β1 is large with respect to ρ (that is, destruction of tumor by necrosis

dominates to tumor growth), then the tumor tends to the extinction. For that, we need to introduce some

notation. Given b ∈ L∞(Ω) we denote by λ1(−∆ + b) the first eigenvalue of the problem
−∆u+ b(x)u = λu in Ω,

∂u

∂n
= 0 on ∂Ω.
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Lemma 2.14. Given a classical solution (T,N,Φ) of (2.1)-(2.3) such that N0 (x) > 0 for all x ∈ Ω

and assume that
ρ < λ1(−∆ + β1N0(x)). (2.40)

Then, for all t ≥ 0:

‖T (t, ·) ‖C0(Ω) ≤ ‖T0‖C0(Ω) e
−(λ1(−∆+β1 N0(x))−ρ) t ∀t > 0

and there exists 0 < µ∗ < β2 N
min
0 and t∗ > 0 large enough, such that

‖Φ (t, ·) ‖C0(Ω) ≤ ‖Φ (t∗, ·) ‖C0(Ω) e
−µ∗(t−t∗) ∀t > t∗.

Moreover, there exists Nmax > 0 such that

N (t, x) ≤ Nmax ∀ (t, x) ∈ [0,+∞)× Ω.

Proof. Since N(t, x) ≥ N0(x) for all x ∈ Ω and t ≥ 0, and using the positivity of Φ and that
0 ≤ P (Φ, T ) ≤ 1, we get

Tt −∆T ≤ ρT
(

1− T

K

)
− β1 N0(x) T.

Hence,
T (x, t) ≤ S(x, t) ∀t ≥ 0, ∀x ∈ Ω, (2.41)

where S is the unique positive solution of the classical logistic equation

St −∆S + β1 N0(x) S = ρ S
(
1− S

K

)
t > 0, x ∈ Ω,

S(x, 0) = T0(x) x ∈ Ω,

∂S

∂n
= 0 t > 0, x ∈ ∂Ω.

(2.42)

Now, it is known (see for instance [10]) that if ρ satisfies (2.40) then the problem (2.42) has a super
solution with the form

S(t, x) = ‖T0‖C0(Ω) e
−(λ1(−∆+β1 N0(x))−ρ) tϕ (x)

where ϕ (x) is the positive eigenfunction associated with λ1 (−∆ + β1 N0 (x)) with ‖ϕ‖∞ = 1. Con-
sequently, we have that

T (t, x) ≤ S (t, x) ≤ S (t, x) ≤ ‖T0‖C0(Ω) e
−(λ1(−∆+β1 N0(x))−ρ) t → 0 (2.43)

as t→ +∞ uniformly for x ∈ Ω.
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Now, since T,N,Φ ≥ 0, we can bound f3 (T,N,Φ) as follows:

f3 (T,N,Φ) ≤ γ

K
T Φ

(
1− T +N + Φ

K

)
−β2 N Φ ≤ Φ

( γ
K

T − β2 N
)
≤ Φ

( γ
K

T − β2 N0 (x)
)
.

Since N0 (x) > 0 for all x ∈ Ω and using (2.43), there exists t∗ > 0 large enough such that for all
t ≥ t∗, f3 (T,N,Φ) ≤ −µ0 Φ with 0 < µ∗ < β2 N

min
0 . Hence, Φ satisfies the differential inequality

problem 
∂Φ

∂t
≤ −µ∗ Φ in [t∗,+∞)× Ω,

Φ (t∗, x) = ‖Φ (t∗, x) ‖C0(Ω) in Ω.

(2.44)

Solving (2.44), we conclude that

Φ (t, x) ≤ ‖Φ (t∗, ·) ‖C0(Ω) e
−µ0(t−t∗). (2.45)

In particular, Φ (t, x)→ 0 as t→ +∞ uniformly in x ∈ Ω.

Using now the exponential upper bounds of Φ (t, x) and T (t, x) given in (2.45) and (2.43) respect-
ively, we can obtain an uniform upper bound in time and space for N (t, x) using the same argument that
in (2.38) with the following estimates

a (t, x) ≤ â (t) = β2 ‖Φ (t∗, ·) ‖C0(Ω) e
−µ∗(t−t∗) + β1 ‖T0‖C0(Ω)e

−(λ1(−∆+β1 N0(x))−ρ) t,

b (t, x) ≤ b̂ (t) = α ‖T0‖C0(Ω) e
−(λ1(−∆+β1 N0(x))−ρ) t

+δ‖Φ (t∗, ·) ‖C0(Ω) e
−µ∗(t−t∗) ‖T0‖C0(Ω) e

−(λ1(−∆+β1 N0(x))−ρ) t

.

and then,

A (t, x) =

∫ t

t∗

a (s, x) ds ≤
∫ t

t∗

â (s) ds ≤ C1 and
∫ t

t∗

b(s, x)e−A(s,x) ≤ C2.

With a similar reasoning to the used in Lemma 2.13 we conclude the existence of N∗ ∈ L∞(Ω) and
Nmax > 0 such that N(t, x)→ N∗(x) ≤ Nmax pointwise in space when t→ +∞.

Remark 2.8. It is well-known that the map β1 7→ λ1(−∆ + β1 N0(x)) is continuous and increasing.
Moreover, if N0(x) > 0 for x ∈ Ω we have that λ1(−∆ + β1N0(x)) → ∞ as β1 → ∞. Hence, given
ρ > 0 there exists β0(ρ) > 0 large enough such that for β1 ≥ β0(ρ), condition (2.40) holds, and then
the tumor tends to zero.

Corollary 2.5. Assume hypotheses of Lemma 2.13 or Lemma 2.14 and givenN∗ (x) ∈ C0
(
Ω
)

such that
N∗ (x) ≥ Nmin

∗ > 0 ∀x ∈ Ω, then the semi-trivial steady solution (0, N∗, 0) is locally stable in C0
(
Ω
)
.
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Proof. Let ε > 0 and ‖T0‖C0(Ω), ‖Φ0‖C0(Ω), ‖N0 − N∗‖C0(Ω) ≤ δ for δ > 0 to choice in function
of ε. Following the same argument that in Lemma 2.13 or Lemma 2.14, it is possible to prove that
‖T (t, ·) ‖C0(Ω), ‖Φ (t, ·) ‖C0(Ω), ‖N (t, ·)−N∗‖C0(Ω) ≤ ε for all t ≥ 0.

In the following result, we are able to know the long time behaviour of the system (2.1)-(2.3) when

N0 (x) is close to the capacity K.

Lemma 2.15. Let ε > 0 small enough such that N0(x) ≥ K − ε for all x ∈ Ω. Then, the classical
solution (T,N,Φ) of (3.1)-(3.3) satisfies

T (t, x) ≤ ‖T0‖C0(Ω) e
−
(
β1(K−ε)−ρ

ε

K

)
t
,

Φ (t, x) ≤ ‖Φ0‖C0(Ω) e
−
(
β2(K−ε)−γ

ε

K

)
t
,

for all (t, x) ∈ [0,+∞) × Ω. In particular, if ρ
ε

K
− β1 (K − ε) < 0 and γ

ε

K
− β2 (K − ε) < 0

we get that T (t, x) ,Φ (t, x) → 0 uniformly in x as t → +∞. Finally, there exists Nmax such that
N (t, x) ≤ Nmax for all (t, x) ∈ [0,+∞)× Ω.

Proof. Since N is increasing, we get

N (t, x) ≥ N0 (x) > K − ε ∀t ≥ 0, ∀x ∈ Ω.

Using now that T, Φ ≥ 0,

1− T +N + Φ

K
≤ 1− N

K
< 1− K − ε

K
=

ε

K
.

Therefore, T satisfies

∂T

∂t
−∆ T = f1 (T,N,Φ) ≤ ρ T ε

K
− β1 (K − ε) T =

(
ρ
ε

K
− β1 (K − ε)

)
T.

In particular, T ≤ S, where S is the unique solution of the following problem

∂S

∂t
−∆ S = −

(
β1 (K − ε)− ρ ε

K

)
S in [0,+∞)× Ω,

S (0, x) = ‖T0‖C0(Ω) in Ω,

∂S

∂n

∣∣∣∣∣
∂Ω

= 0.

(2.46)

Solving (2.46) we conclude that
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T (t, x) ≤ S (t, x) = ‖T0‖C0(Ω) e
−
(
β1(K−ε)−ρ

ε

K

)
t
.

Therefore, if
(
ρ
ε

K
− β1 (K − ε)

)
< 0, then, S (t, x) satisfies that

T (t, x) ≤ S (t, x) = ‖T0‖C0(Ω) e
−
(
β1(K−ε)−ρ

ε

K

)
t
→ 0 (2.47)

uniformly for x ∈ Ω as t→ +∞.

On the other hand, since T ≤ K and N ≥ K − ε, we get

f3 (T,N,Φ) ≤ γ

K
T Φ

ε

K
− β2 (K − ε) Φ ≤

(
γ
ε

K
− β2 (K − ε)

)
Φ.

Hence, we deduce that Φ satisfies
∂Φ

∂t
≤ −

(
β2 (K − ε)− γ ε

K

)
Φ in [0,+∞)× Ω,

Φ (0, x) ≤ ‖Φ0‖C0(Ω) in Ω.

(2.48)

As consequence, if
(
γ
ε

K
− β2 (K − ε)

)
< 0,

Φ (t, x) ≤ ‖Φ0‖C0(Ω) e
−
(
β2(K−ε)−γ

ε

K

)
t
→ 0 (2.49)

as t→ +∞ uniformly for x ∈ Ω.

Finally, we can obtain an uniform upper bound in time and space for N (t, x) using the same argu-
ment that in (2.38). Now, using the upper bound for T (t, x) and Φ (t, x) given in (2.47) and (2.49) one
has,

a (t, x) ≤ â (t) = β2 ‖Φ0‖C0(Ω)e
−
(
β2(K−ε)−γ

ε

K

)
t
+ β1 ‖T0‖C0(Ω)e

−
(
β1(K−ε)−ρ

ε

K

)
t
,

hence, ∫ t

0
a (s, x) ds ≤ Â (t) =

∫ t

0
â (s) ds ≤ C1,

and

b (t, x) ≤ b̂ (t) = α‖T0‖C0(Ω)e
−
(
β1(K−ε)−ρ

ε

K

)
t

+δ‖Φ0‖C0(Ω) e
−
(
β2(K−ε)−γ

ε

K

)
t
‖T0‖C0(Ω) e

−
(
β1(K−ε)−ρ

ε

K

)
t
,
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hence, ∫ t

0
b(s, x)e−A(s,x) ≤ C2.

With a similar reasoning to the used in Lemmas 2.13 and 2.14 we conclude the existence of N∗ ∈
L∞(Ω) and Nmax > 0 such that N(t, x)→ N∗(x) ≤ Nmax pointwisely in space when t→ +∞.

Corollary 2.6. Assume hypotheses of Lemma 2.15 and given N∗ ∈ C0
(
Ω
)

such that N∗(x) ≥ Nmin
∗ ≥

K − ε with ε > 0 small enough, then the semi-trivial steady solution (0, N∗(x), 0) is locally stable in
C0(Ω)

Proof. Using the argument of Lemma 2.15, it is similar to the proof of Corollary 2.5.

2.3.3 Numerical Simulations

In order to see the asymptotic behaviour of problem (2.1) with the boundary condition (2.2) graphically,

we will show three numerical simulations for different initial conditions in the domain Ω = (−2, 2)2. In

all of them, we have considered the constant initial vasculature Φ0 (x) = 0.5 and initial necrosis zero,

N0 (x) = 0 for all x ∈ Ω. The parameters are taken as:

Parameter ρ α β1 β2 γ δ K

Value 1 0.03 0.03 0.03 0.003 0.3 1

Table 2.1: Parameter values.

Note that hypothesis (2.33) is satisfied, hence tumor and vasculature will vanish at infinity time.

Indeed, starting with the different initial conditions for the tumor given in Figure 2.1:

(a) One tumor. (b) Two tumors. (c) Three tumors.

Figure 2.1: Initial tumor.

we obtain the different equilibrium solutions for the necrosis given in Figure 2.2:
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(a) One tumor. (b) Two tumors. (c) Three tumors.

Figure 2.2: Final necrosis.

We observe as necrosis occupies all the domain but mainly where the tumor was initially, and tumor

and vasculature disappear in all the cases. Moreover, the maximum value of necrosis is the same in each

simulation.

In order to see the importance of hypothesis (2.33), now we consider the value of the parameters as

follows:

Parameter ρ α β1 β2 γ δ K

Value 1 0.03 0.03 0.03 0.3 0.03 1

Table 2.2: Parameter values.

where (2.33) is not satisfied. Then, starting with the same initial conditions for the tumor given in

Figure 2.1, we obtain the different equilibrium solutions for the necrosis given in Figure 2.3:

(a) One tumor. (b) Two tumors. (c) Three tumors.

Figure 2.3: Final necrosis.

We observe a similar behaviour that in Figure 2.2.
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2.4 Conclusions
In this Chapter we have completed the model studied in [46] introducing a new variable, the vasculature,

giving rise a more realistic model. Thus, after the theoretical and numerical study made of (2.1)-(2.3),

we can conclude:

1. The model (2.1) is well-posed: we have proved that there exists an unique global in time classical

solution of the model.

2. The long time behaviour of (2.1)-(2.3) asserts that vasculature always disappears and, under con-

ditions on the parameters of the problem, tumor proliferative also disappears. Moreover, we show

numerical simulations that highlight our results.
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Chapter

3
Theoretical and numerical analysis for a

hybrid tumor model with nonlinear
diffusion depending on vasculature

In this Chapter we investigate the nonlinear parabolic PDE-ODE system considered in the introduc-

tion (1.1) for κ = 0. In particular,

∂T

∂t
−∇ · ((κ1 P (Φ, T ) + κ0)∇ T ) = f1 (T,N,Φ) in (0, Tf )× Ω

∂N

∂t
= f2 (T,N,Φ) in (0, Tf )× Ω

∂Φ

∂t
= f3 (T,N,Φ) in (0, Tf )× Ω

(3.1)

endowed with non-flux boundary condition

− (κ1 P (Φ, T ) + κ0)∇ T · n = 0 (3.2)

where n is the outward unit normal vector to ∂Ω and initial conditions

T (0, ·) = T0, N (0, ·) = N0, Φ (0, ·) = Φ0 in Ω (3.3)

and where Ω ⊂ R3 is a smooth bounded domain and Tf > 0 the final time.The nonlinear reaction terms

fi : R3 → R for i = 1, 2, 3 of (3.1) have the same definition that in (2.4) with the factor P (Φ, T )
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defined by:

P (Φ, T ) =
Φ+(

Φ+ +K

2

)
+ T+

. (3.4)

The outline of the Chapter is as follows. In Section 3.1, we present preliminary results which we

will use along the study of system (3.1)-(3.3). In Section 3.2 we prove the existence of weak-strong

solutions of (3.1)-(3.3). Section 3.3 is dedicated to the long time behaviour of the solution. Finally, in

Section 3.4 we present a numerical scheme of our model (3.1)-(3.3) which preserves the same estimates

as the continuous model.

The results of this Chapter have been published in [25].

3.1 Preliminaries
In this Section we include some necessary results to study the existence of solutions of the system

(3.1)-(3.3).

The continuity and locally lipschitz condition of functions P (Φ, T ) and fi (T,N,Φ) for i = 1, 2, 3

are proved in Lemma 2.2 of Chapter 2.

In order to define the concepts of weak and strong solution for a parabolic problem, we introduce the

following “weak” space

W2 =
{
u ∈ L∞

(
0, Tf ;L2 (Ω)

)
∩ L2

(
0, Tf ;H1 (Ω)

)
: ut ∈ L2

(
0, Tf ;

(
H1 (Ω)

)′)}
, (3.5)

and the “strong” space

S2 =
{
u ∈ L∞

(
0, Tf ;H1 (Ω)

)
∩ L2

(
0, Tf ;H2 (Ω)

)
, ut ∈ L2

(
0, Tf ;L2 (Ω)

)}
. (3.6)

W2 and S2 are Banach spaces with the respective norms:

‖u‖W2 = ‖u‖L∞(0,Tf ;L2(Ω)) + ‖u‖L2(0,Tf ;H1(Ω)) + ‖ut‖L2(0,Tf ;(H1(Ω))′),

‖u‖S2 = ‖u‖L∞(0,Tf ;H1(Ω)) + ‖u‖L2(0,Tf ;H2(Ω)) + ‖ut‖L2(0,Tf ;L2(Ω)).

Thus, we can use the following result about existence and uniqueness of weak and strong solution

for a linear parabolic problem, see for instance [20].
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Theorem 3.1. Given Ω ⊆ R3 a bounded open set and (0, Tf ) a time interval for a fixed time Tf > 0, we
consider the following linear parabolic problem

ut + L u = f in (0, Tf )× Ω,

u (0, ·) = u0 in Ω,

∂u

∂n

∣∣∣∣∣
∂Ω

= 0 on (0, Tf )× ∂Ω

(3.7)

where f ∈ L2
(
0, Tf ;L2 (Ω)

)
,

L u = −
3∑

i,j=1

(
aij (t, x) uxj

)
xi

+

3∑
i=1

bi (t, x)uxi + c (t, x)u

denotes a second-order partial elliptic differential operator with aij , bi, c ∈ L∞ (0, Tf ;L∞ (Ω)), aij =

aji and there exists C > 0 such that

3∑
i,j=1

aij (t, x) pi pj ≥ C‖p‖2, a.e. (t, x) ∈ (0, Tf )× Ω, ∀p ∈ R3.

Then:

a) For every u0 ∈ L2 (Ω), (3.7) has an unique weak solution u ∈W2 and

‖u‖W2 ≤ C
(
‖u0‖L2(Ω), ‖f‖L2(0,Tf ;L2(Ω))

)
.

b) Assume aij = δij (Kronecker delta) for i, j = 1, 2, 3 hence

L u = −∆ u+
3∑
i=1

bi (t, x)uxi + c (t, x)u.

Then, for every u0 ∈ H1 (Ω), (3.7) has an unique strong solution u ∈ S2 and

‖u‖S2 ≤ C
(
‖u0‖H1(Ω), ‖f‖L2(0,Tf ;L2(Ω))

)
.

3.2 Existence of Solution of Problem (3.1)-(3.3)

First of all, we define the concept of solution used in this Chapter.
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Definition 3.1 (Weak-Strong solution of (3.1)-(3.3)). Given T0 ∈ L∞ (Ω) and N0,Φ0 ∈ H1 (Ω) ∩
L∞(Ω) satisfying (2.7), then (T,N,Φ) is called a weak-strong solution of problem (3.1)-(3.3) if
T ∈W2, N,Φ ∈ L∞

(
0, Tf ;H1 (Ω)

)
, Nt,Φt ∈ L2

(
0, Tf ;L2 (Ω)

)
and they satisfy∫ Tf

0
〈Tt, v〉(H1(Ω))′ dt+

∫ Tf

0

∫
Ω

(κ1 P (Φ, T ) + κ0)∇T · ∇v dx dt =

∫ Tf

0

∫
Ω
f1 (T,N,Φ) v dx dt,

∀v ∈ L2
(
0, Tf ;H1 (Ω)

)
and

Nt = f2 (T,N,Φ)

a.e. in (0, Tf )× Ω

Φt = f3 (T,N,Φ)

and the boundary and initial conditions (3.2) and (3.3) are satisfied by T and (T,N,Φ), respectively.

3.2.1 Truncated problem

In order to obtain a solution of (3.1)-(3.3), we define the following truncated system of (3.1):

∂T

∂t
−∇ ·

((
κ1 P

(
ΦK

+ , T
K
+

)
+ κ0

)
∇ T

)
= f1

(
TK+ , N

C(Tf)
+ ,ΦK

+

)
∂N

∂t
= f2

(
TK+ , N

C(Tf)
+ ,ΦK

+

)
∂Φ

∂t
= f3

(
TK+ , N

C(Tf)
+ ,ΦK

+

)
(3.8)

subject to (3.2) and (3.3). We have denoted TK+ as in (2.12) and similar to ΦK
+ and N

C(Tf)
+ with C (Tf )

an exponential positive constant which depends on the final time Tf > 0 and the carrying capacity K

(see Lemma 2.5 of Chapter 2).

Once we obtain the existence of solution of the truncated problem (3.8), we will prove that this

solution is also a positive solution of (3.1)-(3.3), due to the following estimates for any possible weak-

strong solution of (3.8).

Lemma 3.1. Any weak-strong solution (T,N,Φ) of (3.8) with initial data satisfying (2.7) satisfies the
following bounds:

a) Pointwise estimates:

0 ≤ T, Φ ≤ K and 0 ≤ N ≤ C (Tf ) , a.e. in (0, Tf )× Ω. (3.9)
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b) Energy estimates:

‖T‖L∞(0,Tf ;L2(Ω)) + ‖T‖L2(0,Tf ;H1(Ω)) ≤ C
(
‖T0‖L2(Ω),K, |Ω|, Tf

)
.

Proof. a) Let (T,N,Φ) a weak-strong solution of (3.8). Since one can rewrite

f1(T,N,Φ) = T f̃1(T,N,Φ),

multiplying the first equation of (3.8) by T− and integrating in Ω, we get

1

2

d

dt

∫
Ω

(T−)2 dx+

∫
Ω

(
κ1 P

(
ΦK

+ , T
K
+

)
+ κ0

)
| ∇T− |2 dx

=

∫
Ω
T− T

K
+ f̃1

(
TK+ , N

C(Tf)
+ ,ΦK

+

)
dx = 0, a.e. in (0, Tf ) .

Hence, since T− (0, x) = 0, then T− (t, x) = 0 a.e. (t, x) ∈ (0, Tf )× Ω. To obtain the upper bound
T ≤ K, we multiply the first equation of (3.8) by (T −K)+ and integrate in Ω

1

2

d

dt

∫
Ω

(
(T −K)+

)2
dx+

∫
Ω

(
κ1 P

(
ΦK

+ , T
K
+

)
+ κ0

)
| ∇ (T −K)+ |

2 dx

=

∫
Ω
f1

(
TK+ , N

C(Tf)
+ ,ΦK

+

)
(T −K)+ dx, a.e. in (0, Tf ) .

Since f1(TK+ , N
C(Tf )
+ ,ΦK

+ ) ≤ ρ TK+ (1− TK+
K ), then

f1

(
TK+ , N

C(Tf )
+ ,ΦK

+

)
(T −K)+ ≤ ρ T

K
+

(
1−

TK+
K

)
(T −K)+ = 0.

Since (T (0, x)−K)+ = 0, then (T (t, x)−K)+ = 0 a.e. (t, x) ∈ (0, Tf )× Ω.

For the corresponding bounds of N and Φ given in (3.9), we can use the same argument as in
Lemma 2.2 of Chapter 2.

b) Using the pointwise bounds for (T,N,Φ) given in a), multiplying the first equation of (3.8) by T and
integrating in Ω, we get

1

2

d

dt

∫
Ω
T 2 dx+

∫
Ω

(
κ1 P

(
ΦK

+ , T
K
+

)
+ κ0

)
| ∇T |2 dt dx =

∫
Ω
T 2 f̃1 (T,N,Φ)

≤
∫

Ω
ρT 2 dx ≤ ρ K2 | Ω | .

Integrating in time, the proof is finished.
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By Lemma 3.1 a), for any (T,N,Φ) a weak-strong solution of (3.8), we deduce that TK+ = T ,

N
C(Tf)
+ = N and ΦK

+ = Φ and then, fi

(
TK+ , N

C(Tf)
+ ,ΦK

+

)
= fi (T,N,Φ) for i = 1, 2, 3. Hence, we

obtain the following crucial corollary

Corollary 3.1. If (T,N,Φ) is a weak-strong solution of the truncated problem (3.8), then (T,N,Φ) is
also a weak-strong solution of (3.1)-(3.3) and (T,N,Φ) satisfies the pointwise bounds (3.9).

3.2.2 Existence of Weak-Strong Solution of Problem (3.8)

Theorem 3.2. There exists a weak-strong solution (T,N,Φ) of (3.8) in the sense of Definition 3.1.

Remark 3.1. We can not guarantee the uniqueness of the weak-strong solution of (3.1)-(3.3) due to T
is not sufficiently regular by the influence of the nonlinear diffusion. Notice that, unlike in Chapter 2 and
due to nonlinear diffusion, we are not able to prove that T is a pointwise solution of (3.1).

Proof. The proof of this theorem follows the next steps:

1. Regularize the problem via an artificial diffusion with parameter ε > 0 for (N,Φ).

2. Solve the regularized problem for any fixed value of ε.

3. Taking limits ε→ 0 to get solution of the non-regularized problem (3.8).

Step 1. Regularizing the problem (3.8)

We will study the following family of regularized problems related to system (3.8). For any ε > 0. We
define (Tε, Nε,Φε) as the solution of

∂T

∂t
−∇ ·

((
κ1 P

(
ΦK

+ , T
K
+

)
+ κ0

)
∇ T

)
= f1

(
TK+ , N

C(Tf)
+ ,ΦK

+

)
∂N

∂t
− ε ∆ N = f2

(
TK+ , N

C(Tf)
+ ,ΦK

+

)
∂Φ

∂t
− ε ∆ Φ = f3

(
TK+ , N

C(Tf)
+ ,ΦK

+

)
(3.10)

with the boundary conditions

∂T

∂n

∣∣∣∣∣
∂Ω

= ε
∂N

∂n

∣∣∣∣∣
∂Ω

= ε
∂Φ

∂n

∣∣∣∣∣
∂Ω

= 0 (3.11)

and the initial conditions

T
∣∣
t=0

= T0, N
∣∣
t=0

= N0, ,Φ
∣∣
t=0

= Φ0 in Ω. (3.12)

Now, we can define the kind of solution which we will obtain
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Definition 3.2 (Weak-Strong solution of (3.10)-(3.12)). Given T0 ∈ L∞ (Ω) and N0,Φ0 ∈ L∞ (Ω) ∩
H1 (Ω), then (T,N,Φ) is called a weak-strong solution of problem (3.10)-(3.12) if T ∈W2 and
N,Φ ∈ S2 and they satisfy∫ Tf

0
〈Tt, v〉(H1(Ω))′ dt+

∫ Tf

0

∫
Ω

(
κ1 P

(
ΦK

+ , T
K
+

)
+ κ0

)
∇T · ∇v dx dt

=

∫ Tf

0

∫
Ω
f1(TK+ , N

C(Tf)
+ ,ΦK

+ ) v dx dt,

∀v ∈ L2
(
0, Tf ;H1 (Ω)

)
, the PDE system

Nt − ε ∆ N = f2

(
TK+ , N

C(Tf)
+ ,ΦK

+

)
a.e. in (0, Tf )× Ω

Φt − ε ∆ Φ = f3

(
TK+ , N

C(Tf)
+ ,ΦK

+

)
and the boundary and initial conditions (3.11) and (3.12).

Remark 3.2. It is easy to prove for T and Φ the estimates (3.9) following the same argument as in
Lemma 3.1. For N , the following differential inequality is satisfied

∂N

∂t
− ε ∆ N ≤ C1 + C2 N. (3.13)

Hence, N ≤ Ñ where Ñ is the solution of the ODE equation

∂Ñ

∂t
= C1 + C2 Ñ .

Thus, any solution of (3.10)-(3.12) satisfies that

0 ≤ T, Φ ≤ K, 0 ≤ N ≤ C (Tf ) , a.e. in (0, Tf )× Ω. (3.14)

Theorem 3.3 (Existence of weak-strong solution of (3.10)-(3.12)). There exists a weak-strong solution
(T,N,Φ) of system (3.10)-(3.12) in the sense of Definition 3.2.

3.2.2.1 Proof of Theorem 3.3
We define the following operator

R :
(
L2
(
0, Tf ;L2 (Ω)

))3 −→
(
L2
(
0, Tf ;L2 (Ω)

))3
(
T̃ , Ñ , Φ̃

)
−→ (T,N,Φ) = R

(
T̃ , Ñ , Φ̃

)
where (T,N,Φ) is the weak-strong solution of the linear and decoupled problem
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

∂T

∂t
−∇ ·

((
κ1 P

(
Φ̃K

+ , T̃
K
+

)
+ κ0

)
∇ T

)
= f1

(
T̃K+ , Ñ

C(Tf)
+ , Φ̃K

+

)
∂N

∂t
− ε ∆ N = f2

(
T̃K+ , Ñ

C(Tf)
+ , Φ̃K

+

)
∂Φ

∂t
− ε ∆ Φ = f3

(
T̃K+ , Ñ

C(Tf)
+ , Φ̃K

+

)
(3.15)

subject to (3.11) and (3.12). Observe that thanks to (3.14), a weak-strong solution of (3.10)-(3.12) is a
fixed point of R. Therefore, we look for a fixed point of R using Leray-Schauder’s theorem 2.2.

Lemma 3.2. The operator R is well defined from
(
L2
(
0, Tf ;L2 (Ω)

))3 to itself.

Proof. Using (1.11),

0 ≤ P
((

Φ̃ (t, x)
)K

+
,
(
T̃ (t, x)

)K
+

)
≤ 1, a.e. (t, x) ∈ (0, Tf )× Ω. (3.16)

On the other hand, one has∥∥∥fi(T̃K+ , Ñ
C(Tf)
+ , Φ̃K

+

)∥∥∥
L∞(0,Tf ;L∞(Ω))

≤ Ci ∀ i = 1, 2, 3, (3.17)

with Ci independent of T̃ , Ñ and Φ̃. Hence, we can apply Theorem 3.1 to conclude that there exists an
unique weak solution of (3.15) with the following regularity

(T,N,Φ) ∈W2 × S2 × S2.

In particular,
(T,N,Φ) ∈

(
L2
(
0, Tf ;L2 (Ω)

))3
.

Lemma 3.3. The operator R is compact from
(
L2
(
0, Tf ;L2 (Ω)

))3 to itself.

Proof. Let
(
T̃ , Ñ , Φ̃

)
∈
(
L2
(
0, Tf ;L2 (Ω)

))3. Then, applying the same argument of Lemma 3.2 and

estimates (3.16) and (3.17), we prove that there exists an unique (T,N,Φ) = R
(
T̃ , Ñ , Φ̃

)
such that

(T,N,Φ) is solution of (3.15) with the following estimates:∥∥∥T∥∥∥
W2

≤ C
(∥∥∥T0

∥∥∥
L2(Ω)

,K,C (Tf )

)
,

∥∥∥N∥∥∥
S2

≤ C
(∥∥∥N0

∥∥∥
L2(Ω)

,K,C (Tf )

)
,

∥∥∥Φ
∥∥∥
S2

≤ C
(∥∥∥Φ0

∥∥∥
L2(Ω)

,K,C (Tf )

)
.

(3.18)
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Hence, (T,N,Φ) is bounded in W2 × S2 × S2. Applying Aubin-Lions Theorem, we conclude that
the embedding

W2 × S2 × S2 ↪→
(
L2
(
0, Tf ;L2 (Ω)

))3
is compact. Thus, R is compact from

(
L2
(
0, Tf ;L2 (Ω)

))3 to itself.

Lemma 3.4. The operator R :
(
L2
(
0, Tf ;L2 (Ω)

))3 −→ (
L2
(
0, Tf ;L2 (Ω)

))3 is continuous.

Proof. Given (
T̃n, Ñn, Φ̃n

)
→
(
T̃ , Ñ , Φ̃

)
∈
(
L2
(
(0, Tf ) ;L2 (Ω)

))3
, (3.19)

we are going to check that

(Tn, Nn,Φn) := R
(
T̃n, Ñn, Φ̃n

)
→ R

(
T̃ , Ñ , Φ̃

)
:= (T,N,Φ) in

(
L2
(
(0, Tf ) ;L2 (Ω)

))3
.

Since (Tn, Nn,Φn) = R
(
T̃n, Ñn, Φ̃n

)
is solution of (3.15), from (3.18) we obtain that (Tn, Nn,Φn)

is bounded in W2 × S2 × S2.

By Aubin-Lions Theorem the embeddings W2 ↪→ L2
(
0, Tf ;L2 (Ω)

)
and S2 ↪→ L2

(
0, Tf ;H1 (Ω)

)
are compact, hence there exists a subsequence (Tnk , Nnk ,Φnk) ∈W2×S2×S2 and a limit (T ∗, N∗,Φ∗) ∈
W2 × S2 × S2 such that

R
(
T̃nk , Ñnk , Φ̃nk

)
= (Tnk , Nnk ,Φnk) ⇀

k→∞
(T ∗, N∗,Φ∗) weakly in W2 × S2 × S2,

R
(
T̃nk , Ñnk , Φ̃nk

)
= (Tnk , Nnk ,Φnk) →

k→∞
(T ∗, N∗,Φ∗) strongly in

(
L2
(
0, Tf , L

2 (Ω)
))3

and
(Nnk ,Φnk) →

k→∞
(N∗,Φ∗) strongly in

(
L2
(
0, Tf , H

1 (Ω)
))2

.

In particular,(
(Tnk)t , (Nnk)t , (Φnk)t

)
⇀
k→∞

((T ∗)t , (N
∗)t , (Φ

∗)t) weakly in
(
L2
(

0, Tf ;
(
H1 (Ω)

)′))3
,

(
(Nnk)t , (Φnk)t

)
⇀
k→∞

((N∗)t , (Φ
∗)t) weakly in

(
L2
(
0, Tf ;L2 (Ω)

))2
,

and

(∇Tnk ,∇Nnk ,∇Φnk) ⇀
k→∞

(∇T ∗,∇N∗,∇Φ∗) weakly in
(
L2
(
0, Tf ;L2 (Ω)

))3
.

Using the pointwise convergence(
T̃n (t, x) , Ñn (t, x) , Φ̃n (t, x)

)
→
(
T̃ (t, x) , Ñ (t, x) , Φ̃ (t, x)

)
, a.e. (t, x) ∈ (0, Tf )× Ω

57



3. Theoretical and numerical analysis for a hybrid tumor model with nonlinear
diffusion depending on vasculature

one also has((
T̃n (t, x)

)K
+
,
(
Ñn (t, x)

)C(Tf)

+
,
(

Φ̃n (t, x)
)K

+

)
→
((

T̃ (t, x)
)K

+
,
(
Ñ (t, x)

)C(Tf)

+
,
(

Φ̃ (t, x)
)K

+

)
a.e. (t, x) ∈ (0, Tf )× Ω.

Since
∥∥∥P (Φ̃K

+ , T̃
K
+

)∥∥∥
L∞(0,Tf ;L∞(Ω))

≤ 1 and P
(

Φ̃, T̃
)

is continuous in R2, applying dominated

convergence Theorem, we can deduce that

P

((
Φ̃nk

)K
+
,
(
T̃nk

)K
+

)
−→
k→∞

P
(

Φ̃K
+ , T̃

K
+

)
in Lp (0, Tf ;Lp (Ω)) , ∀p <∞. (3.20)

Since
∥∥∥f1

(
T̃K+ , Ñ

C(Tf)
+ , Φ̃K

+

)∥∥∥
L∞(0,Tf ;L∞(Ω))

≤ C and (3.19), applying dominated convergence

Theorem, we deduce that

fi

((
T̃nk

)K
+
,
(
Ñnk

)C(Tf)

+
,
(

Φ̃nk

)K
+

)
−→
k→∞

fi

(
T̃K+ , Ñ

C(Tf)
+ , Φ̃K

+

)
in Lp (0, Tf ;Lp (Ω)) for all p <∞ and for i = 1, 2, 3.

On the other hand,∇Tnk ⇀
k→∞

∇T ∗ weakly in L2
(
0, Tf ;L2 (Ω)

)
. Thus, we obtain

P

((
Φ̃nk

)K
+
,
(
T̃nk

)K
+

)
∇Tnk is bounded in L2

(
0, Tf ;L2 (Ω)

)
. Consequently,

P

((
Φ̃nk

)K
+
,
(
T̃nk

)K
+

)
∇Tnk ⇀

k→∞
P
(

Φ̃K
+ , T̃

K
+

)
∇T ∗ weakly in

(
L2
(
0, Tf ;L2 (Ω)

))3
.

Thus, passing to the limit in the problem satisfied by (Tnk , Nnk ,Φnk), we have that (T ∗, N∗,Φ∗) =

R
(
T̃ , Ñ , Φ̃

)
and since the solution R

(
T̃ , Ñ , Φ̃

)
of (3.15) is unique, we conclude the convergence of

the whole sequence, that is,

R
(
T̃n, Ñn, Φ̃n

)
= (Tn, Nn,Φn)→ R

(
T̃ , Ñ , Φ̃

)
= (T,N,Φ) in

(
L2
(
0, Tf ;L2 (Ω)

))3
.

Now we introduce a notation for vectorial norms. Given a space X and f, g, h ∈ X ,

∥∥f, g, h∥∥2

X
=
∥∥f∥∥2

X
+
∥∥g∥∥2

X
+
∥∥h∥∥2

X
.
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Lemma 3.5. If (T,N,Φ) = λ R (T,N,Φ) for some λ ∈ [0, 1], then∥∥T,N,Φ∥∥
L2(0,Tf ;L2(Ω)) ≤ C

with C > 0 independent of λ ∈ [0, 1].

Proof. For λ = 0 is trivial, hence we suppose λ ∈ (0, 1]. Let (T,N,Φ) ∈ L2
(
0, Tf ;L2 (Ω)

)
such

that (T,N,Φ) = λ R (T,N,Φ). Then (T,N,Φ) is solution of a system similar to (3.10)-(3.12) with
λ multiplying in the right hand side. Therefore, we can follow the same argument that in Lemma 3.1 to
obtain that 0 ≤ T, Φ ≤ K and 0 ≤ N ≤ C (Tf ) a.e. (0, Tf )× Ω.

Thus, (T,N,Φ) is bounded in (L∞ (0, Tf ;L∞ (Ω)))3 and also in
(
L2
(
0, Tf ;L2 (Ω)

))3 independ-
ently of λ ∈ [0, 1].

Finally, from Lemmas 3.3, 3.4 and 3.5 the operator R satisfies the hypotheses of Theorem 2.2. Thus,
we conclude that the map R has a fixed point (Tε, Nε,Φε) which is a weak-strong solution of problem
(3.10)-(3.12).

Step 2. ε-independent estimates
Once we have proved the existence of weak-strong solution for the regularized problem (3.10)-(3.12),
we are going to take ε→ 0 in order to obtain a weak-strong solution of problem (3.8).

We can deduce the following ε independent estimates for the solution (Tε, Nε,Φε):

• Following the proof of Lemma 3.1, we can obtain that

0 ≤ Tε, Φε ≤ K and 0 ≤ Nε ≤ C (Tf ) , a.e. in (0, Tf )× Ω. (3.21)

• Following the proof of Lemma 3.1 b) for the problems satisfied by Nε and Φε, we have the bounds

‖Nε,Φε‖2L∞(0,Tf ;L2(Ω))+‖∇
(√
ε Nε

)
,∇
(√
ε Φε

)
‖2
L2(0,Tf ;L2(Ω)) ≤ C

(
‖N0,Φ0‖L2(Ω), |Ω|,K, Tf

)
.

Hence,

(√
ε ∇Nε,

√
ε ∇Φε

)
is bounded in L2

(
0, Tf ;L2 (Ω)

)
. (3.22)

• From Lemma 3.1 b), we obtain that

Tε is bounded in L∞
(
0, Tf ;L2 (Ω)

)
∩ L2

(
0, Tf ;H1 (Ω)

)
.
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• From (3.22), we obtain the bounds

(√
ε ∆ Φε,

√
ε ∆ Nε

)
in L2

(
0, Tf ;

(
H1 (Ω)

)′)
. (3.23)

• Moreover, from (3.10) we obtain that


(Tε)t is bounded in L2

(
0, Tf ;

(
H1 (Ω)

)′)
,

(Nε)t , (Φε)t are bounded in L∞ (0, Tf ;L∞ (Ω))

(3.24)

because fi

((
T̃ε

)K
+
,
(
Ñε

)C(Tf)

+
,
(

Φ̃ε

)K
+

)
is bounded in L∞ (0, Tf ;L∞ (Ω)) for i = 1, 2, 3.

We will see the following additional estimate.

Lemma 3.6. Assume N0, Φ0 ∈ H1 (Ω), then Nε, Φε are bounded in L∞
(
0, Tf ;H1 (Ω)

)
.

Proof. We only make the proof for Nε because for Φε is similar. Multiplying the Nε equation by
−∆Nε ∈ L2

(
0, Tf ;L2 (Ω)

)
and integrating in Ω, we obtain

1

2

d

dt
‖∇Nε‖2L2(Ω) + ε ‖∆Nε‖2L2(Ω) dx =

∫
Ω
f2

(
(Tε)

K
+ , (Nε)

C(Tf)
+ , (Φε)

K
+

)
(−∆Nε) dx (3.25)

where the right hand side of (3.25) after integrating by parts can be bounded as follows

∫
Ω
f2

(
(Tε)

K
+ , (Nε)

C(Tf)
+ , (Φε)

K
+

)
(−∆Nε) dx ≤ C

(
‖∇Tε · ∇Nε‖L2(Ω) + ‖∇Nε‖2L2(Ω)

+‖∇Φε · ∇Nε‖L2(Ω)

)
≤ C

(
1 + ‖∇Tε‖2L2(Ω)

)
‖∇Nε, ∇Φε‖2L2(Ω).

(3.26)

Here, we have used that every partial derivative
∂f2

∂T
,
∂f2

∂N
and

∂f2

∂Φ
evaluated at

((Tε)
K
+ , (Nε)

C(Tf)
+ , (Φε)

K
+ ) is bounded in L∞ (0, Tf ;L∞ (Ω)) and the fact that

∣∣∇ (Tε)
K
+

∣∣ ≤ ∣∣∇Tε∣∣
and the same for∇ (Nε)

C(Tf)
+ and ∇ (Φε)

K
+ . Taking into account this estimate in (3.25), we obtain that

1

2

d

dt
‖∇Nε, ∇Φε‖2L2(Ω) + ε‖∆Nε, ∆Φε‖2L2(Ω) ≤ C

(
1 + ‖∇Tε‖2L2(Ω)

)
‖∇Nε, ∇Φε‖2L2(Ω).

(3.27)
Since∇ Tε is bounded in L2

(
0, Tf ;L2 (Ω)

)
, applying Gronwall Lemma, we deduce that

(∇ Nε, ∇ Φε) is bounded in L∞
(
0, Tf ;L2 (Ω)

)
.
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Hence,

(Nε, Φε) is bounded in L∞
(
0, Tf ;H1 (Ω)

)
.

Finally, integrating in time the inequality (3.27), we obtain the following bounds

‖ ∆
(√
ε Nε

)
,∆
(√
ε Φε

)
‖2
L2(0,Tf ;L2(Ω))≤ C.

Hence one has the bound of (
√
ε Nε,

√
ε Φε) in L2

(
0, Tf ;H2 (Ω)

)
.

Step 3. Taking limits as ε→ 0

Using (3.21), (3.22), (3.23), (3.24) and Lemma 3.1 b), we can conclude that there exists a subsequence
(Tε, Nε,Φε) ∈W2, with Nε, Φε ∈ L∞

(
0, Tf ;H1 (Ω)

)
and a limit (T,N,Φ) such that as ε→ 0,

Tε ⇀ T weakly in W2,

(Nε,Φε)
∗
⇀ (N,Φ) weakly * in

(
L∞

(
0, Tf ;H1 (Ω)

))2
,

(Tε)t ⇀ Tt weakly in L2
(

0, Tf ;
(
H1 (Ω)

)′)
,

((Nε)t , (Φε)t)
∗
⇀ (Nt,Φt) weakly * in (L∞ (0, Tf ;L∞ (Ω)))2 ,

∇ Tε ⇀ ∇ T weakly in L2
(
0, Tf ;L2 (Ω)

)
,

(
√
ε ∆ Nε,

√
ε ∆ Φε) ⇀ (θ1, θ2) weakly in L2

(
0, Tf ;L2 (Ω)

)
.

In particular,

(ε ∆Nε, ε ∆Φε) =
(√
ε
(√
ε ∆Nε

)
,
√
ε
(√
ε ∆Φε

))
⇀ (0, 0) weakly in L2

(
(0, Tf ) ;L2 (Ω)

)
.

From Aubin-Lions compactness Tε → T strong in L2
(
0, Tf ;L2 (Ω)

)
∩ C0

(
0, Tf ;

(
H1 (Ω)

)′)
,

(Nε,Φε)→ (N,Φ) strong in
(
C0
(
0, Tf ;L2 (Ω)

))2
.

(3.28)

Now, we will take limits in the nonlinear diffusion term in L2
(
0, Tf ;L2 (Ω)

)
. On the one hand, we

have that κ1 P (Φε, Tε)+κ0 is continuous in R2 and it is bounded in L∞ (0, Tf , L
∞ (Ω)) and for (3.28),

we obtain that (Tε,Φε)→ (T,Φ) a.e. in (0, Tf )× Ω. Hence, using dominated convergence Theorem

(
κ1 P

(
(Φε)

K
+ , (Tε)

K
+

)
+ κ0

)
→
(
κ1 P

(
ΦK

+ , T
K
+

)
+ κ0

)
in Lp (0, Tf ;Lp (Ω)) , ∀p <∞. (3.29)
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On the other hand,∇ Tε ⇀ ∇ T weakly in L2
(
0, Tf ;L2 (Ω)

)
.

Hence, since
(
κ1 P

(
(Φε)

K
+ , (Tε)

K
+

)
+ κ0

)
∇ Tε is bounded in L2

(
0, Tf ;L2 (Ω)

)
, one has

(
κ1 P

(
(Φε)

K
+ , (Tε)

K
+

)
+ κ0

)
∇ Tε ⇀

(
κ1 P

(
ΦK

+ , T
K
+

)
+ κ0

)
∇ T weakly in L2

(
0, Tf ;L2 (Ω)

)
.

Finally, for all ϕ ∈ L2
(
0, Tf ;H1 (Ω)

)
we conclude that∫ Tf

0

∫
Ω

((Tε)t , (Nε)t , (Φε)t) ϕ dx dt→
∫ Tf

0

∫
Ω

(Tt, Nt,Φt) ϕ dx dt,

∫ Tf

0

∫
Ω

(
κ1 P

(
(Φε)

K
+ , (Tε)

K
+

)
+ κ0

)
∇Tε · ∇ϕ dx dt→∫ Tf

0

∫
Ω

(
κ1 P

(
ΦK

+ , T
K
+

)
+ κ0

)
∇T · ∇ϕ dx dt,

∫ Tf

0

∫
Ω

(√
ε
(√
ε∆Nε

)
,
√
ε
(√
ε∆Φε

))
ϕ dx dt→ (0, 0) ,

∫ Tf

0

∫
Ω
fi
(
(Tε)+ , (Nε)ε , (Φε)ε

)
ϕ dx dt→

∫ Tf

0

∫
Ω
fi (T+, N+,Φ+)ϕ dx dt,

para i = 1, 2, 3.

Taking limits as ε→ 0 in (3.15), we deduce that (T,N,Φ) is a weak-strong solution of (3.8) (which
is in addition a weak-strong solution of problem (3.1)-(3.3)) where the convergence for (3.3) is obtained
thanks to (3.28).

3.3 Asymptotic behaviour
Once we have proved the existence of weak-strong solution of (3.1)-(3.3) for any finite time Tf > 0, we

are going to study the asymptotic behaviour of the solution as t→∞. In order to obtain the equilibrium

points, we solve the following nonlinear algebraic system

f1 (T,N,Φ) = 0, f2 (T,N,Φ) = 0, f3 (T,N,Φ) = 0.

Following the same argument used in Section 2.3.1 of Chapter 2, the equilibria of (3.1) are
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• P1 = {(0, 0, 0)} .

• P2 = {(0, N, 0) , N > 0} .

• P3 = {(0, 0,Φ) , Φ > 0} .

(3.30)

Remark 3.3. Observe that P1 ∪ P2 ∪ P3 is a continuum of equilibrium points.

Remark 3.4. As we said in Remark 2.6, although we assume sometimes the hypothesis N0(x) > 0 for
x ∈ Ω in the following results, this condition can be relaxed for N(t∗, x) > 0 for some t∗ ≥ 0 and for
all x ∈ Ω.

Now, we present a result of pointwise convergence to zero of the vasculature.

Lemma 3.7. Given ε > 0 and a solution (T,N,Φ) of (3.1)-(3.3), if there exists Ω̃ ⊂ Ω with | Ω̃ |> 0

such that 0 < ε ≤ N0 (x) a.e. x ∈ Ω̃, one has Φ (t, x)→ 0 when t→ +∞ a.e. x ∈ Ω̃.

The proof of this result is rather similar to Lemma 2.12 of Chapter 2 with the difference that due to

the fact that Φ (t, x) , N (t, x) ∈ L∞
(
0, Tf ;H1 (Ω)

)
, we prove Lemma 3.7 using a subdomain Ω̃ ⊂ Ω

with positive measure instead of a pointwise argument for every x ∈ Ω.

As consequence of Lemma 3.7 and that t 7→ N(t, ·) is increasing a.e. x ∈ Ω, we deduce:

Corollary 3.2. The equilibria solution P3 is unstable.

Now, we prove a comparison result that provides an uniform bound for the solution of a nonlinear

diffusion equation which we will use later:

Lemma 3.8. Let Ω ⊆ Rn a bounded set of class C2, and 0 < Tf < +∞. Given the following problems

Tt −∇ (ν (t, x, T ) · ∇ T ) = f (t, x, T ) in (0, Tf )× Ω,

T (0, x) = T0 (x) in Ω,

∂T

∂n

∣∣∣∣∣
∂Ω

= 0 in (0, Tf )× ∂Ω,

(3.31)

with ν (·, ·, T ) ∈ L∞ (0, Tf ;L∞ (Ω)) for all T ∈ R a given non-negative function,

f (·, ·, T ) ∈ L2
(
0, Tf ;H1 (Ω)

)
∀ T ∈ R

and 
yt = g (t, y) in (0, Tmax) ,

y (0) = y0

(3.32)
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with 0 < Tmax < +∞ and g ∈ C0([0, Tmax] × R) and locally lipschitz with respect y. Suppose that
(3.31) has a weak solution T ∈ W2 ∩ L∞ (0, Tf ;L∞ (Ω)) in (0, Tf ) × Ω, and (3.32) has an unique
solution y ∈ C1 ([0, Tmax]) in [0, Tmax]. If T0 (x) ≤ y0 a.e. x ∈ Ω and

f (t, x, p) ≤ g (t, p) , a.e. (t, x) ∈ (0, T∗)× Ω, ∀ p ∈ R (3.33)

with T∗ = min {Tf , Tmax}. Then,

T (t, x) ≤ y (t) , a.e. (t, x) ∈ (0, T∗)× Ω.

Proof. Let T = T (t, x) a weak solution of (3.31) in (0, Tf ) and y = y(t) the classical solution of (3.32)

in [0, Tmax] and we consider the problem which satisfies the difference T − y,



(T − y)t −∇ · (ν (t, x, T )∇ (T − y)) = f (t, x, T )− g (t, y) in (0, T∗)× Ω,

T (0, x)− y (0) = T0 (x)− y0 a.e. x ∈ Ω,

∂(T − y)

∂n

∣∣∣∣∣
∂Ω

= 0 in (0, T ∗)× ∂Ω,

(3.34)

Multiplying the first equation of (3.34) by (T − y)+ and integrating in Ω and using (3.33), we obtain
that

1

2

d

dt

∫
Ω

(T − y)2
+ dx+

∫
Ω
ν (t, x, T ) |∇ (T − y)2

+ |dx =

∫
Ω

(f (t, x, T )− g (t, y)) (T − y)+ dx

≤
∫

Ω
(g (t, T )− g (t, y)) (T − y)+ dx ≤ L

K̃

∫
Ω

(T − y)2
+ dx

since the graph of T (t, x) and y (t) belong to a compact set K̃ ⊂ R because T ∈ L∞ (0, Tf ;L∞ (Ω))

and y ∈ C1 ([0, Tmax]) and hence L
K̃

is a lipschitz constant of this compact set. Thus, we deduce

‖ (T − y)+ (t) ‖2L2(Ω) ≤ ‖ (T0 (x)− y0)+ ‖
2
L2(Ω) e

2 L
K̃
t = 0,

hence, T (t, x) ≤ y (t) a.e. (t, x) ∈ (0, T∗)× Ω.

Now, using Lemma 3.8, we are going to deduce the same results for the asymptotic behaviour of

any solution (T,N,Φ) of (3.1)-(3.3) which we proved in Lemmas 2.13 and 2.15 of Chapter 2, where

uniform convergence for (T,N,Φ) was obtained.

64



3. Theoretical and numerical analysis for a hybrid tumor model with nonlinear
diffusion depending on vasculature

Lemma 3.9. Given a solution (T,N,Φ) of (3.1)-(3.3) such that

N0 (x) ≥ Nmin
0 > 0 a.e. x ∈ Ω

and assume that

δ ≥ γ

K
. (3.35)

Then,

0 ≤ Φ (t, x) ≤ ‖Φ0‖L∞(Ω) e
−β2 Nmin

0 t, a.e. (t, x) ∈ (0,+∞)× Ω. (3.36)

In addition, it holds that if β1 6= β2, then

0 ≤ T (t, x) ≤ ‖T0‖L∞(Ω) e
−β1 Nmin

0 t +
ρ ‖Φ0‖L∞(Ω)

(β1 − β2)Nmin
0

(
e−β2 Nmin

0 t − e−β1 Nmin
0 t

)
, (3.37)

a.e. (t, x) ∈ (0,+∞)× Ω, whereas if β1 = β2, then

0 ≤ T (t, x) ≤
(
‖T0‖L∞(Ω) + ρ ‖Φ0‖L∞(Ω) t

)
e−β1 Nmin

0 t, a.e. (t, x) ∈ (0,+∞)× Ω. (3.38)

Moreover, there exists Nmax > ‖N0‖L∞(Ω) such that

N (t, x) ≤ Nmax, a.e. (t, x) ∈ (0,+∞)× Ω.

Proof. To prove (3.36) we repeat the same argument for the exponential convergence of Φ (t, x) to
zero in L∞ (0, Tf ;L∞ (Ω)) made in Lemma 2.13 of Chapter 2. To prove (3.37) and (3.38), we bound
f1 (T,N,Φ) using (3.36) as follows

f1 (T,N,Φ) ≤ ρ ‖Φ0‖L∞(Ω) e
−β2 Nmin

0 t − β1 N
min
0 T,

and we apply Lemma 3.8 taking the following linear differential problem
yt = ρ ‖Φ0‖L∞(Ω) e

−β2 Nmin
0 t − β1 N

min
0 y in (0,+∞) ,

y (0) = ‖T0‖L∞(Ω).

(3.39)

Solving (3.39) we obtain that if β1 6= β2,

y (t) = ‖T0‖L∞(Ω) e
−β1 Nmin

0 t +
ρ ‖Φ0‖L∞(Ω)

(β1 − β2)Nmin
0

(
e−β2 Nmin

0 t − e−β1 Nmin
0 t

)
, in (0,+∞) ,

and if β1 = β2,

y (t) =
(
‖T0‖L∞(Ω) + ρ ‖Φ0‖L∞(Ω) t

)
e−β1 Nmin

0 t, in (0,+∞) .

Hence, we obtain that

T (t, x) ≤ y (t) , a.e. (t, x) ∈ (0,+∞)× Ω.

Finally, we get the bound N (t, x) ≤ Nmax as in Lemma 2.13 of Chapter 2 using the upper uniform
bounds obtained for T (t, x) and Φ (t, x) previously in (3.36) and (3.37) or (3.38).
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In the following result, we study the situation when N0 (x) is close to K in the whole domain Ω.

Lemma 3.10. Assuming N0 (x) ≥ K − ε a.e. x ∈ Ω for ε small enough and a weak-strong solution
(T,N,Φ) of (3.1)-(3.3), then,

0 ≤ T (t, x) ≤ ‖T0‖L∞(Ω) e
−
(
β1(K−ε)−ρ

ε

K

)
t
, a.e. (t, x) ∈ (0,+∞)× Ω, (3.40)

and

0 ≤ Φ (t, x) ≤ ‖Φ0‖L∞(Ω) e
−
(
β2(K−ε)−γ

ε

K

)
t
, a.e. (t, x) ∈ (0,+∞)× Ω, (3.41)

In addition, if ρ
ε

K
− β1 (K − ε) < 0 and γ

ε

K
− β2 (K − ε) < 0 then, there exists Nmax >

‖N0‖L∞(Ω) such that

N (t, x) ≤ Nmax, a.e. (t, x) ∈ (0,+∞)× Ω. (3.42)

Proof. Since N is increasing in time, we get

N (t, x) ≥ N0 (x) > K − ε a.e. (t, x) ∈ (0,+∞)× Ω.

Using now that T, Φ ≥ 0, and

1− T +N + Φ

K
≤ 1− N

K
< 1− K − ε

K
=

ε

K

therefore,

∂T

∂t
−∇·((κ1 P (Φ, T ) + κ0)∇T ) = f1 (T,N,Φ) ≤ ρ T ε

K
−β1 (K − ε) T =

(
ρ
ε

K
− β1 (K − ε)

)
T.

Hence, we apply Lemma 3.8 with y0 = ‖T0‖L∞(Ω) and g (t, y) =
(
ρ
ε

K
− β1 (K − ε)

)
y to obtain

that

T (t, x) ≤ y (t) = ‖T0‖L∞(Ω) e
−
(
β1(K−ε)−ρ

ε

K

)
t
, a.e. (t, x) ∈ (0,+∞)× Ω.

Now we repeat the same argument made in Lemma 2.15 of Chapter 2 to prove the uniform ex-
ponential convergence of Φ (t, x) to zero in L∞ (0, Tf ;L∞ (Ω)) given in (3.41) and for the bound of
N (t, x) given in (3.42) using the upper uniform bounds (3.40) and (3.41) already proved for T (t, x)

and Φ (t, x).

Remark 3.5. In Lemmas 3.9 and 3.10 using thatN (·, x) is increasing in time, there existsN∗ ∈ L∞ (Ω)

with Nmax ≥ N∗ ≥ N0 a.e. in Ω such that

N (t, x)→ N∗ (x) as t→ +∞, a.e. x ∈ Ω.
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3.4 A FE numerical scheme
In this Section, we build an uncoupled and linear fully discrete scheme of (3.1)-(3.3) by means of an

Implicit-Explicit (IMEX) Finite Difference in time approximation and P1 continuous finite element with

“mass-lumping” in space. This scheme will preserve the pointwise and energy estimates that appear in

Lemmas 3.1 and 3.6 considering acute triangulations.

Now we introduce the hypotheses required along this Section.

a) Let 0 < Tf < +∞ and a bounded set Ω ⊆ R2 or R3 with polygonal or polyhedral lipschitz-

continuous boundary. We consider the uniform time partition

(0, Tf ] =

Kf−1⋃
k=0

(tk, tk+1] ,

with tk = k dt where Kf ∈ N and dt =
Tf
Kf

is the time step.

b) Let {Th}h>0 be a family of shape-regular, quasi-uniform triangulations of Ω formed by acute N-

simplexes (triangles in 2D and tetrahedral in 3D), such that

Ω =
⋃

K∈Th

K,

where h = max
K∈Th

hK, with hK being the diameter of K. Further, let Nh = {ai}i∈I be the set of all the

nodes of Th.

c) Conforming piecewise linear, finite element spaces associated to Th are assumed for approximating

H1 (Ω):

Nh =
{
nh ∈ C0

(
Ω
)

: nh|K ∈ P1 (K) ∀ K ∈ Th
}

whose Lagrange basis is denoted by {ϕa}a∈Nh .

Let Ih : C0
(
Ω
)
→ Nh be the nodal interpolation operator and consider the discrete inner product

(nh, nh)h =

∫
Ω
Ih (nh · nh) =

∑
a∈Nh

nh (a) nh (a)

∫
Ω
ϕa, ∀nh, nh ∈ Nh

which induces the discrete norm ‖nh‖h =
√

(nh, nh)h defined on Nh (that is equivalent to L2 (Ω)-

norm).

67



3. Theoretical and numerical analysis for a hybrid tumor model with nonlinear
diffusion depending on vasculature

Thus, in each time step, we consider the following linear uncoupled numerical scheme for the model

(3.1): given T kh , N
k
h ,Φ

k
h ∈ Nh, find T k+1

h , Nk+1
h ,Φk+1

h ∈ Nh in a decoupled way (first T , then Φ and

finally N ) satisfying(
δtT

k+1
h , v

)
h

+
((
κ1 P

k
h + κ0

)
∇ T k+1

h ,∇v
)

=

((
f̂1

)k
h
, v

)
h

(3.43)

δtN
k+1
h (a) =

(
f̂2

)k
h

(a) (3.44)

δtΦ
k+1
h (a) =

(
f̂3

)k
h

(a) (3.45)

∀v ∈ Nh and ∀a ∈ Nh. We have denoted

δtT
k+1
h =

T k+1
h − T kh
dt

and similarly for δtNk+1
h and δtΦk+1

h and P kh = P
(
Φk
h, T

k
h

)
. The approximation of the initial conditions

are taken as

T 0
h = Ih (T0) ∈ Nh, N0

h = Ih (N0) ∈ Nh, Φ0
h = Ih (Φ0) ∈ Nh (3.46)

where we consider for simplicity that T0, N0,Φ0 ∈ C0
(
Ω
)
.

Finally, the functions f̂i for i = 1, 2, 3 which appear in (3.43), (3.44) and (3.45), have the following

definitions:

(
f̂1

)k
h

= ρ P kh

[
T kh

(
1−

T k+1
h

K

)
− T k+1

h

(
Nk
h + Φk

h

K

)]

−α T k+1
h

√
1−

(
P kh
)2 − β1 N

k
h T

k+1
h ,

(3.47)

(
f̂2

)k
h

= α T k+1
h

√
1−

(
P kh
)2
β1 N

k
h T

k+1
h + δ T k+1

h Φk+1
h + β2 N

k
h Φk+1

h , (3.48)

(
f̂3

)k
h

= γ
T k+1
h

K

√
1−

(
P kh
)2 [

Φk
h

(
1−

Φk+1
h

K

)
− Φk+1

h

(
T kh +Nk

h

K

)]

−δ T k+1
h Φk+1

h − β2 N
k
h Φk+1

h .

(3.49)

The discretization of (3.47)-(3.49) is based in two main ideas:
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1. We take an approximation of the negative reaction terms in a linear semi-implicit form and an

explicit approximation of the positive reaction terms.

2. The sum of non-logistic reaction terms of (3.47)-(3.49) cancels, as in the continuous case.

Remark 3.6. Observe that (3.44) and (3.45) can be rewritten in a variational sense as follows:

(
δtN

k+1
h , v2

)
h

=

((
f̂2

)k
h
, v2

)
h

(3.50)

(
δtΦ

k+1
h , v3

)
h

=

((
f̂3

)k
h
, v3

)
h

(3.51)

∀vi ∈ Nh for i = 2, 3.

3.4.1 A priori energy estimates

In this part, we are going to get a priori energy estimates for the fully discrete solution T k+1
h , Nk+1

h and

Φk+1
h of (3.43), (3.44) and (3.45) which are independent of (h, k). The following two lemmas are based

on the hypothesis of acute triangulations to get a discrete maximum principle, see [12].

Lemma 3.11 (Lower bounds; positivity). Let T kh , N
k
h , Φk

h ∈ Nh such that 0 ≤ T kh , N
k
h , Φk

h in Ω.
Then, T k+1

h , Nk+1
h Φk+1

h ≥ 0 in Ω.

Proof. Let Ih((T k+1
h )−) ∈ Nh be defined as

Ih

((
T k+1
h

)
−

)
=
∑
a∈Nh

(
T k+1
h (a)

)
−
ϕa,

where
(
T k+1
h (a)

)
−

= min
{

0, T k+1
h (a)

}
. Analogously, one defines Ih((T k+1

h )+) ∈ Nh as

Ih

((
T k+1
h

)
+

)
=
∑
a∈Nh

(
T k+1
h (a)

)
+
ϕa,

where
(
T k+1
h (a)

)
+

= max
{

0, T k+1
h (a)

}
. Notice that T k+1

h = Ih((T k+1
h )−) + Ih((T k+1

h )+).

Choosing v = Ih((T k+1
h )−) in (3.43), it follows that

1

dt

∥∥∥(T k+1
h

)
−

∥∥∥2

h
+

((
κ1 P

k
h + κ0

)
∇T k+1

h ,∇Ih
((

T k+1
h

)
−

))
≤
((

f̂1

)k
h
,
(
T k+1
h

)
−

)
h

,

(3.52)
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where we have used in the left hand side that in every node a ∈ Nh,

δtT
k+1
h (a)·

(
T k+1
h (a)

)
−

=
1

dt

(∣∣∣ (T k+1
h (a)

)
−

∣∣∣2 − T kh (a) ·
(
T k+1
h (a)

)
−

)
≥ 1

dt

(∣∣∣ (T k+1
h (a)

)
−

∣∣∣2)
using that T kh (a) ≥ 0 and

(
T k+1
h (a)

)
−
≤ 0. Now, we can make the following((

κ1 P
k
h + κ0

)
∇T k+1

h ,∇Ih
((

T k+1
h

)
−

))

=

((
κ1 P

k
h + κ0

)
∇Ih

((
T k+1
h

)
−

)
,∇Ih

((
T k+1
h

)
−

))
+

((
κ1 P

k
h + κ0

)
∇Ih

((
T k+1
h

)
+

)
,∇Ih

((
T k+1
h

)
−

))
=
∥∥∥(κ1 P

k
h + κ0

)1/2
∇Ih

((
T k+1
h

)
−

)∥∥∥2

L2(Ω)

+
∑

a6=ã∈Nh

(
T k+1
h (a)

)
−

(
T k+1
h (ã)

)
+

((
κ1 P

k
h + κ0

)
∇ϕa,∇ϕã

)
.

Hence, using that
(
T k+1
h (a)

)
−

(
T k+1
h (ã)

)
+
≤ 0 if a 6= ã,

(
κ1 P

(
Φk
h, T

k
h

)
+ κ0

)
is a nonnegative

function and that
∇ϕa · ∇ϕã ≤ 0 ∀a 6= ã ∈ Nh

(owing to an acute triangulation is assumed), we deduce,((
κ1 P

k
h + κ0

)
∇T k+1

h ,∇Ih
((

T k+1
h

)
−

))
≥
∥∥∥ (κ1 P

k
h + κ0

)1/2∇Ih((T k+1
h

)
−

)∥∥∥2

L2(Ω)
.

(3.53)
Adding (3.53) in (3.52), it holds that

1

dt

∥∥∥(T k+1
h

)
−

∥∥∥2

h
+
∥∥∥ (κ1 P

k
h + κ0

)1/2∇Ih((T k+1
h

)
−

)∥∥∥2

L2(Ω)
≤
((

f̂1

)k
h
,
(
T k+1
h

)
−

)
h

≤ 0.

(3.54)

For the last inequality above, we used that in every node a ∈ Nh we have, due to the form of
(
f̂1

)k
h

given in (3.47), the following

ρ P kh (a)
(
T kh (a)

)(
T k+1
h (a)

)
−
≤ 0

and

−
(
ρ P kh (a)

(
T kh (a) +Nk

h (a) + Φk
h (a)

K

)
+ α

√
1−

(
P kh (a)

)2
+β1 N

k
h (a)

)(
T k+1
h (a)

)(
T k+1
h (a)

)
−
≤ 0.
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Therefore, from (3.54),
(
T k+1
h

)
−
≡ 0 and this implies T k+1

h ≥ 0 in Ω.

For (3.45), the same argument can be used and it is even easier. Thus, multiplying (3.45) by
(Φk+1

h (a))−,

1

dt

(
Φk+1
h (a)

)2

−
≤
(
f̂3

)k
h

(a)
(

Φk+1
h (a)

)
−
≤ 0 (3.55)

since in every node a ∈ Nh we have, due to the form of
(
f̂3

)k
h

given in (3.49), the following

γ
T k+1
h (a)

K

√
1−

(
P kh (a)

)2 (
Φk
h (a)

)(
Φk+1
h (a)

)
−
≤ 0

and

−

(
γ
T k+1
h (a)

K

√
1−

(
P kh (a)

)2(T kh (a) +Nk
h (a) + Φk

h (a)

K

)
+ δ T k+1

h (a)

+ β2 N
k
h (a)

)(
Φk+1
h (a)

)(
Φk+1
h (a)

)
−
≤ 0.

Therefore, from (3.55),
(

Φk+1
h (a)

)
−
≡ 0 ∀a ∈ Nh and this implies Φk+1

h ≥ 0 in Ω.

Finally, for (3.44) it is easy to obtain that

1

dt

(
Nk+1
h (a)

)2

−
≤
(
f̂2

)k
h

(a)
(
Nk+1
h (a)

)
−
≤ 0

since
(
f̂2

)k
h

(a) ≥ 0 in every node a ∈ Nh due to the form of
(
f̂2

)k
h

given in (3.48). Hence,(
Nk+1
h (a)

)
−
≡ 0 ∀a ∈ Nh and this implies Nk+1

h ≥ 0 in Ω.

Lemma 3.12 (Upper bounds). Let T kh , N
k
h , Φk

h ∈ Nh such that 0 ≤ T kh , Φk
h ≤ K and 0 ≤ Nk

h in Ω.
Then one has

a) T k+1
h , Φk+1

h ≤ K in Ω.

b) Nk
h ≤ N

k+1
h in Ω.

c) Nk
h ≤ C̃ (Tf ) in Ω, for all k = 1, · · · ,Kf , with C̃ independent of (h, k).

Proof. a) We argue in a similar fashion of Lemma 3.11. In this case, by writing (3.43) as

(
δt

(
T k+1
h −K

)
, v
)
h

+
((
κ1 P

k
h + κ0

)
∇
(
T k+1
h −K

)
,∇v

)
=

((
f̂1

)k
h
, v

)
h
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and taking v = Ih((T k+1
h −K)+), it follows that

1

dt

∥∥∥(T k+1
h −K

)
+

∥∥∥2

h
+
∥∥∥(κ1 P

k
h + κ0

)1/2
∇Ih

((
T k+1
h −K

)
+

)∥∥∥2

L2(Ω)

≤
((

f̂1

)k
h
,
(
T k+1
h −K

)
+

)
h

≤ 0

since in every node a ∈ Nh we have on one side that

δt

((
T k+1
h −K

)
(a)
)
·
((
T k+1
h −K

)
(a)
)

+
=
∣∣∣ ((T k+1

h −K
)

(a)
)

+

∣∣∣2
−
((
T kh −K

)
(a)
)
·
((
T k+1
h −K

)
(a)
)

+
≥
∣∣∣ ((T k+1

h −K
)

(a)
)

+

∣∣∣2
using that

((
T kh −K

)
(a)
)
≤ 0 and

((
T k+1
h −K

)
(a)
)

+
≥ 0. On other side, in every node a ∈ Nh,

due to the form of
(
f̂1

)k
h

given in (3.47), the following(
ρ P kh (a) T kh (a)

(
1−

T k+1
h (a)

K

))((
T k+1
h −K

)
(a)
)

+
≤ 0

and

−

(
(ρ P kh (a)

(
Nk
h (a) + Φk

h (a)

K

)
+ α

√
1−

(
P kh (a)

)2
+ β1 N

k
h (a)

)(
T k+1
h (a)

)((
T k+1
h −K

)
(a)
)

+
≤ 0.

Hence,
(
T k+1
h −K

)
+
≡ 0 and this implies T k+1

h ≤ K in Ω.

With a similar reasoning, now for (3.45), we get

1

dt

((
Φk+1
h −K

)
(a)
)2

+
≤
(
f̂3

)k
h

(a)
(

Φk+1
h (a)−K

)
+
≤ 0.

Hence,
(

Φk+1
h (a)−K

)
+
≡ 0 ∀a ∈ Nh and this implies Φk+1

h ≤ K in Ω.

b) Using that T kh , T
k+1
h , Φk

h, Φk+1
h , Nk

h ≥ 0, we can estimate (3.44) as follows

Nk+1
h (a)−Nk

h (a)

dt
= α T k+1

h (a)
√

1−
(
P kh (a)

)2
+ β1 N

k
h (a) T k+1

h (a)

+δ T k+1
h (a) Φk+1

h (a) + β2 N
k
h (a) Φk+1

h (a) ≥ 0.

(3.56)

Hence,
Nk
h (a) ≤ Nk+1

h (a) ∀k = 0, . . . ,Kf − 1, in Ω.
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c) Using that 0 ≤ T kh , T
k+1
h ,Φk

h,Φ
k+1
h ≤ K in Ω and for all k = 0, . . .Kf , we can bound (3.44) in the

following way

Nk+1
h (a)−Nk

h (a)

dt
≤ C1 N

k
h (a) + C2, in Ω.

Applying discrete Gronwall inequality pointwise for every a ∈ Nh, it holds that ∀k = 1, . . .Kf

Nk
h (a) ≤ N0

h(a) eC1 k dt + C2
eC1 k dt − 1

C1
≤ C

(
‖N0

h‖L∞(Ω), Tf
)

= C̃ (Tf ) . (3.57)

Thus, we have deduced an exponential upper bound for Nk
h , with a similar expression that in the

continuous estimate obtained in Lemma 3.1a), which depends on the initial data of necrosis and the
final time Tf and is independent of dt and (h, k).

Moreover, some a priori energy estimates will be obtained. To get these estimates, we define the

piecewise functions

T dth =

 T k+1
h if t ∈ ( tk, tk+1 ] ,

T 0
h if t = 0,

and the same for Ndt
h and Φdt

h .

Lemma 3.13. Given T kh , N
k
h , Φk

h ∈ Nh such that 0 ≤ T kh , Φk
h ≤ K and 0 ≤ Nk

h ≤ C̃ (Tf ) in Ω with
C̃ (Tf ) the upper finite bound defined in (3.57), then

‖T dth ‖2L2(0,Tf ;H1(Ω)) = dt

Kf∑
k=1

‖T kh ‖2H1(Ω) ≤ C

with C > 0 independent of (h, dt).

Proof. Take v = T k+1
h in (3.43) (using that

(a− b) a =
1

2

(
a2 − b2 + (a− b)2

)
≥ 1

2

(
a2 − b2

)
for all a, b ∈ R) and estimating the right hand side, it holds that

1

2

1

dt

(∥∥∥T k+1
h

∥∥∥2

h
−
∥∥∥T kh∥∥∥2

h

)
+

∫
Ω

(
κ1 P

k
h + κ0

) ∣∣∣∇T k+1
h

∣∣∣2 ≤ ρ(T kh , T k+1
h

)
h
≤ ρ K2 | Ω | .

Applying Hölder and Young’s inequalities for the last right term in every node a ∈ Nh, and adding
in all the time steps, we get the following energy estimate
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κ0 dt

Kf−1∑
k=0

‖∇ T k+1
h ‖L2(Ω) ≤

1

2

∥∥∥T 0
h

∥∥∥2

h
+ Tf ρ K

2 | Ω | .

hence the desired bound is deduced.

Before presenting the energy estimate for Ndt
h and Φdt

h in L∞
(
0, Tf ;H1 (Ω)

)
we define the Lapla-

cian in a discrete way using the discrete L2 product, that is −∆h nh ∈ Nh such that (−∆h nh, nh)h =

(∇nh,∇nh), ∀nh ∈ Nh. Now, we show a result of discrete Laplacian which we will use later.

Lemma 3.14. Given −∆h nh ∈ Nh, it holds that

‖ −∆h nh‖L2(Ω) ≤ C
1

h
‖nh‖H1(Ω) ∀nh ∈ Nh.

Proof. Choosing −∆h nh ∈ Nh as test function in the definition of discrete Laplacian, we obtain that

‖ −∆h nh‖2h = (−∆h nh,−∆h nh)h = (∇ nh,∇ (−∆h nh)) ≤ ‖∇ nh‖L2(Ω)
1

h
‖ −∆h nh‖L2(Ω)

where we have used the inverse inequality ‖nh‖H1(Ω) ≤ C
1

h
‖nh‖L2(Ω) ∀n ∈ Nh. On other hand, we

have that ‖ · ‖h and ‖ · ‖L2(Ω) are equivalent norms, hence ‖ −∆h nh‖2h ≥ C‖ −∆h nh‖2L2(Ω).

Finally, we deduce

‖ −∆h nh‖L2(Ω) ≤ C
1

h
‖∇ nh‖L2(Ω).

Lemma 3.15. Given T kh , N
k
h , Φk

h ∈ Nh such that 0 ≤ T kh , Φk
h ≤ K and 0 ≤ Nk

h ≤ C̃ (Tf ) in Ω with
C̃ (Tf ) the upper finite bound defined in (3.57), then for small enough dt, one has∥∥∥Ndt

h ,Φ
dt
h

∥∥∥
L∞(0,Tf ;H1(Ω))

≤ C

with C > 0, independent of (h, dt).

Proof. We make the proof for Ndt
h since for Φdt

h is similar. By multiplying by −∆h N
k+1
h in (3.50) , it

holds that

1

2

1

dt

(∥∥∥∇Nk+1
h

∥∥∥2

h
−
∥∥∥∇Nk

h

∥∥∥2

h

)
≤
((

f̂2

)k
h
,−∆hN

k+1
h

)
h

. (3.58)

For the right hand side, we use an extension of the Scott-Zhang interpolation operator Qh fromL2 (Ω)

to Nh (see [29, Proposition 2.4] and the references therein) in the following way
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(
f̂2,−∆hN

k+1
h

)
h

=
(
f̂2 − Qh

(
f̂2

)
,−∆hN

k+1
h

)
h

+
(
Qh

(
f̂2

)
,−∆hN

k+1
h

)
h

(3.59)

where we denoted f̂2 =
(
f̂2

)k
h

in order to simplify the notation.

Now, we bound (3.59) using that ‖f̂2 − Qh

(
f̂2

)
‖L2(Ω) ≤ Ch‖f̂2‖H1(Ω), ‖Qh

(
f̂2

)
‖H1(Ω) ≤

C‖f̂2‖H1(Ω) and Lemma 3.14 to obtain that

(
f̂2 − Qh

(
f̂2

)
,−∆hN

k+1
h

)
h

+
(
Qh

(
f̂2

)
,−∆hN

k+1
h

)
h
≤
(
f̂2 − Qh

(
f̂2

)
,−∆hN

k+1
h

)
h

+
(
∇Qh

(
f̂2

)
,∇Nk+1

h

)
≤ C h

∥∥∥f̂2

∥∥∥
H1(Ω)

1

h

∥∥∥∇Nk+1
h

∥∥∥
L2(Ω)

+ C
∥∥∥f̂2

∥∥∥
H1(Ω)

∥∥∥∇Nk+1
h

∥∥∥
L2(Ω)

≤ C
∥∥∥f̂2

∥∥∥
H1(Ω)

∥∥∥∇Nk+1
h

∥∥∥
L2(Ω)

.

In these circumstances, we can follow a similar argument to (3.26) in an discrete way

C
∥∥∥f̂2

∥∥∥
H1(Ω)

∥∥∥∇Nk+1
h

∥∥∥
L2(Ω)

≤ C
(

1 +
∥∥∥∇T kh ,∇T k+1

h ,∇Nk
h ,∇Φk

h,∇Φk+1
h

∥∥∥
L2(Ω)

)∥∥∥∇Nk+1
h

∥∥∥
L2(Ω)

≤ C
(

1 +
∥∥∥∇T kh ,∇T k+1

h ,∇Nk
h ,∇Nk+1

h ,∇Φk
h,∇Φk+1

h

∥∥∥2

L2(Ω)

)
.

Hence,

1

2

1

dt

(∥∥∥∇Nk+1
h

∥∥∥2

h
−
∥∥∥∇Nk

h

∥∥∥2

h

)
≤ C

(
1 +

∥∥∥∇T kh ,∇T k+1
h ,∇Nk

h ,∇N
k+1
h ,∇Φk

h,∇Φk+1
h

∥∥∥2

L2(Ω)

)
.

(3.60)
We can obtain a similar expression for Φdt

h

1

2

1

dt

(∥∥∥∇Φk+1
h

∥∥∥2

h
−
∥∥∥∇Φk

h

∥∥∥2

h

)
≤ C

(
1 +

∥∥∥∇T kh ,∇T k+1
h ,∇Nk

h ,∇Φk
h,∇Φk+1

h

∥∥∥2

L2(Ω)

)
. (3.61)

Adding (3.60) and (3.61), multiplying by 2 dt and adding with respect k = 0, . . . , k̃ − 1 with
0 ≤ k̃ ≤ Kf , we have (using that ‖ · ‖h is an equivalent norm to L2)

∥∥∥∇N k̃
h ,∇Φk̃

h

∥∥∥2

L2(Ω)
≤ C

Tf + dt

k̃∑
k=0

∥∥∥∇T kh ,∇Nk
h ,∇Φk

h

∥∥∥2

L2(Ω)

+ C
∥∥∥∇N0

h ,∇Φ0
h

∥∥∥2

L2(Ω)
.

(3.62)
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We can apply discrete Gronwall Lemma for any dt small enough such that C dt ≤ δ0 < 1, to obtain

∥∥∥∇N k̃
h ,∇Φk̃

h

∥∥∥2

L2(Ω)
≤ C

1− δ0

Tf + dt

Kf∑
k=0

∥∥∥∇T kh∥∥∥2

L2(Ω)
+ C

∥∥∥∇N0
h ,∇Φ0

h

∥∥∥2

L2(Ω)

 e
C

1−δ0
Tf .

Since∇T dth is bounded in L2
(
0, Tf ;L2 (Ω)

)
, we deduce,

(
∇Ndt

h ,∇Φdt
h

)
is bounded in L∞

(
0, Tf ;L2 (Ω)

)
.

Hence,

(
Ndt
h , Φdt

h

)
is bounded in L∞

(
0, Tf ;H1 (Ω)

)
.

3.4.2 Numerical Simulations

The main goals of this Section consist of:

1. Validate numerically the properties of the scheme (3.43)-(3.45), namely, the pointwise and energy

estimates.

2. Compare (3.43)-(3.45) with two simplifications schemes: The first one changing the time ap-

proximation for a completely explicit scheme and later changing the space approximation for the

scheme (3.43)-(3.45) without “mass-lumping”.

We start computing the lower and upper bounds of T k+1
h for these schemes. We consider Tf = 1,

time step dt = 10−2, mesh size h = 0.025 and the parameters are taken as:

Parameter κ1 κ0 ρ α β1 β2 γ δ K

Value 8 · 10−5 8 · 10−5 1 0.8 0.8 0.8 0.008 0.8 1

Table 3.1: Parameter values.

We take the initial vasculature Φ0 (x) = 0.5 and the initial conditions for the tumor and necrosis

given in Figure 3.1:
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(a) Initial tumor. (b) Initial necrosis.

Figure 3.1: Initial tumor and necrosis.

We show in Figure 3.2 the minimum and maximum value of T k+1
h in the first 10 time steps using

IMEX and completely explicit scheme:

1 2 3 4 5 6 7 8 9 10

-0.5

0

0.5

1

1.5

2

Min Explicit

Min IMEX

Max Explicit

Max IMEX

Figure 3.2: Pointwise estimate for T k+1
h versus time using IMEX and completely explicit scheme.

We observe that lower and upper bounds are not satisfied for the completely explicit scheme while

for IMEX scheme we get the pointwise estimates proved in Lemmas 3.11 and 3.12. Moreover, taking

the mesh size h smaller, the completely explicit scheme has a similar behaviour. Hence, we can conclude

that the explicit time approximation does not satisfy the maximum principle.

In our second numerical simulation, we compare graphically the lower bound of T k+1
h for our scheme

(3.43)-(3.45) and for the same scheme (3.43)-(3.45) but without “mass-lumping”. We consider Tf = 1,

tiem step dt = 10−2, h = 0.1 and the parameters are taken as:
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Parameter κ1 κ0 ρ α β1 β2 γ δ K

Value 8 · 10−4 8 · 10−4 1 0 0 0 0 0 1

Table 3.2: Parameter values.

We take again the initial vasculature Φ0 (x) = 0.5 and the initial conditions for the tumor and necrosis

given in Figure 3.1. We show in Figure 3.3 the minimum value of T k+1
h in 40 time step using IMEX

with “mass-lumping” and IMEX without “mass-lumping”:

5 10 15 20 25 30 35 40
-1

-0.5

0

0.5

Min IMEX & Mass-Lumping

Min IMEX & No Mass-Lumping

Figure 3.3: Minimum value of T k+1
h using IMEX with “mass-lumping” and IMEX without “mass-lumping”.

We observe how positivity is not satisfied for IMEX without “mass-lumping” while it is conserved

for IMEX with “mass-lumping”, in agreement with Lemma 3.11. Moreover, taking the time step dt

smaller, we do not get positivity for scheme (3.43)-(3.45) without “mass-lumping”. Hence, we can con-

clude that the space approximation without “mass-lumping” does not satisfy positivity.

Thus, we have proved that the completely explicit scheme and the IMEX without “mass-lumping”

do not satisfy positivity.

Finally, we are going to check the energy estimate of T k+1
h obtained in Lemma 3.13 for our scheme

(3.43)-(3.45) and for a completely explicit scheme and finite element with “mass-lumping”. Now, we

consider Tf = 0.01, the mesh size h = 0.025, the same initial condition than in Figure (3.1) and the

parameters are taken as:
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Parameter κ1 κ0 ρ α β1 β2 γ δ K

Value 2.9 · 10−7 2.9 · 10−7 1 0.0029 0.0029 0 0.0029 0.00029 1

Table 3.3: Parameter values.

We show in Figure 3.4 the value of ‖T dth ‖2L2(0,Tf ;H1(Ω)) for the different dt obtained with

Kf = 10, 60, 110, 160, 210, 260, 310, 360, 410, 460, 510.

using the IMEX and completely explicit scheme.

1 2 3 4 5 6 7 8 9 10

×10−4

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Explicit

IMEX

Figure 3.4: Value of ‖T dt
h ‖2L2(0,Tf ;H1(Ω)) versus time using IMEX and completely explicit scheme.

We observe that the difference between the value of ‖T dth ‖2L2(0,Tf ;H1(Ω))
using these two schemes

increases as dt increases.

Remark 3.7. We have presented some numerical simulations in order to verify the analytical results
of Section 3.4. In the following Chapter, we will explore the behaviour of the model depending on the
parameters using appropriate numerical simulations. In particular, we will study different situations such
as tumor growth with vasculature non-uniformly distributed. Moreover, in all the above simulations, the
hypothesis (3.35) is satisfied and hence tumor, T , and vasculature, Φ, will vanish at infinity time. When
the proliferating part of the tumor, T , goes to zero, only the necrotic part, N , remains. This situation
represents that the tumor remains encapsulated, it could not longer grow.
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Chapter

4
Determining parameters giving different

growths of a new Glioblastoma
differential model

This Chapter is dedicated to the study of numerical simulations according to the different kind of

GBM growth using the nonlinear diffusion model defined in Chapter 3.

The structure of the Chapter is the following: In Section 4.1, we present the model. In Section 4.2,

an adimesionalization of the model is showed to reduce the number of parameters. Next, in Section 4.3,

we make the study of the ring volume in relation to the parameters. Section 4.4 is devoted to study the

regularity surface of the GBM with respect to the parameters. Finally, in Section 4.5, we discuss and

summarize our results.

The results of this Chapter have been submitted to [23].
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4.1 The model
Here, we present the nonlinear diffusion model studied in Chapter 3:

∂T

∂t
−∇ · ((κ1 P (Φ, T ) + κ0)∇ T ) = f1 (T,N,Φ) in (0, Tf ]× Ω,

∂N

∂t
= f2 (T,N,Φ) in (0, Tf ]× Ω,

∂Φ

∂t
= f3 (T,N,Φ) in (0, Tf ]× Ω,

(4.1)

with non-flux boundary condition

− (κ1 P (Φ, T ) + κ0)∇ T · n = 0 (4.2)

where n is the outward unit normal vector to ∂Ω, and initial conditions

T (0, ·) = T0(x), N (0, ·) = N0(x), Φ (0, ·) = Φ0(x) in Ω. (4.3)

The domain Ω ⊂ R2 or R3 is bounded and regular and Tf > 0 is the final time. The nonlinear

reactions terms of (4.1) are defined by

f1 (T,N,Φ) := ρ T P (Φ, T )

(
1− T +N + Φ

K

)
︸ ︷︷ ︸

Tumor growth

−α T
√

1− P (Φ, T )2︸ ︷︷ ︸
Hypoxia

− β1 N T︸ ︷︷ ︸
Tumor destruction

by necrosis

, (4.4a)

f2 (T,N,Φ) := α T

√
1− P (Φ, T )2 + β1 N T + δ T Φ + β2 N Φ, (4.4b)

f3 (T,N,Φ) := γ T

√
1− P (Φ, T )2 Φ

K

(
1− T +N + Φ

K

)
︸ ︷︷ ︸

Vasculature growth

− δ T Φ︸ ︷︷ ︸
Vascular destruction

by tumor

− β2 N Φ︸ ︷︷ ︸
Vasculature destruction

by necrosis

. (4.4c)

Here, factor P (Φ, T ) will be a ratio between vasculature and tumor plus vasculature, and it is defined

as follows

P (Φ, T ) =
Φ+(

Φ+ +K

2

)
+ T+

. (4.5)
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Notice that the vasculature volume fraction P (Φ, T ) is a continuous function in R2, satisfying the point-

wise estimates

0 ≤ P (Φ, T ) ≤ 1 ∀ (T,Φ) ∈ [0,K]× [0,K]

and P (Φ, T ) = 0 for Φ = 0. On the other hand, the factor
√

1− P (Φ, T )2 acting in the hypoxia

term can be seen as a volume fraction measuring the lack of vasculature, and it has the same pointwise

estimates that P (Φ, T ).

As a reminder, the parameters in (4.1) have the following description:

Variable Description Value
κ1 Anisotropic speed diffusion cm2/day
κ0 Isotropic speed diffusion cm2/day
ρ Tumor proliferation rate day−1

α Hypoxic death rate by persistent anoxia cell/day
β1 Change rate from tumor to necrosis day−1

β2 Change rate from vasculature to necrosis day−1

γ Vasculature proliferation rate day−1

δ Vasculature destruction by tumor action day−1

K Carrying capacity cell/cm3

Table 4.1: Parameters.

In Chapter 3, problem (4.1)-(3.12) has been studied mathematically (from analysis to numerics). In

addition, the numerical scheme, that we will use in this Chapter, has been presented in Chapter 3, proving

that preserves the pointwise and energy estimates showed in Lemma 3.1.

4.2 Adimensionalization

Before showing the numerical simulations related to the different GBM growths, we make a study about

the parameters, simplifying and presenting only the simulations according to the relevant adimensional

parameters.

The first study will depend on the carrying capacity, the parameter K > 0. We consider the change

of variables

T̃ =
T

K
, Ñ =

N

K
and Φ̃ =

Φ

K
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passing the normalized capacity to 1.

Since ρ corresponds to tumor proliferation rate and is related with the time while the diffusion para-

meter κ0 is related to the spatial variable, we consider these parameters for the second adimensionaliza-

tion as our point of study. Thus, we can make the following change of the independent variables:
s = ρ t ⇒ ds = ρ dt,

y =

√
ρ

κ0
x ⇒ dy =

√
ρ

κ0
dx.

(4.6)

Applying these changes, our system (4.1) becomes to



∂T̃

∂s
−∇ ·

((
κ1

κ0
P
(

Φ̃, T̃
)

+ 1

)
∇ T̃

)
= f̃1

(
T̃ , Ñ , Φ̃

)
∂Ñ

∂s
= f̃2

(
T̃ , Ñ , Φ̃

)
∂Φ̃

∂s
= f̃3

(
T̃ , Ñ , Φ̃

)
(4.7)

where

f̃1

(
T̃ , Ñ , Φ̃

)
= T̃ P

(
Φ̃, T̃

)(
1−

(
T̃ + Ñ + Φ̃

))
− α

ρ
T̃

√
1− P

(
Φ̃, T̃

)2
−K β1

ρ
Ñ T̃ ,

f̃2

(
T̃ , Ñ , Φ̃

)
=

α

ρ
T̃

√
1− P

(
Φ̃, T̃

)2
+K

β1

ρ
Ñ T̃ +K

δ

ρ
T̃ Φ̃ +K

β2

ρ
Ñ Φ̃,

f̃3

(
T̃ , Ñ , Φ̃

)
=

γ

ρ
T̃

√
1− P

(
Φ̃, T̃

)2
Φ̃
(

1−
(
T̃ + Ñ + Φ̃

))
−K δ

ρ
T̃ Φ̃−K β2

ρ
Ñ Φ̃.

(4.8)

Hence, we can rewrite the rest of the dimensionless parameters as follows:

Dimensionless parameter κ∗1 α∗ β∗1 β∗2 γ∗ δ∗

Original parameter
κ1

κ0

α

ρ
K

β1

ρ
K

β2

ρ

γ

ρ
K

δ

ρ

Table 4.2: Dimensionless parameters.

Thus, we have reduced our model in three parameters: κ0, ρ and K. Moreover, with this sim-

plification, we could obtain the same conclusions depending on every parameter without the necessity
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to simulate the growth for different κ0 and/or ρ since the increase or decrease of κ0 and/or ρ will be

understood as an increase or decrease of the other parameters.

Remark 4.1. To simplify the notation, we consider along the Chapter: s = t, y = x, κ∗1 = κ1, α∗ = α,
β∗i = βi for i = 1, 2, γ∗ = γ, δ∗ = δ, T̃ = T , Ñ = N , Φ̃ = Φ and f̃i = fi for i = 1, 2, 3.

To get the numerical simulations we will work with an uncoupled and linear fully discrete scheme

of (4.1)-(4.3) defined in (3.43)-(3.45) by means of an Implicit-Explicit (IMEX) Finite Difference in

time approximation and P1 continuous finite element with “mass-lumping” in space. The computational

domain Ω = (−9, 9) × (−9, 9) and the final time Tf = 500. Moreover, this scheme will preserve the

pointwise and energy estimates. In the numerical setting, we construct a structured triangulation {Th}h>0

of Ω such that Ω =
⋃

K∈Th

K with the partitioning the edges of the boundary of Ω into 45 subintervals,

corresponding with the mesh size h = 0.4. Finally, the time step size is chosen as dt = 10−3.

In all the simulations we consider necrosis zero initially and the initial tumor is given by Figure 4.1:

Figure 4.1: Initial tumor.

The initial condition for vasculature will change depending on the kind of tumor growth studied

4.3 Ring width
Based on the study [47], we know that tumors with a thick tumor ring have the worst prognosis, see

Figure 1.2. Hence, in order to detect in our model which parameter/s could have more influence in the

ring width, we will present numerical simulations according to quantify the tumor-ring with respect to

the density of tumor and necrosis. For every simulation, we will change the value of one parameter and

checking how the tumor growth changes. Moreover, along this Section, we take the initial vasculature
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defined uniformly in space.

Since we keep in mind tumor and necrosis, we move the parameters appearing in tumor and necrosis

equations, these are, κ1, α and β1. In all the simulations the value of γ, δ and β2 are fixed (see

Table 4.3).

Variable γ δ β2

Value 0.255 2.55 2.55

Table 4.3: Fixed value parameters.

For the variable parameters, κ1, α and β1, we will take the following values (see Table 4.4).

Variable (Fixed value) κ1 (55) α (45) β1 (27.5)

Ranges [10, 100] [10, 100] [5, 50]

Table 4.4: Variable value parameters.

Finally, the chosen criterion in order to capture the prognosis of tumors will be through the total

density of the tumor. That is, we will consider the tumor with more amount of density as the tumor with

the worst prognosis.

4.3.1 Tumor Ring quotient

To start with, we show the graphs according to the ratio between proliferative tumor density,
∫

Ω
T dx

and total tumor density,
∫

Ω
(T +N) dx, for the different values of κ1, α and β1 taken in Table 4.4. For

that, we have defined the following “ring quotient” (RQ) coefficient:

0 ≤ RQ =

∫
Ω
T dx∫

Ω
(T +N) dx

≤ 1. (4.9)

Thus, we can conclude that if RQ is near to zero, tumor ring will be slim due to there exists a high

density of necrosis whereas if RQ is close to one, tumor ring will be thick.
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(a) RQ versus time for κ1.
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(b) RQ versus time for α.
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(c) RQ versus time for β1.

Figure 4.2: RQ versus time for κ1, α and β1.

Since RQ measures the tumor rings, we see in Figs 4.2a-4.2c how the model captures three kinds of

tumor ring changing mainly the parameters κ1, α or β1.

Comparing Figs 4.2a-4.2c, we appreciate as the change in α has a greater influence in tumor rings

than κ1 and β. Hence, the best configurations to obtain a slim (resp. thick) ring would be choose a big

(resp. small) α.

4.3.2 Density tumor growth

Now, we measure the amount of density of total tumor in order to obtain the different tumor growths

related to different values of κ1, α and β.

87



4. Determining parameters giving different growths of a new Glioblastoma
differential model

In Figure 4.3, we compare
∫

Ω
(T +N) dx for the different values of κ1, α and β1 chosen in

Table 4.4.
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(a)
∫

Ω

(T +N) dx versus time for κ1.
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(b)
∫

Ω

(T +N) dx versus time for α.
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(c)
∫

Ω

(T +N) dx versus time for β1.

Figure 4.3:
∫

Ω

(T +N) dx versus time for κ1, α and β1.

We see in Figure 4.3 that the parameters κ1 and α produce more variation than β1 in the total tumor

density.

With respect to α, see Figure 4.3b, we get the maximum density for α = 10 due to low hypoxia al-

lows a higher tumor growth than for high hypoxia. Thus, the minimum density is obtained for α = 100.

In the case of κ1, see Figure 4.3a, the difference between the two total densities is lower than for α. The

maximum and minimum densities are achieved for κ1 = 100 and κ1 = 10, respectively.
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Furthermore, the highest density is obtained for α = 10 while the density for α = 100 and κ1 = 10

are similar.

For the previous considerations, we can conclude that α is the most important parameter in relation

to the tumor ring and α and κ1 have more relevancy for total density in the tumor growth than β1.

4.4 Regularity surface

In this Section, we based on the study [49], which concludes that tumors with a high irregularity in their

surface have the worst prognosis, see Figure 1.3.

We know that our model (4.7) can get different regularities for the tumor surfaces as we see in Figure

4.4, where we show in Figure 4.4a the tumor growth with the initial vasculature uniformly distributed in

the space, similar to the previous Section, and in Figure 4.4b the tumor growth with the initial vasculature

distributed in three zones with different concentrations of vasculature:

(a) Tumor growth with vasculature
uniformly distributed.

(b) Tumor growth with vasculature
non-uniformly distributed.

Figure 4.4: Tumor growth for different distributions of vasculature

Thus, we see as our model captures tumor growths with regular or irregular surface due to the speed

of the tumor diffusion function of tumor depends on the vasculature. We remember that the adimension-

alized diffusion term is defined by ∇ · ((κ1 P (Φ, T ) + 1)∇ T ) with κ1 > 0 and P (Φ, T ) defined in

(4.5). In particular, the parameter κ1 regulates the influence of the vasculature spatial distribution in the

regularity surface of the tumor.
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In order to detect which parameter could be more effective for the regularity surface of the tumor, we

show some simulations moving the value of one parameter and checking how the tumor growth changes.

Since we focus our criteria on tumor and vasculature, we are going to move the parameters which

appear in their equations, that is, κ1, α, β1, β2, γ and δ.

For these parameters we take the following values:

Variable (Fixed value) κ1 (55) α (45) β1 (27.5) β2 (2.55) γ (0.255) δ (2.55)

Ranges [10, 100] [10, 100] [5, 50] [0.1, 5] [0.01, 0.5] [0.1, 5]

Table 4.5: Variable value parameters.

In the following simulations, the initial vasculature is distributed in various zones with different

concentrations along the domain as we can see in Figure 4.5:

Figure 4.5: Initial vasculature.

We remember that initial tumor is defined as in Figure 4.1 and necrosis is initially zero.

4.4.1 Regularity Surface quotient

We start showing the simulations according to the following quotient between the area occupied by the

total tumor (tumor and necrosis) and the area of a sphere whose radio is equal to the maximum radio of

the tumor, that is the smallest sphere containing the tumor. Thus, we show this difference for the different

values of κ1, α, β1, γ, δ and β2 chosen in Table 4.5. For this, we have considered the following “surface
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quotient” (SQ) coefficient:

0 ≤ SQ =

∫
Ω

(T +N)min dx

π · (Rmax)2 ≤ 1 (4.10)

where (T +N)min and Rmax are defined as follows:

(T +N)min =


1 if T +N ≥ 0.001,

0 otherwise.
(4.11)

Rmax = max {radio of the subdomain where (T +N)min = 1} . (4.12)

Thus, we could conclude that if SQ is near to zero, the surface will be irregular whereas if SQ is

close to one, the surface will be regular.

(a) SQ versus time for κ1. (b) SQ versus time for α.
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(c) SQ versus time for β1.
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(d) SQ versus time for γ.
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(e) SQ versus time for δ.
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(f) SQ versus time for β2.

Figure 4.6: SQ versus time for κ1, α, β1, γ, δ and β2.

Remark 4.2. Due to the size of mesh considered, at the beginning of the pictures given in Figure 4.6, the
value of SQ is larger than 1 and it is observed oscillations in the graphs of SQ. Indeed, if we consider
a mesh size smaller, these initial values of SQ and the oscillations can be corrected. However, it is not
completely necessary the use of a mesh size smaller since we obtain the same behaviour (in average) for
the mesh considered initially and we reduce the computational time.

We see in Figs 4.6a-4.6f how our model can differentiate two kinds of tumor growth changing

mainly the parameters κ1 and/or α, see Figs 4.6a, and 4.6b, respectively while the variation in the para-

meters β1, γ, δ and β2 do not change the irregularity of tumor growth as we see in Figs 4.6c-4.6f .

Once we have identified that the more important parameters for the regularity surface are κ1 and α,

we measure the area of total tumor for the different values of κ1 and α taken in Figs 4.6a and 4.6b.

4.4.2 Area

Here, we will compare the area occupied by total tumors for the different values of κ1 and α. In order to

measure this area, we consider:

∫
Ω

(T +N)min dx (4.13)

where (T +N)min is defined in (4.11).

In the following graphs we show the area of total tumor (tumor and necrosis) for the different values

of κ1 and α chosen in Table 4.5.
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(a) Area of total tumor versus time for κ1. (b) Area of total tumor time for α.

Figure 4.7: Area of total tumor versus time for κ1 and α.

We see in Figure 4.7 how the largest area corresponds to α = 10. For κ1 = 100, we also obtain a

high area due to the large value of anisotropic speed diffusion κ1. Finally, for κ1 = 10 and α = 100,

total area has a similar variation due to the effect of low diffusion in the case of κ1 = 10 and high tumor

destruction for hypoxia in the case of α = 100.

Thus, we deduce that the variation speed of total area is not constant for the different values of κ1

and α considered in Figure 4.7. However, if we consider the ”surface quotient” (SQ), we obtain a similar

variation between the different values of κ1 and α, see Figure 4.6. Hence, the factor which modifies this

variation is the term Rmax, defined by 4.12 . Moreover, Rmax will change more with the variation of α

that for different values of κ1 since the variation of SQ for κ1, Figure 4.6a, is bigger than for α, Figure

4.6b.

4.4.3 Tumor growth

In this part, we will show the tumor growth for κ1 = 100 and α = 10 in five time steps in order to see

the spatial growth of tumor. The rest of parameters take the values showed in Table 4.5.
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(a) t = 50 (b) t = 100 (c) t = 150 (d) t = 200 (e) t = 250

Figure 4.8: Irregular tumor growth for κ1 = 100.

(a) t = 50 (b) t = 100 (c) t = 150 (d) t = 200 (e) t = 250

Figure 4.9: Tumor growth for α = 10.

We observe a faster tumor growth for κ1 = 100 than for α = 10 in each time step. However, the

amount of tumor for α = 10 is higher than for κ1 = 100. These results are in concordance with the

obtained in Figs 4.6a and 4.6b, where we see more irregularity for κ1 = 100 than for α = 10, and Figs

4.7a and 4.7b, where the area for α = 10 is higher than for κ1 = 100. Furthermore, from Figure 4.8b,

we observe that the maximum value of tumor is lower than the critical value of 0.001 given in (4.11)

whereas in Figure 4.9 there are always zones where tumor achieves this critical value. Hence, it is normal

that the area of total tumor for α = 10 be higher than for κ1 = 100.

Therefore, we can conclude that κ1 and α are the parameters more relevant in the irregular surface

of tumor and α is the most important parameter for total area in the tumor growth.

4.5 Discussion

In this Chapter, we have presented a differential system for modelling the GBM growth for which we

capture two properties according this kind of brain tumor: the ring width and the regularity of the tumor

surface.

In order to detect these phenomena, we have made a numerical study with respect to the parameters

of the model. After the simulations and the results obtained, we have proved that the parameters more
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relevant according to the tumor growth are κ1 and α.

For the tumor ring, where the vasculature is uniformly distributed, the results show that α is the

most relevant parameter as we can observe in Figs 4.2a-4.2c. In the case of surface regularity, where

the vasculature is non-uniformly distributed, the parameter which produce more irregularity in the tumor

surface is κ1, see Figs 4.6a-4.6f .

However, for the total area in the surface regularity, the parameter α achieves the highest area for

α = 10. Furthermore, in Section 4.4.3, despite the areas for κ1 = 100 and α = 10 seem similar, the

critical value from which the tumor is considered, defined in (4.11), occupies more space for α = 10

than for κ1 as we can see in Figs 4.9e and 4.8e. Hence, we can conclude that not only is α the main

parameter for the tumor ring, but also it can increase or decrease the amount of total area with higher

influence than κ1.

Finally, we have reduced our study from 9 initial parameters to 2 essentials parameters which determ-

ine the both main issues of GBM; the different tumor rings and the regular or irregular tumor surface. We

have showed that α is the most relevant parameter related to the density and area of tumor independently

the distribution of the vasculature.
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Chapter

5
A priori estimates for a tumor

chemotaxis model and for a numerical
scheme

In this Chapter we analyse the chemotaxis model presented in the Introduction (1.1) for κ1 = 0.

Particularly,



∂T

∂t
− κ0 ∆T + κ ∇ · (T ∇Φ) = f1 (T,N,Φ)

∂N

∂t
= f2 (T,Φ)

∂Φ

∂t
= f3 (T,N,Φ)

(5.1)

endowed with non-flux boundary condition

(−κ0 ∇T + κ T ∇Φ) · n = 0 (5.2)

where n is the outward unit normal vector to ∂Ω and initial conditions

T (0, ·) = T0, N (0, ·) = N0, Φ (0, ·) = Φ0 in Ω, (5.3)
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and where Ω ⊂ R3 is a smooth bounded domain and Tf > 0 the final time. The nonlinear reactions

functions fi : R3 → R for i = 1, 2, 3 of (5.1), have the following form

f1 (T,N,Φ) := ρ P (Φ, T ) T

(
1− T +N + Φ

K

)
− α S(Φ, T ) T

f2 (T,N,Φ) := α S(Φ, T ) T + δ Q (Φ, T ) Φ

f3 (T,N,Φ) := γ R (Φ, T ) Φ

(
1− T +N + Φ

K

)
− δ Q (Φ, T ) Φ

(5.4)

where the ρ, α, δ, γ,K > 0 are defined in Table 1.1 and the dimensionless factors P (Φ, T ), S (Φ, T ),

R (Φ, T ) and Q (Φ, T ) are generic factors satisfying the constraints (5.6)-(5.10).

In order to obtain some estimates of the solutions of (5.1)-(5.3) (see (5.13)), we define the following

truncated system of (5.1):

∂T

∂t
− κ0 ∆T + κ ∇ · (T+ ∇Φ) = f1

(
T+, N+,Φ

K
+

)
∂N

∂t
= f2 (T+,Φ+)

∂Φ

∂t
= f3

(
T+, N+,Φ

K
+

)
(5.5)

subject to (5.2) and (5.3). We have denoted ΦK
+ , T+ and N+ as in (2.12).

The main contributions of this Chapter are the following:

Theorem 5.1 (A priori estimates). Any regular enough solution (T,N,Φ) of (5.5)-(5.3) verifying (2.7),
satisfies that:

a)
0 ≤ Φ ≤ K, T ≥ 0 and N ≥ 0, a.e. in (0, Tf )× Ω

and
T, N are bounded in L∞

(
0, Tf ;L1 (Ω)

)
.

b) Assume that there exists a constant C1 > 0 such that

C1 P (Φ, T ) ≥ R (Φ, T ) Φ ∀ 0 ≤ Φ ≤ K, and T ≥ 0 (5.6)

and
ρ ≥ κ

κ0
γ C1, (5.7)

98



5. A priori estimates for a tumor chemotaxis model and for a numerical scheme

then
T, N are bounded in L∞ (0, Tf ;L∞ (Ω)) .

c) Assume (5.6)-(5.7) and that there exist constants Ci > 0 for i = 2, 3, 4 such that for all
0 ≤ Φ ≤ K and T ≥ 0, ∣∣∣∂ (R (Φ, T ) Φ)

∂ Φ

∣∣∣, ∣∣∣∂ (R (Φ, T ) Φ)

∂ T

∣∣∣ ≤ C2, (5.8)∣∣∣∂ (Q (Φ, T ) Φ)

∂ Φ

∣∣∣, ∣∣∣∂ (Q (Φ, T ) Φ)

∂ T

∣∣∣ ≤ C3 (5.9)

and ∣∣∣∂ (S (Φ, T ) T )

∂ Φ

∣∣∣, ∣∣∣∂ (S (Φ, T ) T )

∂ T

∣∣∣ ≤ C4, (5.10)

then
∇N, ∇Φ are bounded in L∞

(
0, Tf ;L2 (Ω)

)
,

and
∇T is bounded in L2

(
0, Tf ;L2 (Ω)

)
.

By Theorem 5.1 a), for any (T,N,Φ) solution of (5.5), we deduce that

T+ = T , N+ = N and ΦK
+ = Φ and then, fi

(
T+, N+,Φ

K
+

)
= fi (T,N,Φ) for i = 1, 3 and

f2

(
T+,Φ

K
+

)
= f2 (T,Φ). Hence, we obtain the following crucial corollary:

Corollary 5.1. If (T,N,Φ) is a solution of the truncated problem (5.5), then (T,N,Φ) is also a solution
of (5.1)-(5.3) and (T,N,Φ) satisfies the estimates of Theorem 5.1.

Remark 5.1. An example of dimensionless factors P (Φ, T ), S (Φ, T ), R (Φ, T ) and Q (Φ, T ) can be
the following:

P (Φ, T ) =
Φ

Φ + T
, S (Φ, T ) =

K − Φ

T + Φ +K

Q (Φ, T ) =
T

Φ + T
, R (Φ, T ) =

T

T 2

K
+ Φ +K

(5.11)

Observe that the dimensionless factors P (Φ, T ) andR (Φ, T ) chosen in (5.11) satisfy the constraint
imposed above in (5.6). Indeed,

R (Φ, T ) Φ

P (Φ, T )
=

T (Φ + T )

T 2/K + Φ +K
≤ C1

for some C1 > 0.

In Section 5.2, we design a Finite Element numerical scheme, computing
(
Φh
k , T

h
k , N

h
k

)
as an ap-

proximation of (Φ(tk, ·), T (tk, ·), N(tk, ·)) where tk is a partition of the time interval (0, Tf ) and h is

the mesh size.

99



5. A priori estimates for a tumor chemotaxis model and for a numerical scheme

Theorem 5.2 (Discrete version of Theorem 5.1 a)). Scheme (5.43)-(5.49) has an unique solution satis-
fying the first pointwise estimates of Theorem 5.1 a), these are:

0 ≤ Φk
h ≤ K, T kh ≥ 0 and Nk

h ≥ 0, in Ω. (5.12)

The outline of the paper is as follows. In Section 5.1, we prove Theorem 5.1. In Section 5.2 we build

a numerical scheme which preserves the a priori estimates of the continuous model given in

Theorem 5.1 a). Finally, the more technical part of the proof of Theorem 5.1 b), obtained via an Alikakos’

argument, is given in an Appendix.

The results of this Chapter have been submitted to [26].

5.1 A priori estimates of the solutions of (5.1)-(5.3)
5.1.1 Proof of Theorem 5.1 a)

Lemma 5.1. Assuming the constraint (2.7) of initial data, any solution (T,N,Φ) of the truncated prob-
lem (5.5) satisfy the following pointwise estimates:

0 ≤ Φ ≤ K, T ≥ 0 and N ≥ 0, a.e. in (0, Tf )× Ω. (5.13)

Proof. Let (T,N,Φ) be a solution of (5.5). Since one can rewrite f1(T+, N+,Φ
K
+ ) = T+ f̃1(T+, N+,Φ+),

multiplying the first equation of (5.5) by T− and integrating in Ω, we get

1

2

d

dt

∫
Ω

(T−)2 dx+ κ0

∫
Ω
| ∇T− |2 dx =

∫
Ω
T− T

K
+ f̃1

(
TK+ , N+,Φ

K
+

)
dx = 0, a.e. in (0, Tf ) .

Hence, since T− (0, x) = 0, then T− (t, x) = 0 a.e. (t, x) ∈ (0, Tf ) × Ω. We repeat the same
argument for the other two equations of (5.5) using now that

Φ− f3

(
T+, N+,Φ

K
+

)
= 0 and N− f2 (T+,Φ+) ≤ 0.

To obtain the upper bound Φ ≤ K, we multiply the third equation of (5.5) by (Φ−K)+ and integrate
in Ω,

1

2

d

dt

∫
Ω

(
(Φ−K)+

)2
dx =

∫
Ω
f3

(
T+, N+,Φ

K
+

)
(Φ−K)+ dx, a.e. in (0, Tf ) .

Since f3(T+, N+,Φ
K
+ ) ≤ γ ΦK

+ (1− ΦK+
K ), then f3(T+, N+,Φ

K
+ )(Φ−K)+ ≤ 0. As

(Φ (0, x)−K)+ = 0, then (Φ (t, x)−K)+ = 0 a.e. (t, x) ∈ (0, Tf )× Ω.
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Lemma 5.2. Under hypotheses of Lemma 5.1, any solution of (T,N,Φ) satisfies the estimates:

‖T‖L∞(0,Tf ;L1(Ω)) + ‖
√
P (Φ, T ) T‖L2(0,Tf ;L2(Ω)) ≤ C (ρ,K, |Ω|, Tf ) , (5.14)

‖N‖L∞(0,Tf ;L1(Ω)) ≤ C (ρ, α, δ,K, |Ω|, Tf ) . (5.15)

Proof. Let (T,N,Φ) be a solution of (5.5). Integrating in Ω the first equation of (5.5) and using that
P (Φ, T ) , S (Φ, T ) ≥ 0, we obtain that

d

dt

∫
Ω
T dx =

∫
Ω
ρ P (Φ, T ) T dx−

∫
Ω
ρ P (Φ, T )

T 2

K
dx−

∫
Ω
ρ P (Φ, T ) T

N + Φ

K︸ ︷︷ ︸
≥0

dx

−
∫

Ω
α S (Φ, T )T︸ ︷︷ ︸

≥0

dx ≤
∫

Ω
ρ P (Φ, T ) T dx− 1

K

∫
Ω
ρ P (Φ, T )T 2 dx.

Thus,

d

dt

∫
Ω
T dx+

1

K

∫
Ω
ρ P (Φ, T )T 2 dx ≤

∫
Ω
ρ P (Φ, T ) T dx.

Rewriting P (Φ, T ) T =
√
P (Φ, T )

√
P (Φ, T ) T and applying Young’s inequality for the right

side, we get,

d

dt

∫
Ω
T dx+

1

K

∫
Ω
ρ P (Φ, T )T 2 dx ≤ ρ

(
1

2 K

∫
Ω
P (Φ, T )T 2 dx+

K

2

∫
Ω
P (Φ, T )

)
.

Hence, using that P (Φ, T ) ≤ 1, we conclude that

d

dt

∫
Ω
T dx+

ρ

2 K

∫
Ω
P (Φ, T )T 2 dx ≤ ρ K

2
|Ω|.

Integrating in (0, t) for 0 < t ≤ Tf , we obtain that

‖T (t, ·) ‖L1(Ω) +
ρ

2 K

∫ t

0

∫
Ω
P (Φ, T )T 2 dx dt ≤ Tf

ρ K

2
|Ω|, ∀t ∈ (0, Tf )

whence we deduce (5.14).

To prove (5.15), we integrate the second equation of (5.5) in Ω× (0, t), with 0 < t ≤ Tf ,

‖N (t, ·) ‖L1(Ω) ≤ α
∫ t

0

∫
Ω
T dx dt+ δ

∫ t

0

∫
Ω

Φ dx dt

where we have used (1.19). Thus, using that Φ ≤ K and the bound obtained for T in (5.14), we get
(5.15).
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5.1.2 Proof of Theorem 5.1 b)

In order to obtain the L∞ estimate for T , firstly we make a change of variable such that we rewrite the

diffusion term and chemotaxis term as an unique diffusion term depending on the new variable. In fact,

we consider:

w = log (T )− χ Φ⇔ T = ew eχ Φ = eχ Φ u (5.16)

with u = ew and χ =
κ

κ0
.

Thus, the first equation of (5.1) changes to

(
eχ Φ u

)
t
− κ0∇ ·

(
eχ Φ ∇ u

)
= f1

(
eχ Φ u,N,Φ

)
(5.17)

and the boundary condition (5.2) to

∇u · n = 0. (5.18)

Lemma 5.3 (Proof of Theorem 5.1 b)). Assume hypotheses on the factors (5.6) and on the parameters
(5.7). Then, given any solution (T,N,Φ) of (5.5), it holds that u is bounded in L∞ (0, Tf ;L∞ (Ω)) and
∇u is bounded in L2

(
0, Tf ;L2 (Ω)

)
. Moreover, T and N are bounded in L∞(0, Tf ;L∞(Ω)).

Proof. To obtain the L∞ estimates for T and N , taking into account the L∞ estimates for Φ, it suffices
that u be L∞. The proof of u is based in Lp estimates with an Alikakos’ argument. Let (T,N,Φ) be a
solution of (5.5). We multiply (5.17) by up−1 (for any p ≥ 2), and analyse term by term:

• Time derivative term: (
eχ Φ u

)
t
up−1 = χ Φt e

χ Φ up +
1

p
eχ Φ (up)t (5.19)

and the second term of the right side of (5.19) can be expressed as

1

p
eχ Φ (up)t =

1

p

(
eχ Φ up

)
t
− χ

p
eχ Φ up Φt. (5.20)

Hence, from (5.19) and (5.20),(
eχ Φ u

)
t
up−1 =

1

p

(
eχ Φ up

)
t
+
p− 1

p
χ Φt e

χ Φ up. (5.21)

• Nonlinear diffusion term:

−κ0∇ ·
(
eχ Φ ∇ u

)
up−1 = −κ0 ∇ ·

(
eχ Φ (∇ u)up−1

)
+ κ0 e

χ Φ (p− 1) up−2 | ∇ u |2

= −κ0 ∇ ·
(
eχ Φ (∇ u)up−1

)
+ κ0 e

χ Φ (p− 1)
4

p2
| ∇(up/2) |2 .

(5.22)
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• Reaction term:

f1

(
eχ Φ u,N,Φ

)
up−1 = ρ P (Φ, T ) eχ Φ up

(
1− eχ Φ u+N + Φ

K

)
− α S (Φ, T ) eχ Φ up.

(5.23)

Rewriting in (5.21) the function Φt as f3

(
eχ Φ u,N,Φ

)
and adding (5.21), (5.22) and (5.23), we

get:

1

p

(
eχ Φ up

)
t
− κ0 ∇ ·

(
eχ Φ (∇ u)up−1

)
+ κ0 e

χ Φ (p− 1)
4

p2
| ∇(up/2) |2 +α S (Φ, T ) eχ Φ up

+

(
ρ P (Φ, T )−

(
p− 1

p

)
χ γ R (Φ, T ) Φ

)
eχ Φ up

(
eχ Φ u+N + Φ

K

)

=

(
ρ P (Φ, T )−

(
p− 1

p

)
χ γ R (Φ, T ) Φ

)
eχ Φ up +

χ

p
eχ Φ up δ Q (Φ, T ) Φ.

(5.24)
Due to hypothesis (5.6) and (5.7), it is easy to see in (5.24) that,

ρ P (Φ, T )−
(
p− 1

p

)
χ γ R (Φ, T ) Φ ≥ 0.

Using now that 0 ≤ Φ ≤ K, (1.19) and (5.7) we obtain that

1

p

(
eχ Φ up

)
t
− κ0 ∇ ·

(
eχ Φ (∇ u)up−1

)
+ κ0 e

χ Φ (p− 1)
4

p2
| ∇(up/2) |2 +α S (Φ, T ) eχ Φ up

≤ C eχ Φup

(5.25)
with C > 0. Integrating (5.25) in Ω, it holds that

1

p

d

dt

∫
Ω
eχ Φ up dx+ ν (p− 1)

4

p2

∫
Ω
eχ Φ | ∇(up/2) |2 dx+ α

∫
Ω
S (Φ, T ) eχ Φ up dx

≤ C
∫

Ω
eχ Φup dx.

(5.26)

withC > 0 independent of p (along the proof, we will denote byC different constants independent of p).

Using the auxiliary variable w = up/2, we can rewrite (5.26) as follows
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1

p

d

dt
‖e

χ Φ
2 w‖2L2(Ω) + 4 κ0

(p− 1)

p2
‖e

χ Φ
2 ∇w‖2L2(Ω) ≤ C ‖e

χ Φ
2 w‖2L2(Ω). (5.27)

Thus, applying Gronwall’s lemma, we deduce for p = 2 that

∇u is bounded in L2
(
0, Tf ;L2 (Ω)

)
.

Now, using the following equivalent norms with constants independent of p

‖z‖2L2(Ω) ≤ ‖e
χ Φ
2 z‖2L2(Ω) ≤ e

χ K‖z‖2L2(Ω), (5.28)

multiplying (5.27) by p and using that
p− 1

p
≥ 1

2
for any p ≥ 2, we obtain that

d

dt
‖e

χ Φ
2 w‖2L2(Ω) + 2 ν ‖∇w‖2L2(Ω) ≤ C p ‖w‖2L2(Ω). (5.29)

We are going to apply the following Gagliardo-Nirenberg interpolation inequality
([27, Theorem 10.1])

‖w‖2L2(Ω) ≤ ε‖∇ w‖2L2(Ω) + C

(
1

ε

)n/2
‖w‖2L1(Ω) (5.30)

with ε > 0 and n the dimension of Ω (in this case n = 3). Applying (5.30) for ε =
ν

C p
in the right

hand side of (5.29), we deduce that

d

dt
‖e

χ Φ
2 w‖2L2(Ω) + κ0 ‖∇w‖2L2(Ω) ≤ C p2 ‖w‖2L1(Ω). (5.31)

Using (5.30) in (5.31) but now for ε = ν, it holds that

d

dt
‖e

χ Φ
2 w‖2L2(Ω) + ‖w‖2L2(Ω) ≤ C

(
p2 + 1

)
‖w‖2L1(Ω). (5.32)

Finally, due to (5.28), we can deduce that

d

dt
‖e

χ Φ
2 w‖2L2(Ω) + C1 ‖e

χ Φ
2 w‖2L2(Ω) ≤ C

(
p2 + 1

)
‖w‖2L1(Ω). (5.33)

where C1 = e−χ K .
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Hence, we obtain that

max
t∈(0,Tf )

‖u‖pLp(Ω) ≤ ‖e
χ Φ
2 w (t) ‖2L2(Ω) ≤ e

−C1 t C‖u0‖pL∞(Ω)

+C
(
p2 + 1

)
e−C1 t

∫ t

0
eC1 s

(∫
Ω
up/2 dx

)2

ds ≤ C ‖u0‖pL∞(Ω) + C
(
p2 + 1

)
max

t∈(0,Tf)
‖u‖p

Lp/2(Ω)

≤ C max
{(
p2 + 1

)
max

t∈(0,Tf)
‖u‖p

Lp/2(Ω)
, ‖u0‖pL∞(Ω)

}
.

(5.34)
Following a similar argument to used by Alikakos in [3] (see Appendix), we can obtain that

u is bounded in L∞ (0, Tf ;L∞ (Ω)) .

As consequence, T is bounded in L∞ (0, Tf ;L∞ (Ω)).

Since Nt = f2 (T,Φ) and T and Φ are bounded in L∞ (0, Tf ;L∞ (Ω)) we obtain that N is bounded
in L∞ (0, Tf ;L∞ (Ω)).

5.1.3 Proof of Theorem 5.1 c)

Let (T,N,Φ) be a solution of (5.5). Taking gradient in the second and third equation of (5.5),

(∇ Φ)t = γ

[(
∂ (R (Φ, T ) Φ)

∂ Φ
∇ Φ +

∂ (R (Φ, T ) Φ)

∂ T
∇ T

)(
1− T +N + Φ

K

)

−R (Φ, T ) Φ

K
(∇ T +∇ N +∇ Φ)

]
− δ

(
∂ (Q (Φ, T ) Φ)

∂ Φ
∇ Φ

+
∂ (Q (Φ, T ) Φ)

∂ T
∇ T

)
,

(5.35)

(∇ N)t = α

(
∂ (S (Φ, T ) T )

∂ Φ
∇ Φ +

∂ (S (Φ, T ) T )

∂ T
∇ T

)

+δ

(
∂ (Q (Φ, T ) Φ)

∂ Φ
∇ Φ +

∂ (Q (Φ, T ) Φ)

∂ T
∇ T

)
.

(5.36)

Using the change of variable T = eχ Φ u as in Lemma 5.3, we deduce that

∇ T = χ eχ Φ u ∇Φ + eχ Φ ∇u = χ T ∇ Φ + eχ Φ ∇u (5.37)
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and we know from Lemma 5.3 that ∇ u is bounded in L2
(
0, Tf ;L2 (Ω)

)
. Taking into account that T

and Φ are bounded in L∞ (0, Tf ;L∞ (Ω)), it holds that

|∇ T | ≤ C (|∇ Φ|+ |∇ u|) .

Thus, rewriting (5.35) and (5.36) in terms of ∇u, multiplying (5.35) and (5.36) by ∇ Φ and ∇ N

respectively and integrating in Ω, we deduce

1

2

d

dt
‖∇ Φ‖2L2(Ω) ≤ C1 ‖∇ Φ‖2L2(Ω) + C2

∫
Ω
|∇ u| |∇ Φ| dx+ +C3

∫
Ω
|∇ N | |∇ Φ| dx,

(5.38)

and
1

2

d

dt
‖∇ N‖2L2(Ω) ≤ C4

∫
Ω
|∇ Φ| |∇ N | dx+ C5

∫
Ω
|∇ u| |∇ N | dx, (5.39)

with Ci > 0 for i = 1, . . . , 5. In (5.38) and (5.39) we have applied the inequality for∫
Ω
v |∇ u| |∇ Φ| dx ≤ ‖v‖L∞(Ω)

∫
Ω
|∇ u| |∇ Φ| dx

with v = T, N, Φ since T , N and Φ are bounded in L∞ (0, Tf ; L∞ (Ω)).

Using now Cauchy-Schwarz and Young’s inequalities in (5.38) and (5.39) and adding them, it holds

that

1

2

d

dt

(
‖∇ Φ‖2L2(Ω) + ‖∇ N‖2L2(Ω)

)
≤ Ĉ1

(
‖∇ Φ‖2L2(Ω) + ‖∇ N‖2L2(Ω)

)
+ Ĉ2 ‖∇ u‖2L2(Ω),

(5.40)

with Ĉi > 0 for i = 1, 2. Since ∇u is bounded in L2
(
0, Tf ;L2 (Ω)

)
, applying Gronwall’s Lemma, it

holds that

∇ N and ∇ Φ are bounded in L∞
(
0, Tf ;L2 (Ω)

)
.

Finally, using (5.37) in (5.35) and (5.36), we obtain that

(∇ N)t and (∇ Φ)t are bounded in L2
(
0, Tf ;L2 (Ω)

)
.

Corollary 5.2. ∇T is bonded in L2
(
0, Tf ;L2 (Ω)

)
.

106



5. A priori estimates for a tumor chemotaxis model and for a numerical scheme

5.2 A FE numerical scheme
In this Section, we are going to design an uncoupled and linear fully discrete scheme to approach

(5.1)-(5.3) by means of an Implicit-Explicit (IMEX) Finite Difference in time and P1 continuous finite

element with “mass-lumping” in space discretization. This scheme will preserve the pointwise estimates

that appear in Lemma 5.1 considering acute triangulations.

Now we introduce the hypotheses required along this Section.

a) Let 0 < Tf < +∞. We consider the uniform time partition

(0, Tf ] =

Kf−1⋃
k=0

(tk, tk+1] ,

with tk = k dt where Kf ∈ N and dt =
Tf
Kf

is the time step. Let Ω ⊆ R2 or R3 a bounded domain

with polygonal or polyhedral lipschitz-continuous boundary.

b) Let {Th}h>0 be a family of shape-regular, quasi-uniform triangulations of Ω formed by acute N-

simplexes (triangles in 2D and tetrahedral in 3D with all angles lowers than π/2), such that

Ω =
⋃

K∈Th

K,

where h = max
K∈Th

hK, with hK being the diameter of K. We denote Nh = {ai}i∈I the set of all the

nodes of Th.

c) Conforming piecewise linear, finite element spaces associated to Th are assumed for approximating

H1 (Ω):

Nh =
{
nh ∈ C0

(
Ω
)

: nh|K ∈ P1 (K) , ∀ K ∈ Th
}

and its Lagrange basis is denoted by {ϕa}a∈Nh .

Let Ih : C0
(
Ω
)
→ Nh be the nodal interpolation operator and consider the discrete inner product

(nh, nh)h =

∫
Ω
Ih (nh · nh) =

∑
a∈Nh

nh (a) nh (a)

∫
Ω
ϕa, ∀nh, nh ∈ Nh

which induces the discrete norm ‖nh‖h =
√

(nh, nh)h defined on Nh (that is equivalent to L2 (Ω)-

norm).
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Before building the numerical scheme, we will transform the first equation of (5.1) into a non-linear

diffusion equation throughout the variable change of variable T = u eχ Φ as in Lemma 5.3. Therefore,

the first equation of (5.1) changes to:

eχ Φ ut − κ0∇ ·
(
eχ Φ ∇ u

)
= f̂1 (u,N,Φ) (5.41)

where

f̂1 (u,N,Φ) = T

[
ρ P (Φ, T ) + χ Φ

(
γ R (Φ, T )

(
T +N + Φ

K

)
+ δ Q (Φ, T )

)]

−T
[
ρ P (Φ, T )

(
T +N + Φ

K

)
+ α S (Φ, T ) + χ γ R (Φ, T ) Φ

] (5.42)

with T = eχ Φ u.

Thus, we consider the following linear uncoupled numerical scheme for the model (5.41) jointly

with (5.1)b and (5.1)c: given ukh, N
k
h ,Φ

k
h ∈ Nh, find

uk+1
h , Nk+1

h ,Φk+1
h ∈ Nh in a decoupled way (first Φ, then u and finally N ) satisfying

(
eχ Φkh δtu

k+1
h , v

)
h

+ ν
(
eχ Φkh ∇ uk+1

h ,∇v
)

=

((
f̂1

)k
h
, v

)
h

, ∀v ∈ Nh, (5.43)

δtN
k+1
h (a) =

(
f̂2

)k
h

(a) , ∀a ∈ Nh, (5.44)

δtΦ
k+1
h (a) =

(
f̂3

)k
h

(a) ∀a ∈ Nh. (5.45)

We have denoted

δtu
k+1
h =

uk+1
h − ukh
dt

and similarly for δtNk+1
h and δtΦk+1

h . The approximation of the initial conditions are taken as

u0
h = Ih (u0) ∈ Nh, N0

h = Ih (N0) ∈ Nh, Φ0
h = Ih (Φ0) ∈ Nh (5.46)

where we consider for simplicity that T0, N0,Φ0 ∈ C0
(
Ω
)

with u0 = e−χ Φ0 T0.

Finally, the functions
(
f̂i

)k
h

for i = 1, 2, 3 which appear in (5.43), (5.44) and (5.45), have the

following definitions:
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(
f̂1

)k
h

= T kh

(
ρ P kh + χ Φk

h

(
γ Rkh

(
T kh +Nk

h + Φk
h

K

)
+ δ Qkh

))

−T k+1
h

(
ρ P kh

(
T kh +Nk

h + Φk
h

K

)
+ α Skh + χ γ Rkh Φk

h

)
,

(5.47)

(
f̂2

)k
h

= α Skh T
k+1
h + δ Qkh Φk+1

h , (5.48)

(
f̂3

)k
h

= γ Rkh Φk
h

(
1−

Φk+1
h

K

)
− Φk+1

h

(
γ Rkh

T kh +Nk
h

K
+ δ Qkh Φk+1

h

)
. (5.49)

The functions P kh , Skh , Rkh and Qkh in (5.47)-(5.49), are the corresponding dimensionless factors

P
(
Φk
h, T

k
h

)
, S
(
Φk
h, T

k
h

)
, R
(
Φk
h, T

k
h

)
and Q

(
Φk
h, T

k
h

)
defined in (??) with T kh = eχ Φkh ukh and T k+1

h =

eχ Φk+1
h uk+1

h .

Remark 5.2. There exists an unique solution of scheme (5.43)-(5.49) because:

1. Φk+1
h (a) can be computed directly from (5.45).

2. There exists an unique uk+1
h solution of (5.43) by Lax-Milgran.

3. Nk+1
h (a) can be computed directly from (5.44).

5.2.1 Proof of Theorem 5.2

In this part, we are going to get a priori energy estimates for the fully discrete solution uk+1
h , Nk+1

h and

Φk+1
h (and hence, for T k+1

h ) of (5.43), (5.44) and (5.45) which are independent of (h, k).

The following result is based on the hypothesis of acute triangulations to get a discrete maximum

principle, see [12]. In fact, we arrive at discrete version of Lemma 5.1.

Lemma 5.4 (Proof of Theorem 5.2). Let ukh, N
k
h , Φk

h ∈ Nh with T kh = eχ Φkh ukh such that 0 ≤
ukh, N

k
h , Φk

h in Ω (in particular T kh ≥ 0 in Ω). Then, 0 ≤ Φk+1
h ≤ K and uk+1

h , Nk+1
h ≥ 0 in Ω (and

also T k+1
h ≥ 0).

Proof. • Step 1. Φk+1
h ≥ 0.

Multiplying (5.45) by (Φk+1
h (a))− and using that Φk

h(a) ≥ 0, it holds that:

1

dt

(
Φk+1
h (a)

)2

−
≤
(
f̂3

)k
h

(a)
(

Φk+1
h (a)

)
−
. (5.50)
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Indeed, using the form of
(
f̂3

)k
h

given in (5.49), the following estimates hold

γ Rkh (a)
(

Φk
h (a)

)(
Φk+1
h (a)

)
−
≤ 0

and

−
(
γ Rkh (a)

(
T kh (a) +Nk

h (a) + Φk
h (a)

K

)
+ δ Qkh (a)

)(
Φk+1
h (a)

)(
Φk+1
h (a)

)
−
≤ 0.

Adding the last two inequalities, one has(
f̂3

)k
h

(a)
(

Φk+1
h (a)

)
−
≤ 0. (5.51)

Therefore, from (5.50) and (5.51),
(

Φk+1
h (a)

)
−
≡ 0 ∀a ∈ Nh and this implies Φk+1

h ≥ 0 in Ω.

• Step 2. Φk+1
h ≤ K.

Multiplying (5.45) by
((

Φk+1
h −K

)
(a)
)

+
, it holds that

1

dt

((
Φk+1
h −K

)
(a)
)2

+
≤
(
f̂3

)k
h

(a)
(

Φk+1
h (a)−K

)
+

(5.52)

On the other hand, since in every node a ∈ N, due to the form of
(
f̂3

)k
h

given in (5.49) the
following estimates hold

(
γ Rkh (a) Φk

h (a)

(
1−

Φk+1
h (a)

K

))(
Φk+1
h (a)−K

)
+
≤ 0

and

−
(
γ Rkh (a)

(
T kh (a) +Nk

h (a)

K

)
+ δ Qkh (a)

)(
Φk+1
h (a)

)(
Φk+1
h (a)−K

)
+
≤ 0.

Thus, adding the last two inequalities, we obtain that(
f̂3

)k
h

(a)
(

Φk+1
h (a)−K

)
+
≤ 0. (5.53)

Therefore, from (5.52) and (5.53),
(

Φk+1
h (a)−K

)
+
≡ 0 ∀a ∈ Nh and this implies Φk+1

h ≤ K

in Ω.
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• Step 3. uk+1
h ≥ 0.

Let Ih((uk+1
h )−) ∈ Nh be defined as

Ih

((
uk+1
h

)
−

)
=
∑
a∈Nh

(
uk+1
h (a)

)
−
ϕa,

where
(
uk+1
h (a)

)
−

= min
{

0, uk+1
h (a)

}
. Analogously, one defines Ih((uk+1

h )+) ∈ Nh as

Ih

((
uk+1
h

)
+

)
=
∑
a∈Nh

(
uk+1
h (a)

)
+
ϕa,

where
(
uk+1
h (a)

)
+

= max
{

0, uk+1
h (a)

}
. Notice that uk+1

h = Ih((uk+1
h )−) + Ih((uk+1

h )+).

Choosing v = Ih((uk+1
h (a))−) in (5.43), it follows that,

1

dt

∥∥∥(uk+1
h

)
−

∥∥∥2

h
+ ν

((
eχ Φkh

)
∇uk+1

h ,∇Ih
((

uk+1
h

)
−

))
≤

≤
(
f̂1

(
ukh, u

k+1
h , Nk

h ,Φ
k
h

)
,
(
uk+1
h

)
−

)
h

,

(5.54)

where we have used in the left hand side that

1

dt

∥∥∥(uk+1
h

)
−

∥∥∥2

h
≤ 1

dt

∥∥∥(eχ Φkh
2

) (
uk+1
h

)
−

∥∥∥2

h

and that in every node a ∈ Nh,

δtu
k+1
h (a) ·

(
uk+1
h (a)

)
−

=
1

dt

(∣∣∣ (uk+1
h (a)

)
−

∣∣∣2 − ukh (a) ·
(
uk+1
h (a)

)
−

)
≥

≥ 1

dt

(∣∣∣ (uk+1
h (a)

)
−

∣∣∣2)
using that eχ Φkh(a) > 0, ukh (a) ≥ 0 and

(
uk+1
h (a)

)
−
≤ 0. On the other hand, we can make the

following decomposition in the diffusion term((
eχ Φkh

)
∇uk+1

h ,∇Ih
((

uk+1
h

)
−

))
=

((
eχ Φkh

)
∇Ih

((
uk+1
h

)
−

)
,∇Ih

((
uk+1
h

)
−

))

+

((
eχ Φkh

)
∇Ih

((
uk+1
h

)
+

)
,∇Ih

((
uk+1
h

)
−

))
=
∥∥∥(eχ Φkh

)1/2
∇Ih

((
uk+1
h

)
−

)∥∥∥2

L2(Ω)
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+
∑

a6=ã∈Nh

(
uk+1
h (a)

)
−

(
uk+1
h (ã)

)
+

((
eχ Φkh

)
∇ϕa,∇ϕã

)
.

Hence, using that
(
uk+1
h (a)

)
−

(
uk+1
h (ã)

)
+
≤ 0 if a 6= ã, eχ Φkh(a) is a positive function and

that
∇ϕa · ∇ϕã ≤ 0 ∀a 6= ã ∈ Nh

(owing to the hypothesis of acute triangulation), we deduce,((
eχ Φkh

)
∇uk+1

h ,∇Ih
((

uk+1
h

)
−

))
≥
∥∥∥(eχ Φkh

)1/2
∇Ih

((
uk+1
h

)
−

)∥∥∥2

L2(Ω)
. (5.55)

Adding (5.55) in (5.54), it holds that

1

dt

∥∥∥(uk+1
h

)
−

∥∥∥2

h
+ ν

∥∥∥(eχ Φkh

)1/2
∇Ih

((
uk+1
h

)
−

)∥∥∥2

L2(Ω)
≤
((

f̂1

)k
h
,
(
uk+1
h

)
−

)
h

.

(5.56)

On the other hand, by using that in every node a ∈ Nh, due to the form of
(
f̂1

)k
h

given in (5.47),
the following estimates hold(

ρ P kh (a) + χ Φk
h (a)

(
γ Rkh (a)

(
T kh (a) +Nk

h (a) + Φk
h (a)

K

)
+ δ Qkh (a)

))

·
(
T kh (a)

)(
uk+1
h (a)

)
−
≤ 0

and

−
(
ρ P kh (a)

(
T kh (a) +Nk

h (a) + Φk
h (a)

K

)
+ α Skh (a) + χ γ Rkh (a) Φk

h (a)

)
·
(
T k+1
h (a)

)(
uk+1
h (a)

)
−
≤ 0

owing to
(
T k+1
h (a)

)(
uk+1
h (a)

)
−

=

((
uk+1
h (a)

)
−

)2

eχ Φk+1
h (a) ≥ 0.

Then, adding the last two inequalities, we obtain that((
f̂1

)k
h
,
(
uk+1
h

)
−

)
h

≤ 0 (5.57)

Therefore, from (5.56) and (5.57),
(
uk+1
h

)
−
≡ 0 and this implies uk+1

h ≥ 0 in Ω. As we recover

T k+1
h from uk+1

h and Φk+1
h as T k+1

h = eχ Φk+1
h uk+1

h , we have in particular that T k+1
h ≥ 0 in Ω.
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• Step 4. Nk+1
h ≥ 0

Finally, for (5.44) it is easy to obtain that

1

dt

(
Nk+1
h (a)

)2

−
≤
(
f̂2

)k
h

(a)
(
Nk+1
h (a)

)
−
. (5.58)

In addition,
(
f̂2

)k
h

(a) ≥ 0 in every node a ∈ Nh due to the form of
(
f̂2

)k
h

given in (5.48). Hence,

(
f̂2

)k
h

(a)
(
Nk+1
h (a)

)
−
≤ 0. (5.59)

Thus, from (5.58) and (5.59),
(
Nk+1
h (a)

)
−
≡ 0 ∀a ∈ Nh and this implies Nk+1

h ≥ 0 in Ω.

5.3 Appendix

In this Appendix, we will prove an Alikakos recursive L∞ estimate.

Following the proof of Lemma 5.3, we obtain in (5.34) that

max
t∈(0,Tf )

‖u‖pLp(Ω) ≤ C̃ max
{(
p2 + 1

)
max

t∈(0,Tf)
‖u‖p

Lp/2(Ω)
, ‖u0‖pL∞(Ω)

}
. (5.60)

In [3], the authors obtained an estimate starting from an estimate like (5.60) but with power p instead

of p2. Taking in (5.60) p = 2k for all k ≥ 1, it holds that,

max
t∈(0,Tf )

∫
Ω
u2k dx ≤ C max

{(
22 k + 1

)
max

t∈(0,Tf)

(∫
Ω
u2k−1

dx

)2

, ‖u0‖2
k

L∞(Ω)

}

≤ C C2 max

{(
22 k + 1

) [
max

{(
22 (k−1) + 1

)
max

t∈(0,Tf)

(∫
Ω
u2k−2

dx

)2

,
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‖u0‖2
k−1

L∞(Ω)

}]2

, ‖u0‖2
k

L∞(Ω)


≤ C C2 C22

max

{(
22 k + 1

) (
22 (k−1) + 1

)2 (
maxt∈(0,Tf)

∫
Ω u

2k−3
dx
)22

,

(
22 k + 1

)
‖u0‖2

k

L∞(Ω)

}

≤ C C2 C22
C23

max

{(
22 k + 1

) (
22 (k−1) + 1

)2 (
22 (k−2) + 1

)23

max
t∈(0,Tf)

(∫
Ω
u2k−3

dx

)23

,

(
22 k + 1

) (
22 (k−1) + 1

)2
‖u0‖2

k

L∞(Ω)

}
≤ . . . ≤

≤
(
C
(

22 k + 1
)) (

C
(

22 (k−1) + 1
))2 (

C
(

22 (k−2) + 1
))22

. . .
(
C
(
22 + 1

))2k−1

K̃2k .

(5.61)

where K̃ is the constant that dominates ‖u‖L1(Ω) for all time, since u ∈ L∞
(
0, Tf ; L1 (Ω)

)
(using

Lemma 5.2, taking into account that ‖u0‖L∞(Ω) and the hypothesis (2.7)). Thus, from (5.61)

max
t∈(0,Tf )

∫
Ω
u2k dx ≤

(
a 22 k

)(
a 22(k−1)

)2 (
a 22(k−2)

)22 (
a 22(k−3)

)23

. . .
(
a 22

)2k−1

K̃2k .

(5.62)

for a certain a ≥ 3 C since C
(
22(k−j) + 1

)
≤ a 22 k if a ≥ 3 C for all j = 0, . . . , k − 1. Thus, we can

express (5.62) as

max
t∈(0,Tf )

∫
Ω
u2k dx ≤ a

∑k−1
j=0 2j 22

∑k−1
j=0 (k−j)2j K̃2k = a2k−1 2(−k−6+2k+1) K̃2k . (5.63)

Taking the limit as k → +∞ of the 1/2k power of both sides of (5.63) we obtain

max
t∈(0,Tf )

‖u‖L∞(Ω) ≤ lim
k→+∞

(
a

2k−1

2k 2
(−k−6+2k+1)

2k K̃

)
= a 22 K̃. (5.64)

Hence,

u ∈ L∞ (0,+∞; L∞ (Ω)) .
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Chapter

6
Numerical Simulations of a Glioblastoma

PDE-ODE system with chemotaxis

In this Chapter, our propose is to use the PDE-ODE chemotactic model defined in Chapter 5 in order

to check if we can capture the same phenomena about the GBM growth that in Chapter 4 and compare

the results obtained here with the conclusions of Chapter 4.

Thus, the structure of this Chapter is as follows. First, In Section 6.1, we present the model. Next, in

Section 6.2, we make a dimensionless study of the model. Finally, Section 6.3 is dedicated to show the

different behaviour of the ring width and the regularity surface simulations with respect to the dimen-

sionless parameters in Section 6.3.1 and 6.3.2, respectively.

The results of this Chapter have been submitted to [26].

6.1 Model

The chemotactic PDE-ODE model to be used in this Chapter, and studied in Chapter 5, is given by the

equations
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

∂T

∂t
− κ0 ∆T︸ ︷︷ ︸

Diffusion

+κ ∇ · (T ∇Φ)︸ ︷︷ ︸
Chemotaxis

= f1 (T,N,Φ)

∂N

∂t
= f2 (T,Φ)

∂Φ

∂t
= f3 (T,N,Φ)

(6.1)

endowed with non-flux boundary condition

(−κ0 ∇T + κ T ∇Φ) · n = 0 (6.2)

where n is the outward unit normal vector to ∂Ω and initial conditions

T (0, ·) = T0, N (0, ·) = N0, Φ (0, ·) = Φ0 in Ω. (6.3)

Here Ω ⊂ R2 or R3 is a smooth bounded domain and Tf > 0 the final time.

The nonlinear functions fi : R3 → R for i = 1, 2, 3 denote the reaction functions and they have the

following form

f1 (T,N,Φ) := ρ P (Φ, T ) T

(
1− T +N + Φ

K

)
︸ ︷︷ ︸

Tumor growth

−α S(Φ, T ) T︸ ︷︷ ︸
Hypoxia

(6.4a)

f2 (T,N,Φ) := α S(Φ, T ) T + δ Q (Φ, T ) Φ (6.4b)

f3 (T,N,Φ) := γ R (Φ, T ) Φ

(
1− T +N + Φ

K

)
︸ ︷︷ ︸

Vasculature growth

− δ Q (Φ, T ) Φ︸ ︷︷ ︸
Vascular destruction

by the tumor

(6.4c)

where

P (Φ, T ) =
Φ

Φ + T
, (6.5)

S (Φ, T ) =
K − Φ

T + (Φ +K)
, (6.6)

R (Φ, T ) =
T

T 2

K
+

Φ +K

2

(6.7)
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and

Q (Φ, T ) =
T

Φ + T
(6.8)

Moreover, notice that

0 ≤ P (Φ, T ) , S (Φ, T ) , Q (Φ, T ) , R (Φ, T ) ≤ 1 ∀ (T,Φ) ∈ R2. (6.9)

We have considered in (6.4a) that the velocity of the tumor growth is proportional to P (Φ, T ) since

vasculature supplies nutrients and oxygenation to cells. Furthermore, tumor cells are destructed by the

lack of vasculature in the hypoxia death rate of tumor cells, which is modelled by the factor S (Φ, T ).

From equation (6.4c), we also put a logistic growth term since vasculature needs space to growth. How-

ever, in the speed of the vasculature growth the presence of tumor through the factor R (Φ, T ) shows that

there will not be growth of vasculature in absence of tumor or in circumstance where tumor achieves a

high value. Furthermore, a destruction of vasculature by tumor is considered with the factor Q (Φ, T ).

For the convenience of the reader, we remember the description of the parameters of (6.1):

Variable Description Value

κ0 Speed diffusion
cm2

sec

κ Speed chemotaxis
cm2

sec · density
ρ Tumor proliferation rate day−1

α Hypoxic death rate day−1

γ Vasculature proliferation rate day−1

δ Vasculature destruction by tumor day−1

K Carrying capacity cell/cm3

Table 6.1: Parameters.

6.2 Adimensionalization
Here, we simplify the number of the parameters of (6.1) and present the simulations according to the

dimensionless parameters.

We start studying the carrying capacity parameter K > 0. We consider the change of variables

T̃ =
T

K
, Ñ =

N

K
and Φ̃ =

Φ

K
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passing the normalized capacity equal to 1.

Now, we consider the diffusion parameter κ0 and the tumor proliferation parameter ρ since we know

that ρ is related to the time variable while κ0 is related to the spatial variable. Thus, we can make the

following change of the independent variables:
s = ρ t ⇒ ds = ρ dt,

y =

√
ρ

κ0
x ⇒ dy =

√
ρ

κ0
dx.

(6.10)

Applying these changes in the system (6.1), it holds that

∂T̃

∂s
−∆T̃ +K

κ

κ0
∇ ·
(
T̃ ∇Φ̃

)
= f̃1

(
T̃ , Ñ , Φ̃

)
∂Ñ

∂s
= f̃2

(
ũ, Φ̃

)
∂Φ̃

∂s
= f̃3

(
ũ, Ñ , Φ̃

)
(6.11)

where 

f̃1

(
T̃ , Ñ , Φ̃

)
= P

(
Φ̃, T̃

)
T̃
(

1−
(
T̃ + Ñ + Φ̃

))
− α

ρ
S
(

Φ̃, T̃
)
T̃ ,

f̃2

(
T̃ , Φ̃

)
=

α

ρ
S
(

Φ̃, T̃
)
T̃ +

δ

ρ
Q
(

Φ̃, T̃
)

Φ̃,

f̃3

(
T̃ , Ñ , Φ̃

)
=

γ

ρ
R
(

Φ̃, T̃
)

Φ̃
(

1−
(
T̃ + Ñ + Φ̃

))
− δ

ρ
Q
(

Φ̃, T̃
)

Φ̃.

(6.12)

Hence, we obtain the following dimensionless parameters:

Dimensionless parameter κ∗ α∗ γ∗ δ∗

Original parameter K
κ

κ0

α

ρ

γ

ρ

δ

ρ

Table 6.2: Dimensionless parameters.

Thus, we have reduced our model in three parameters: ρ, κ0 and K.

Remark 6.1. To simplify the notation, we consider along the Chapter: s = t, y = x, κ∗ = κ, α∗ = α,
γ∗ = γ, δ∗ = δ, T̃ = T , Ñ = N , Φ̃ = Φ and f̃i = fi for i = 1, 2, 3.
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Finally, the adimensionalizated system is the following:



∂T

∂t
−∆T + κ ∇ · (T ∇Φ) = P (Φ, T ) T (1− (T +N + Φ))− α S (Φ, T ) T,

∂N

∂t
= α S (Φ, T ) T + δ Q (Φ, T ) Φ,

∂Φ

∂t
= γ R (Φ, T ) Φ̃ (1− (T +N + Φ))− δ Q (Φ, T ) Φ.

(6.13)

6.3 Numerical Simulations

In this Section, we will show some numerical simulations in order to detect which parameters of (6.13)

are more important in the behaviour ring width between tumor and necrosis and the regular or irregular

growth of the surface of a GBM.

To get the numerical simulations we will use with the uncoupled and linear fully discrete scheme

defined in (5.43)-(5.45) by means of an Implicit-Explicit (IMEX) Finite Difference in time approxima-

tion and P1 continuous finite element with “mass-lumping” in space.

We will use the computational domain, Ω = (−9, 9) × (−9, 9), the final time, Tf = 500, the

structured triangulation, {Th}h>0 of Ω such that Ω =
⋃

K∈Th

K, partitioning the edges of ∂Ω into 45

subintervals, corresponding with the mesh size h = 0.4 and the time step, dt = 10−3.

We consider along the simulations necrosis zero initially and initial tumor given by Figure 4.1. For

the vasculature, we will take again different initial conditions depending on the kind of tumor growth

considered.

6.3.1 Ring width

The first tumor growth considered, is related to the tumor ring. For that, we will contrast our results with

an experimental study made in [47] where they show the following graph:
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Figure 6.1: Survival vs the ring width of GBM.

Figure 6.1 determines that tumors with slim ring have better prognostic than tumors with thick ring.

Here, we present some numerical simulations according to the tumor-ring. For this, we will compare

the density of tumor with respect to the density of tumor and necrosis. In every simulation, we will

change the value of one parameter and testing how the tumor growth changes.

Since the subjects of study are tumor and necrosis, we change the parameters of the tumor and

necrosis equations, these are, κ and α. Then, in all the simulations the value of γ and δ are fixed (see

Table 6.3).

Variable γ δ

Value 0.255 2.55

Table 6.3: Fixed value parameters.

For κ and α, we will take either κ = 5 and α ∈ [10, 100] or κ ∈ [1, 10] and α = 45 (see Table 6.4).

Variable (Fixed value) κ (5) α (45)

Ranges [1, 10] [10, 100]

Table 6.4: Variable value parameters.

Moreover, we take the initial vasculature defined uniformly in space.
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6.3.1.1 Tumor Ring quotient

We will start studying the ratio between proliferative tumor density,
∫

Ω
T dx and total tumor density,∫

Ω
(T +N) dx and we consider the different values of κ and α given in Table 6.4. In fact, we compute

the following “ring quotient” (RQ) coefficient:

0 ≤ RQ =

∫
Ω
T dx∫

Ω
(T +N) dx

≤ 1. (6.14)

Thus, if RQ is near to zero, there exists a high density of necrosis (which implies slim tumor ring)

whereas if RQ is close to one, there is not enough necrosis in comparison with proliferative tumor density

(which implies thick tumor ring).

(a) RQ versus time for κ. (b) RQ versus time for α.

Figure 6.2: RQ versus time for κ and α.

We can see in Figure 6.2 how the model captures two kinds of tumor ring changing the parameter

α and the tumor rings for different κ do not change. This means that a change of the rate of tumor

destruction for hypoxia produces much difference in the tumor rings.

Hence, the best configurations to obtain a slim (resp. thick) ring would be choose a big (resp. small)

α.

6.3.1.2 Density tumor growth

In Figure 6.3, we compute the total tumor
∫

Ω
(T +N) dx for the values of κ and α given in Table 6.4.
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(a)
∫

Ω

(T +N) dx versus time for κ. (b)
∫

Ω

(T +N) dx versus time for α.

Figure 6.3:
∫

Ω

(T +N) dx versus time for κ and α.

We can see in Figure 6.3 how the variation in the parameters κ and α produces changes in the total

tumor density. In fact, the total tumor decreases with respect to κ and α.

Therefore, we conclude that α is the most important parameter in order to change the tumor ring and

both κ and α have relevancy to change the total density in the tumor growth.

6.3.2 Regularity surface

The second tumor growth correspond to the regularity surface. Now, we will base our results on the

study published in [49] where appears the following survival curve:

Figure 6.4: Survival vs the regularity surface of GBM.
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From Figure 6.4, the authors conclude that tumors with a regular surface have better prognosis than

tumors with irregular surface.

Thus, we will test if our model (6.13) can develop different regularities for the tumor surfaces. For

that, we simulate the tumor growth with the initial tumor defined in Figure 4.1, necrosis zero and the

vasculature distributed in different zones as in Figure 4.5.

Thus, the question is if the chemotaxis term (of tumor going to the vasculature) implies tumor

growth with regular or irregular surface. We remember that the chemotaxis term in (6.13) is defined

by κ ∇ · (T ∇Φ) with κ > 0.

Now, we want to detect which parameter is more relevant changing the regularity of the tumor sur-

face, showing some simulations in which we move the value of one of them and observe how the tumor

changes. For this, it is important the interaction between tumor and vasculature. Then, we will move the

parameters which appear in tumor and vasculature equations, κ, α, γ and δ.

For these parameters we take the values of Table 6.5 (each parameter will change its value in the

range, jointly the other parameters take fixed values):

Variable (Fixed value) κ (5) α (45) γ (0.255) δ (2.55)

Ranges [1, 10] [10, 100] [0.01, 0.5] [0.1, 5]

Table 6.5: Variable value parameters.

6.3.2.1 Regularity Surface quotient

The pictures of Figure 6.5 show the quotient between the area occupied by the total tumor (tumor and

necrosis) and the area of ratio the smallest circle containing the tumor. Thus, we present these compu-

tations for the different values of κ, α, γ and δ chosen in Table 6.5. In fact, we compute the following

“surface quotient” (SQ) coefficient:

0 ≤ SQ =

∫
Ω

(T +N)min dx

π · (Rmax)2 ≤ 1 (6.15)
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where (T +N)min and Rmax are defined as follows:

(T +N)min =


1 if T +N ≥ 0.001,

0 otherwise.
(6.16)

Rmax = max {ratio of the subdomain where (T +N)min = 1} . (6.17)

Thus, we will deduce that if SQ is near to zero, tumor will have an irregular surface whereas if SQ is

close to one, tumor will have a regular surface.

(a) SQ versus time for κ. (b) SQ versus time for α.

(c) SQ versus time for γ. (d) SQ versus time for δ.

Figure 6.5: SQ versus time for κ, α, γ and δ.

Remark 6.2. As in Chapter 4, the size of mesh considered produces at the beginning of the simulation
the value of SQ is larger than 1 and the oscillations observed in the graphs of SQ. Considering a mesh
size smaller, these numerical instabilities can be reduced. However, we think that the use of a mesh size
smaller is not necessary since we capture the same mean behaviour that for the mesh considered initially
and with this mesh, we reduce the computational time.
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We see in Figs 6.5a-6.5d how our model differentiates two kinds of tumor growth changing the

parameter κ, see Figure 6.5a, and with lower variation for α, see Figure 6.5b. On the other hand, we do

not appreciate changes in the variation of parameters γ and δ for the irregularity of tumor growth as we

see in Figs 6.5c-6.5d.

6.3.2.2 Area

Once we have identified that the more important parameters for the regularity surface are firstly κ and

later α, we measure the area of total tumor for these parameters as in Table 6.5:

(a) Area of total tumor versus time for κ. (b) Area of total tumor time for α.

Figure 6.6: Area of total tumor versus time for κ and α.

We see in Figure 6.6 how the largest area corresponds to α = 10 and the smallest area holds for

α = 100. In the case of variation of κ, Figure 6.6a, a similar influence in the total tumor area for κ = 1

and κ = 10 is observed.

Thus, we have obtained a higher variation of total area for the different values of α than for κ, see

Figure 6.6. Nevertheless, in the simulation of the “surface quotient” (SQ), we obtained more variation

between the different values of κ that for the different values of α, see Figure 6.5. Hence, the factor

which modifies this change is Rmax, defined by 6.17. In fact, Rmax will change more with the variation

of κ than for the variation of α.

6.3.2.3 Tumor growth

Here, we examine the tumor growth for κ = 10 in five times step in order to see the variation in space of

tumor. For this growth, the rest of parameters take the fixed values showed in Table 6.5.
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(a) t = 50 (b) t = 100 (c) t = 150 (d) t = 200 (e) t = 250

Figure 6.7: Irregular tumor growth for κ = 10.

We observe an irregular tumor growth for κ = 10 when time increases. These results are in concord-

ance with Figure 6.5a, where we observed a great irregularity for κ = 10 and with Figure 6.6a, where

the area of the tumor for κ = 10 is increasing.

Finally, we conclude that κ is the more relevant parameter in the irregular surface of tumor and α is

the most important parameter for total area in the tumor growth.

6.3.3 Discussion

Summarizing the results obtained with respect to the ring width and the regularity surface for the chemotactic

and dimensionless system (6.13) related to GBM growth model, we deduce that this model can capture

these two properties varying some parameters. Moreover, we have proved that the parameters more rel-

evant according to the tumor growth are κ and α.

For the tumor ring, where the vasculature is uniformly distributed, the results show that the hypoxia

parameter α is the most relevant parameter as we can observe in Figs 6.2a-6.2b.

In the case of regularity surface, where the vasculature is non-uniformly distributed, the parameter

which produces more irregularity in the tumor surface is the chemotaxis parameter κ, see Figs 6.5a-6.5d.

Finally, after the reduction of our model (6.1) from 7 initial parameters to 2 (κ and α) which capture

the different behaviour of tumor growth, we conclude that hypoxia parameter α is the main parameter

for the tumor ring and area of tumor and κ is the most influential parameter for the regularity surface.
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and V. M. Pérez-Garcı́a, Glioblastoma: does the pre-treatment geometry matter? A postcontrast T1

MRI-based study, Eur. Radiol. 27 (2016) 1096–1104.
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