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1 Problem Statement

Currently, the Web provides many different information sources with valuable infor-
mation that is available in human friendly formats only. This makes it difficult for
software agent to sift through them to extract relevant information to feed automated
business processes. Information extractors are software components that help in this
task.

Unfortunately, information extractors may easily fail to extract the correct infor-
mation when the structure of the web documents to which they are applied changes,
be it because the web site changes or because a new document with a structure that
has not been seen previously is found.

This motivates the need for verifiers, which are components that analyse the
information that is returned by an information extractor and raise an alarm if it
deviates significantly from the information that is known to be correct.

2 Related Work

Rapture [1] uses a set of numeric features to compute the similarity between an ex-
tractor’s output and pre-verified outputs. Normal distributions are used as heuristics.
Feature values are used to estimate the distribution parameters of each feature. These
are used to derive the overall probability that an output is correct. If it is below a
user-defined threshold, an alarm is raised.

DataProG [2] computes a means vector from numeric features of pre-verified
outputs obtained from a set of queries to aWeb source. During the verification phase,
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new outputs are obtained using the same set of queries and a new means vector is
computed. If it is not statistically equivalent to the original one, an alarm is raised.

Maveric [3] improves on Rapture by normalising the distributions used as heuris-
tics and taking negative information into account. (That information is obtained by
using so-called perturbations on correct information). The weight of each feature on
the final decision is computed using the Winnow algorithm.

We have identified the following problems regarding these proposals:

– Alarms are associated to entire datasets, instead of specific erroneous attributes.
– Rapture and DataProG train with positive examples only. Maveric uses negative
examples, but they are synthetic, which means that they might well not be repre-
sentative enough of actual negative examples. Furthermore, the perturbations have
to be handcrafted.

– Rapture and DataProG do not give features different weights representing their
relevance, and all are considered equally important. Maveric gives weights to
features, but they are global.

3 Hypothesis

We hypothesise that we can improve on the existing verifiers by training binary
classifiers that classify information as belonging or not to a certain class.

4 Proposal

Our proposal, Sydney, uses extracted attributes from pre-verified datasets to train
binary classifiers. One classifier is created per information class, e.g., book, title or
price. If an attribute belongs to the information class associated to a classifier it is
used as a positive example, otherwise, it is used as a negative one.

When a dataset must be verified, its attributes are classified using every binary
classifier. If the results are not consistent with the supposed class (its classifier gives
a negative result or any other classifier gives a positive one), an alarm is raised. This
alarm is associated to the inconsistent attribute. The confidence of each classifier is
taken into account, so that more precise classifiers are given more importance.

Further verification is performed at dataset level using global featureswith positive
examples only, since negative dataset examples are not available during training.

Unlike existing proposals, ours is trained with real examples of what are and
what are not instances of each information class. Existing proposals only do the
former or use artificial perturbations. This allows us to use a wider range of existing
classification techniques.
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5 Evaluation Plan

We intend to evaluate our verifier using results from existing information extrac-
tors. These will be verified and classified as well extracted or potentially erroneous.
Erroneous extractions shall be used as negative examples.
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