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\textbf{ABSTRACT} Medical images from different clinics are acquired with different instruments and settings. To perform segmentation on these images as a cloud-based service we need to train with multiple datasets to increase the segmentation independency from the source. We also require an efficient and fast segmentation network. In this work these two problems, which are essential for many practical medical imaging applications, are studied. As a segmentation network, U-Net has been selected. U-Net is a class of deep neural networks which have been shown to be effective for medical image segmentation. Many different U-Net implementations have been proposed. With the recent development of tensor processing units (TPU), the execution times of these algorithms can be drastically reduced. This makes them attractive for cloud services. In this paper, we study, using Google’s publicly available colab environment, a generalized fully configurable Keras U-Net implementation which uses Google TPU processors for training and prediction. As our application problem, we use the segmentation of Optic Disc and Cup, which can be applied to glaucoma detection. To obtain networks with a good performance, independently of the image acquisition source, we combine multiple publicly available datasets (RIM-One V3, DRISHTI and DRIONS). As a result of this study, we have developed a set of functions that allow the implementation of generalized U-Nets adapted to TPU execution and are suitable for cloud-based service implementation.

\textbf{INDEX TERMS} Deep learning, segmentation as a service, TPU, U-Net, optic disc and cup, glaucoma.

\section{I. INTRODUCTION}

\textbf{A. CLOUD BASED MEDICAL IMAGE SEGMENTATION}

Segmentation is the process of automatic or semi-automatic detection of limits within a 2D or 3D image. A well-known difficulty in the segmentation of medical images is the high variability in the data sources and capture technologies. First, anatomy shows very significant variations. In addition, many different image acquisition systems are used (X-ray, CT, MRI, PET, SPECT, endoscopy, etc.) to create biomedical images. The segmentation result can also be used to obtain additional diagnostic information. Among the possible applications, we can find automatic measurement of organs, cell count or simulations based on the acquired information.

The application of Deep Learning methods to medical image analysis has quickly grown in recent years \cite{1} due to their success with different problems, including segmentation. The effectiveness of these systems improves with the number and variety of the training set images. This suggests the development of cloud-based services that can be trained with several dataset initially and retrained with new datasets samples periodically. Reducing training times is an important requirement in this scenario, and Google TPUs are currently one of the most powerful resources available to train and carry out predictions for cloud-based segmentation. Another important aspect is that, in a cloud-based service, images will come from very different sources and, thus the networks must be trained as independently as possible from the acquisition source. Several segmentation researchers \cite{2}, \cite{3} have used several datasets. However, they always train and test with each of these datasets independently. This methodology is not
suitable for our application scenario. In this paper we use a new approach where we preprocess and mix the data from several datasets and use it to create independent datasets for training and validation. There are some works where multiple datasets are used simultaneously (e.g. [4]) but they are not related to image segmentation.

U-Net is a fully convolutional deep learning network that has been shown to be effective in several medical segmentation problems. In this work, we focus on the study of generalized U-Net architectures as a method to solve the image segmentation problem in the cloud.

B. CONVOLUTION / DECONVOLUTION NETWORKS: U-NET

U-Net is one of the most commonly used fully convolutional network (FCN) for the segmentation of biomedical images. It was initially published in MICCAI 2015 and the original paper currently has more than 3800 citations [5].

The basic architecture of the network is shown in Fig. 1. The network consists of descending layers formed by two convolution layers with RELU activation and dropout. The result of each layer is sub-sampled using a $2 \times 2$ max pool layer and used as input to the next layer. The 5th layer corresponds to the lowest level of the network and has a structure like the other descending layers. From this layer the data is oversampled (in the original version by transposed convolution), merged with the output data of the corresponding downwards layer and applied to a block similar to those used in the descending layers. The last layer of the network is a convolution layer with a width equal to the number of classes to be segmented.

The details of the implementation are different on most U-Net based projects. They can vary among other things in the following characteristics:

- **Layer width**: Traditionally, when going down in the network the width of the layer is doubled, and when going up it is divided by 2. This, however, is not always the case. For example, in [2] the structure of Fig. 2 is used. When the relation between the width of a layer to that of the one above it in the network is constant, this parameter is called layer increment ratio (IR). In the original U-Net this increment ratio is 2, but implementations may use smaller values to maintain a reasonable number of trainable parameters in the network.

- **Transposed convolution or upsampling**: In the U-Net up stages we double the resolution of the image in every stage. There are two main approaches for this, either we directly replicate the data to create a higher resolution image, or we use transpose convolution, i.e. a trainable upsampling convolutional layer whose parameters will change during training. Many current U-Net implementations use direct oversampling instead of transposed convolution. An evaluation of this topic can be found in [6]. In our case, we must use transpose convolution for TPU implementations, as direct upsampling is not supported on this architecture.

- **Drop-out and Normalization layers**: These are used to avoid overfitting the data. This happens when the system learns all the details of the training dataset but can’t generalize the prediction when validating with other datasets.

- **Optimization algorithms**: A decision that has great impact on learning process speed, as well as the accuracy of obtained predictions, is the choice of the optimization strategy [7].

In our work, we will focus on the influence of the layer widths and the use of normalization and drop-out, as these are some of the aspects that vary widely between different implementations and affect both learning speed and prediction quality. We will make trials with U-Net implementations that are deeper than the standard 5-layer network and with different layer increment ratios.

C. GLAUCOMA, OPTIC DISC AND CUP

Glaucoma denotes a set of conditions that causes damage to the optic nerve in the back of the eye and, thus, can lead
to loss of vision. Glaucoma is one of the most common causes of blindness, and it is estimated that it will affect around 80 million people worldwide by 2020 [8]. It is often mentioned as the “silent thief of vision” because, in its early stages, patients have little pain or vision loss symptoms.

It is only when the disease progresses that the symptoms that potentially lead to total blindness begin to be noticed. Early detection and timely treatment are the key to help preventing loss of vision. Many risk factors are associated with glaucoma, but intraocular hypertension (IH) is the most widely accepted.

IH can cause irreversible damage to the optic nerve or optic disc (OD). The optic disc is the beginning of the optic nerve and is the point where the axons of retinal ganglion cells come together. It is also the entry point for the major blood vessels that supply the retina, and it corresponds to a small blind spot in each eye. The optic disc can be visualized by various medical imaging techniques, including color fundus photography. The OD can be divided into two regions as shown in Fig. 3: a peripheral zone called the neuroretinal border and a white central region called the optic cup (OC).

![Neuroretinal border and Cup.](image)

Glucoma often produces pathological cupping of the optic disc. The neuroretinal border contains nerve fibers. The cup is a pit with no nerve fibers. As glaucoma advances, the cup enlarges until it occupies most of the disc area. The ratio of the diameter of OC to OD is known as CDR and is a well-established indicator for the diagnosis of glaucoma [9].

The precise segmentation of OD and OC is essential for the measurement of the CDR. Human segmentation of OD and OC in fundus images is a slow and error prone process, which is not very useful in work-loaded ophthalmological clinics. Thus, automated segmentation can be very attractive as, in many cases, it can be more objective and faster than human segmentation.

In the literature, multiple approaches have been proposed for the segmentation of OD and OC in fundus images. The existing methods for automated OD and OC segmentation in background images can be classified into three main categories [10]: templates based on form matching using traditional machine learning with random forests, support vector machines, K-means, etc. (e.g. [11], [12], [13]), active contours and deformable models (e.g. [14]), and more recently, deep learning-based methods (e.g. [3], [15], [16], [17]).

In this work, we will deal only with the techniques for OD/OC segmentation based on deep learning through completely convolutional networks (e.g. [2]), since our objective is to study the influence of the architecture and parameters of this type of networks in the segmentation of the optic disc and the optic cup. When the segmentation of both items is accurate, the CDR can be trivially calculated.

**II. MATERIALS AND METHODS**

For this work, a toolset of functions was developed to generalize U-Net models, allowing a quick and adequate implementation on cloud-based GPU and TPU architectures. We used the cooperative iPython notebook development environment Google Colaboratory (https://colab.research.google.com). The environment has very good support for Keras [18], with the possibility of implementing and training networks based on GPUs and TPUs [19] in Google Cloud.

TPUs are a new type of processors designed for deep learning network acceleration that use a systolic array for multiplication and can decrease the learning times for convolutional neural networks (CNNs) several times. Training on TPUs allows us to test wider and deeper architectures that will be out of the memory limits of many current single GPU systems. The higher training speeds also allows us to prune the network to make it lighter with small effects in prediction efficiency.

Although we will do most of our training and predictions directly on TPUs, we will perform a small set of trials on GPUs to verify this claim for U-Net based segmentation.

We initially based our work on the notebooks by [2], but with very significant modifications:

- We use a completely different dual image generator for both for training and testing. For TPU training, we need larger static datasets and thus we make use of static data augmentation including images with modified brightness and modified parameters for adaptive histogram equalization. This, together with the use of images from three different publicly available datasets for training and validation, improves the system robustness allowing the use of images acquired with different instruments. Aggressive data augmentation has been shown as a very effective approach to avoid overfitting in image segmentation [20].
- We use the version of Keras included in TensorFlow. This is necessary to be able to execute it on TPUs. To our best knowledge, this is the first time that generalized U-Nets have been implemented and trained on TPUs.
- We use Pröve’s parameterizable recursive U-net model (https://github.com/pietz/unet-keras). This model allows us to easily change many parameters necessary to compare different implementations of U-Net. Specifically, we can change the network depth and width, the use of
drop-out and batch normalization, the use of upsampling (although this type of layer is not currently supported by Keras in TPUs) or transpose convolution and the width ratio between successive layers (IR). IR was originally introduced in [21] and is widely used as an effective pruning method. In our work we will always choose the networks with smaller IR and, thus, smaller number of trainable parameters when two networks produce similar results. Even though we don’t train or perform predictions in the user device, in which case pruning would be essential, when using cloud-based resources, pruning improves timing and reduces operational costs. Reducing the network initial width and its depth are alternative pruning methods that we also explore.

We use 120 image batches for both training and testing, and we train for 15 epochs using 150 training steps and 30 testing steps per epoch. We use an Adam optimizer algorithm in most cases with a 0.00075 learning rate, although in a few cases we have had to lower this value to ensure convergence. These values have proven suitable for TPU-based training in U-Net architectures and provide good results with training times below 30 minutes even for the most complex implementations. In this training times include the recompilation processes carried out by the TPU XLA just-in-time compiler.

Regarding the datasets, we use publicly available RIM-ONE v3, DRISHTI and DRIONS datasets. The use of multiple datasets simultaneously, both for training and for validation, allows a greater independence from the capture devices. RIM ONE-v3 [22], from the MIAG group at the University of La Laguna (Spain), consists of 159 fundus images which have been labeled by expert ophthalmologists for both disc and cup. DRISHTI-GS [23], from Aravind Eye Hospital, Madurai (India), consists of 101 fundus images also labeled for disc and cup. DRIONS-DB [24] from Miguel Servet Hospital, Saragossa (Spain), consists of 110 images on which only the optic cup has been labelled.

We provide a Google Colaboratory iPython notebook at GitHub (https://github.com/javicivit/TPU-UNET) for disc and cup segmentation. The code for both cases is the same, and the only difference is the loading and pre-processing of images and masks.

As already mentioned, to perform disc and cup detection as a service in the cloud, it is necessary that we are independent, as much as possible, from the specific characteristics of the captured image. As an example, in Fig. 4 we can see that images coming from the three different datasets have very different characteristics.

Our approaches for disc and cup segmentation are very similar. Fig. 5 shows the methodology used for cup segmentation. In this case we use the only two datasets that include the required data (RIM-ONE and DRISHTI). Originally, we start by clipping and resizing the original images in the datasets. When we segment the disc, we remove a 10% border in all the edges of the image to reduce black borders in the images. When we segment the cup, we select the area that contains the disc plus an additional 10% from the original images. After clipping, we resize the images to 128 × 128 pixels and perform a clip limited contrast equalization.

After the equalization, we split the dataset. For each dataset, we use 75% of the images for training and 25% for validation. It is essential to split the datasets before performing any data augmentation, in order to ensure that the training and validation sets are completely independent from each other. After splitting we perform, for each dataset, static data augmentation by creating images with modified brightness and different adaptive contrast parameters.

After the static data augmentation, we merge the data from the different datasets. This process is done independently for the training and validation dataset. In the fusion process, we perform data replication and shuffling so that we provide longer vectors as input for our dynamic image generators. The image generators [25] do data augmentation by performing random rotations, shifting, zooming and flipping on the extended fused dataset images.

III. RESULTS

Regarding the Disc segmentation (Table 1), for our experiments we initially use a network that is very similar to the original U-Net: 5-stage, no batch normalization and default dropout rates (0.3). We always use transpose convolution, as in the original implementation as direct upsampling is not currently supported on TPUs.

Table 1 shows the Dice coefficients for the learning and for the test sets for several evaluated network alternatives. The first row in the table defines the main U-Net architecture parameters, i.e. the network depth (D), the number of filters in the first layer (W), the use of batch normalization and the increment ratio (IR). As an example, 6/40/Y/1.1 means that we use a 6 layer generalized U-Net with 40 channels in
Apart from the base case and its modification including batch normalization, we provide data from pruned networks where we try to obtain the same or greater performance with a smaller number of trainable parameters. To achieve this goal, we decrease the increment ratio while increasing the number of filters in the first layer, the depth of the network or both. The column MTP in tables 1 and 2 shows the millions of trainable parameters in the network.

The Dice coefficient is defined, as usual, as twice the number of active pixels in the intersection of the true and the predicted masks divided by the sum of the active pixels in both masks. In the tables, our Dice coefficient are shown as percentages. For each proposed network architecture, we provide the mean Dice coefficient for the training and testing sets, the Dice coefficient for the best and worst predicted images in the testing set, and the standard deviation for the Dice coefficient over the testing set.

We define a new additional parameter (Radii Ratio parameter - RRP) that is very useful to estimate the accuracy of the CDR. This parameter is defined as the percentage of test images for which the radius of the predicted disc has less than a 10% error when compared with the ground truth mean radius. As an example, when using the deepest network included in the table, for 97% of the images our estimation of the disc radius has an error smaller than 10% (RRP = 97).

The base case is the only architecture in the table where we don’t use batch normalization. When training on a single dataset, batch normalization has a moderate effect on the network performance. However, when training using multiple datasets, we see a clear overfitting effect when we don’t use batch normalization. This can be clearly seen in Fig. 6, where the learning curve on the left side, which corresponds to a network without batch normalization, clearly overfits the data, while the curve on the right side, which corresponds to the same system with batch normalization, shows much better results for both training and testing sets.

We can see that deep networks with few parameters like the 6/40/Y/1.1, which has only 917492 trainable parameters, achieve good results for disc segmentation. In this specific case, the CNN achieves a RRP of 95. The best and the worst segmentations for this network are shown in Fig. 7. This network is highlighted in the table.

As a reference, we include in Table 1 a very wide and deep network (7/64/Y/1.3) which has over 14 million trainable parameters.
FIGURE 7. Best and worst disc segmentation with 6/40/Y/1.1 net.

parameters. Although the performance of this network is better than in any other case, the small improvement does not justify the additional complexity of the network. We also highlight this case in the table.

We can consider the effects of dynamic data augmentation by training the system without using the dual image generator. If we only use the images with contrast and brightness modifications, the prediction results are significantly worse. As an example, if we use this approach for our base case (with batch normalization), the worst-case Dice is 38% and the RRP falls to 86%.

We have not included the training time in the table as, in our case, this is almost independent of the network complexity. In all our experiments the training time was between 25 and 28 minutes. This seems to be caused by the dynamic data augmentation implemented in the dual image generator. As TensorFlow TPU support is currently not well documented, we initially considered the possibility that the generator might be running on CPU. The generator must produce the image batches that are used for training and testing.

Currently colab notebooks run on an Intel(R) Xeon(R) CPU @ 2.30 GHz using a single core with two threads [26]. In our training experiments we train for 15 epochs with 150 train and 30 test batches per epoch. As we use 120 image batches, we have to generate 270000 training images and 54000 testing images. This represents less than 5ms per generated image. Changing our code so that we don’t use dynamic data augmentation produces only slightly better training times for a similar number of training and testing images. Thus, it seems that the training time is not dominated by this factor as we originally supposed.

We provide a GPU version of our notebook in GitHub to allow the calculation of the TPU/GPU speedup. This speedup has some dependency on the network characteristics. For example, with a 6/40/Y/1.1 network we get a 2.5 training speed improvement, while for a 5/32/Y/1.5 we get a 2.2 speedup. As Keras support for TPUs is in early beta stage, performance comparisons will surely change in the future. Many architectures can’t be trained with our default batch size on the Tesla T4 GPUs in Google colab due to memory limitations. In these cases, the speedup training on TPUs can be above 3.0. We finish the architecture name in tables 1 and 2 with a T if the architecture must be trained on TPUs to keep the 120 image batches, and with a G otherwise.

As already mentioned in the cup case, we start by selecting the disc area. After this, the segmentation process is identical to the one used for disc segmentation. In Table 2 we show the mean Dice coefficient for the training and testing sets, the Dice coefficient for the best and worst image in the testing set, the standard deviation of the Dice on the testing set, and the Radii ratio parameter. The number of trainable parameters in the network is shown as a reference, although this value is clearly the same as for the Table 1 for the same network architecture.

We can clearly appreciate the importance of RRP for CDR prediction, as alternatives like the base case don’t look too bad from other perspectives but they are not able to predict the radius and, thus, the CDR correctly in a significant portion of the cases.

In Fig. 8 we can see the best and worst prediction using the 4/72/Y/2.0. After consulting with several ophthalmologists, we believe that, in many cases, discrepancies produced by the larger networks correspond to very difficult cases and they are very similar to the discrepancies found when the same images are analyzed by human experts. In Fig. 9 we can see that even the networks like 4/72/Y/2.0 with over 44 million parameters do not significantly overfit the data.

Some of the most sophisticated models presented in Table 1 fail to get good RRP for the cup case. As an example, the 7/64/Y/1.3 architecture, with over 14 million parameters, only obtains a RRP of 73. Thus, we introduce in Table 2 new architectures for cup detection, but try to keep the number of parameters to a reasonable level. Although we have made trials with very different architectures, in general we got interesting results both from wide architectures with high increment ratios and few layers, and from wide and deep architectures with low increment ratios.

An important aspect is illustrated in Fig. 10. Sometimes the networks predict images that, although they are not too bad when measured using Dice or even RRP, are considered as very bad predictions by ophthalmologists.

Our objective is to find an architecture where:

- The worst image Dice is above 55, and the test image subjective quality is acceptable for an expert ophthalmologist.
- At least 75% of the images predict the cup ratio with an error smaller than 10%, i.e. RRP > 75.
- The number of parameters is under 6M.
These criteria are met by the 6/72/Y/1.2 and 6/96/Y/1.1 networks. The 5/64/Y/1.3 is quite near the required criteria but, as already shown in Fig. 10, it does not satisfy the subjective quality requirement. Both 6/72/Y/1.2 and 6/96/Y/1.1 produce reasonably good results, but the subjective quality of the first alternative is slightly better and, thus, we would recommend this choice.

In table 3, we compare our results with those obtained by other researchers. We only include results that are directly related to our proposed solutions, i.e., those works that perform cup and disc segmentation using a deep learning approach. As in the other tables, the results are presented as percentage Dice coefficients. It is important to note that all the other authors train and test with each specific dataset independently. This approach is not suitable for our objective, i.e., providing segmentation as a cloud-based service. In the table, we show that with our training methodology we can get world-class results over the whole group of datasets.

In the case of disc segmentation, we obtain a Dice coefficient of 94%, which is the same as that obtained by [2] for RIM-ONE and DRIONS, and by [3] for DRIONS, but better than the result of [3] for RIM-ONE (90%), and not as good as the results of [27] and [3] for DRISHTI (97% and 95%) and [28] for RIM-ONE (98%). In the case of cup segmentation, our result (94%) is equal to that obtained by [28] for RIM-ONE, and better than the other results from [2], [3], and [27]. This is only a first step, and we should retrain our system when we have further data available from more sources. The high-speed possible with TPU-based training makes this concept feasible in practice.

**IV. CONCLUSION AND FUTURE WORK**

We have been able to show that by using data from different datasets, doing adequate image preprocessing and performing very significant data augmentation (both statically and dynamically), we have been able to perform cup and disc segmentation getting results with a similar performance to

**TABLE 3.** Comparison with existing methods in the literature. Results are percentage dice coefficients.

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Cup Drishti</th>
<th>Disc Drishti</th>
<th>Cup RIM-ONE</th>
<th>Disc RIM-ONE</th>
<th>Disc DRIONS</th>
<th>Disc Multi</th>
<th>Cup Multi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zilly et al. [27]</td>
<td>Ensemble learning based CNN (DL)</td>
<td>87</td>
<td>97</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Al-Bander [3]</td>
<td>Fully convolutional DenseNet</td>
<td>83</td>
<td>95</td>
<td>69</td>
<td>90</td>
<td>94</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Sevastopolosky [2]</td>
<td>Modified U-Net CNN</td>
<td>-</td>
<td>-</td>
<td>82</td>
<td>94</td>
<td>94</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Shankaranarayana et al. [28]</td>
<td>Fully convolutional and adversarial network</td>
<td>-</td>
<td>-</td>
<td>94</td>
<td>98</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Generalized U-Net-Multi-dataset train/validate</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Our work</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>94</td>
</tr>
</tbody>
</table>

**FIGURE 10.** Bad prediction from 5/64/Y/1.3.
that obtained by other authors using a single dataset for evaluation and testing. This is, at least, a first approximation to the possibility of running this type of segmentation as a service on the cloud.

The use of Pröve’s generalized parameterizable recursive U-net model allows to easily train and test any U-Net configuration without having to perform any changes in the code. This allows a much greater flexibility for testing different architectures.

Training on Google Cloud TPUs has allowed to test many different configurations, training them in a time almost independent of the network architecture. To our best knowledge, this is the first time that a U-Net architecture has been tested on TPUs. The speedup obtained with TPUs (2 to 3 times faster than cloud GPU solutions) makes this implementation very attractive for systems like ours, that require periodic retraining.

We have been able to test networks with 4 to 7 contraction and expansion layers, from 32 to 92 input channels, and with layer to layer width ratios from 1.1 to 2.0. The number of parameters has varied from 0.9 to 44 million.

Many U-Net architectures have been proven adequate for disc segmentation. However, only a very small number of alternatives have provided good quality cup segmentation while keeping the number of network parameters at reasonable levels.

The use of the free Google Colaboratory iPython notebook environment together with the public availability of the datasets allows all our experiments to be easily replicable directly from an internet browser without the necessity of powerful local GPU devices.

There are many possibilities for expanding this work in the future related, among other possible topics, to the modifications needed to always produce disc and cup shapes that are acceptable to ophthalmologists, the automation of the architecture configuration parameters and the use of other CNN architectures in parallel to use the produced data for direct Glaucoma detection. It should be noted that in this work we have tried to correctly segment the disc and the cup as this leads to the correct calculation of CDR, that is widely used for glaucoma detection. We have also introduced a new parameter (Radii Ratio parameter- RRP) that is very useful to estimate the accuracy of the CDR.

Although we have used cup and disc segmentation and thus the possible calculation of cup to disc ratio as our objective problem, it is clear that the proposed static and dynamic data augmentation approach, together with the fully parameterizable U-Net and the capabilities of TPU-based training, would allow to use the developed tools, with little modifications, to solve many multiset dataset binary image segmentation problems.

An important problem with this work has been the experimental nature and lack of documentation of Google’s TensorFlow TPU support. In the future, as Keras has become a core component of TensorFlow 2.0, our code should be able to run in this environment with few modifications.
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