Abstract.—A classification of inference systems based on approximate reasoning techniques is proposed. An alternative realization method is described for the particular SISC case, which enables reducing the silicon area and increasing the operation speed, making it especially appropriate for real time control applications.

I. INTRODUCTION

Fuzzy logic provides a conceptual and mathematical frame for those problems where the imprecise definition of variables and vague resolution strategies applied require the use of approximate reasoning techniques. This has led to the development of new processing structures which allow hardware implementations of fuzzy inference mechanisms [1].

Distinct taxonomies can be established for fuzzy inference systems according to different criteria. However, in order to compare their hardware realizations, it is preferable to introduce a classification depending on the type of information they handle at the system input and on the description of the rules’ consequents. In this sense, the realizations reported in literature are found in one of the three categories shown in Fig. 1.

In conventional fuzzy inference systems the rule base is described by linguistic labels represented by fuzzy sets. In decision-making applications and complex control problems, input to the fuzzy inference system are described as a distribution of possibilities represented also by a fuzzy set (FIFC). On the contrary, in most control applications the input comes from sensors which give crisp values that can be associated to fuzzy singletons (SIFC). In this case, calculation of each rule’s activation level is reduced to combining each antecedent membership degree by means of a connective operator. Finally, the controllers must give a concrete output value, which imposes introducing of a defuzzifying stage. To reduce the processing time of this stage, the designer usually recurs to the use of simplified methods which allow handling the predefuzzified information. From an implementation point of view, the most efficient of these approaches is that which substitutes the fuzzy information of the rules’ consequents with a fuzzy singleton located in the point of maximum membership degree in the original fuzzy set (SISC).

II. HARDWARE IMPLEMENTATION OF FUZZY SYSTEMS

The first digital realizations of FIFC [2] and SIFC [3] systems use an architecture in which a data-path is supplied for each rule. The size and characteristics of the required memory elements to store the knowledge base are the main limitations of this realization strategy.

Calculation of the activation degrees in SIFC systems is a scalar operation, easily performed in a single clock cycle. This enables a new implementation strategy of fuzzy systems, where the different rules are processed sequentially. Its main drawback is the difficulty encountered to increase the number of control rules without degrading the system response time.

Different authors have proposed mechanisms to minimize both the calculation time and the area consumption of fuzzy inference systems. Among the most interesting contributions, the following deserve mention: 1) introduction of the active rule concept [4] and the use of singleton consequents [5] [6], which reduce the inference time; and 2) the a priori limitation of the degree of overlapping of the membership functions [7] [8], which considerably reduces the system size.

Adequately combining these concepts leads to the architecture of the SIFC fuzzy controller proposed in the next section, which generates efficient microelectronic realization.

III. ACTIVE RULE REALIZATION OF SISC SYSTEMS

In a SISC inference system, each rule proposes a specific conclusion (Bᵢ), whose “strength” is determined by its corresponding activation level (αᵢ). Calculation of the combined action of many rules requires a mechanism to evaluate the average of the different conclusions. This is made by taking the activation levels as weights:

\[ \bar{y} = \frac{\sum_{i} \alpha_i \cdot B_i}{\sum_{i} \alpha_i} \]  

(1)

The use of fuzzy singletons to describe the conse-
quents of the rules makes the minimum number of cycles needed to evaluate (1) comparable with those needed for the division. For this reason, the inference should be driven by active rules, for which a scheme of associative memory is sought where only the active rules lead to the conclusion.

The architecture that we propose is shown in Fig. 2. The membership function circuits provide for each input value as many pairs (label, activation level), as degree of overlapping has been fixed in the system. Since a fixed degree of overlapping infers restricting the maximum number of active rules, the next step is to sequentially process each of these rules; a counter-controller multiplexer array is used for this. In each counter cycle, the membership degrees are combined through the MIN operator to calculate the activation level of the rule, while the antecedent labels address the memory position which contains their corresponding consequent. Finally, the arithmetic unit (defuzzifier in the figure) performs the multiplication, sum, and division operations of equation (1).

The active rules processing mechanism allows increasing the inference speed of the system, since rather than go through the whole rule memory, it only considers those rules which contribute to the final solution. The number of active rules depends on the overlapping degree of input membership functions and will be much less than that of the possible rules. Introducing pipeline stages, the number of required clock cycles to produce a control output is limited by the maximum between the number of active rules and the number of bits of the denominator.

Increasing the number of controller input increases the number of potentially active rules. However, all potentially active rules are not usually truly active. To eliminate these inactive rules, a counter with inhibiting input can be used that selects only those combinations of antecedents whose membership degrees are not zero. This allows reducing the number of clock cycles needed to evaluate the rules and improves the inference speed when the number of rules is the limiting factor of the operation speed.

IV. PRACTICAL RESULTS

Based on the herein described architecture, a fuzzy controller prototype has been designed with three input and an output which obtains 8 bit resolution and uses 8 different membership functions with an overlapping degree of 2 for each input. With these characteristics, the controller can perform an inference every 9 clock cycles which, considering the frequency of a typical clock as 20 MHz, infers an operation speed over 2 MFLIPS.
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