On the Computation of the Dispersion Diagram of Symmetric One-Dimensionally Periodic Structures
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Abstract: A critical discussion on the computation of the dispersion diagram of electromagnetic guiding/radiating structures with one-dimensional periodicity using general-purpose electromagnetic simulation software is presented in this work. In these methods, full-wave simulations of finite sections of the periodic structure are combined with appropriate simplifying network models. In particular, we analyze the advantages and limitations of two different combined methods, with emphasis on the determination of their range of validity. Our discussion is complemented with several selected numerical examples in order to show the most relevant aspects that a potential user of these methods should be aware of. Special attention is paid to the relevant role played by the high-order coupling between adjacent unit cells and between the two halves of unit cells exhibiting reflection, inversion, and glide symmetries.
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1. Introduction

Many practical microwave/antenna devices find their fundamental operating mechanisms in the behavior of electromagnetic waves in a periodic environment [1–4]. Examples of this are waveguide/printed-line periodic filters [2,5], metamaterial-inspired transmission lines [6,7], periodic leaky-wave antennas [8], frequency selective surfaces (FSS) [9], reflect/transmit-arrays [10,11], metasurfaces [12], etc. In all these problems, many of the relevant transmission, reflection, and/or absorption characteristics of the periodic (or quasi-periodic) finite device can be explained from the knowledge of the dispersion diagram of the corresponding infinitely periodic structure. As is well known, the treatment of these structures can be reduced to deal only with the unit cell of the periodic structure. Thus, in every of the above mentioned problems we can identify a basic propagation and/or radiation problem involving discontinuities in a generalized waveguiding system subject to periodic boundary conditions. The waveguiding system can be a standard metallic waveguide [2], a generalized waveguide [13,14] (as the one typically found in the treatment of FSSs [15,16]), printed lines [7,17], substrate integrated waveguides [18–20], etc. The periodic boundary conditions can appear either in the walls of the waveguiding system (transverse periodicity) and/or along the propagation direction (longitudinal periodicity). If none of the boundaries of the waveguiding system is open to free space, the periodic electromagnetic wave problem can be solved by means of a Floquet analysis of the structure [21,22] that involves only a discrete spectrum [23]. If there are open boundaries in the waveguiding system, the continuous spectrum should also be taken into account by means of its necessary integral representation [3,23,24]. In any case, the dispersion diagram of the periodic structure can be
obtained after solving the non-linear eigenvalue problem that results from the application of Maxwell’s
equations with the appropriate boundary conditions to the considered unit cell [3,23].

Likewise other non-linear electromagnetic eigenvalue problems, the obtaining of the eigenvalues
requires the searching for complex zeros of a given determinantal equation. In the present problem,
the eigenvalues correspond to the wavenumbers of the propagating modes, say $k_z = \beta - j\alpha$, with $\beta$
being the phase constant and $\alpha$ the attenuation constant ($\alpha$ accounts either for the evanescent/complex
nature of the mode or for the presence of material and/or radiation losses). As well reported in the
literature, the zero-searching task in the complex plane is not trivial at all because of its intrinsic
difficulty to be systematized into a general algorithm that can easily be implemented in an unattended
computer code [25–27]. Also, to the best of the authors’ knowledge, commercial electromagnetic
simulators (for instance [28,29]) provide systematically the frequency behavior of only the real part of
the complex wavenumber (an eigenvalue problem is defined by imposing a given phase shift between
the boundaries of the unit cell, and the corresponding eigen-frequency is then computed).

As an alternative to solving the above non-linear eigenvalue problem with its intrinsic
cumbersome task of searching for zeros in the complex plane, different procedures that make use
of general-purpose electromagnetic simulators (or even measurements) have been reported in the
literature. One of these procedures involves the analysis of one or two sections of the periodic structure
involving several unit cells in order to extract the dispersion relation from the different values of
the associated transmission matrices [18,19,30–32]. Implicit in the above method is the modeling of
the periodic structure as a cascade of identical two-port (or multi-port) equivalent networks [3,4].
The decomposition in two-port equivalent networks is valid when the interaction between adjacent
cells is well accounted for by only the fundamental mode of the waveguiding structure. If higher
order modes and/or the continuous spectrum take part in this interaction, then multi-port equivalent
networks are necessary [3,33]. In many published works on this topic, the application of the above
procedures requires the implementation of in-house computer codes [34–36]. Usually these codes are
not easy to be reproduced by (or distributed to) other authors and also hard to be generalized to cases
other than the particular ones treated in the corresponding papers. Certainly, wide distribution and
versatility of the software tool are two well-known and very relevant characteristics of commercial
electromagnetic simulators. In consequence, the development of combined approaches that can
take advantage of these features of commercial simulators and can be complemented with a simple
in-house post-processing stage is becoming more and more convenient [37–40]. Some more-simplified
approaches involving the simulation of a single unit cell (or even half unit cell) have also been
proposed [41]. Thus, the main goal of the present work will be to go over some of these approaches in
order to discuss what is the optimized hybrid method that, making use of commercial software,
can efficiently provide the dispersion relation of periodic structures. The presence of internal
symmetries in the unit cell will be of special interest in the frame of this research.

The paper is organized as follows. Section 2 gives an overview of two of the most usual methods
to deal with one-dimensionally periodic guiding structures and also discusses how to take advantage
of the possible symmetries in the unit cell. Section 3 discusses the conclusions derived in the previous
section in connection with the numerical results obtained for two different structures: printed periodic
microstrip lines and paralle-plate waveguides with periodic corrugations. Finally, a summary of our
main conclusions is reported in Section 4.

2. Methods of Analysis

As it has been mentioned above, there are basically two possible rigorous procedures to obtain
the dispersion diagram of periodic structures [3,4]: (i) the solution of the corresponding eigenvalue
problem associated with a unit cell subject to periodic boundary walls (PBW); and (ii) the extraction
of the dispersion curves from the post-processing of the ABCD matrix of a cascade of multi-modal
(multi-port) equivalent networks. This second approach is the one reported in the literature when
the dispersion diagram of the periodic structure is computed from the full-wave simulation results
of a macro-cell made up of several unit cells [18,19,37–39], and will be the subject of discussion of the present work. Certainly, the full-wave simulator employed to characterize the macro-cell does take into account all the possible interactions between adjacent cells (which justifies its identification with a cascade of multi-port equivalent networks). This method has several drawbacks such as the intense computational load required to analyze a macro-cell involving many unit cells (as required in many practical problems) [39,41], the appearance of spurious solutions, and the ambiguity of the phase constant outside the first fictitious Brillouin zone imposed by the repetition of the unit cell [39]. These inherent difficulties have motivated the search for approaches that can overcome them, as for example those reported in [39,41]. The procedure given in [39] can solve the drawback related to the appearance of spurious solutions at the expense of increasing the computational load. However, the procedure reported in [41] apparently overcomes all the mentioned drawbacks given that it only involves full-wave simulations of a single unit cell (or even half this unit cell under appropriate symmetry conditions) bounded by electric and/or magnetic walls along the direction of periodicity. Unfortunately, the authors of the present work have not been able to reproduce the expected good results of [41] in their own research and have found some reasons to justify this fact. The theoretical and numerical results of the authors in this research are discussed below.

An example of a possible periodic configuration of interest within the frame of the present work is schematically shown in Figure 1a. This arrangement consists of a section of three unit cells of a longitudinally (along z-direction) periodic structure. The figure could represent either the longitudinal cut of a rectangular or parallel-plate waveguide (PPW) with vertical (E-plane) stubs (in such case the solid color represents the interior of the metallic waveguide) or the top view of the layout corresponding to a printed microstrip line periodically loaded with stubs at the right and left sides. In any case, the structure can be modeled by a cascade of equivalent networks as shown in Figure 1b,c. Panel (b) corresponds to a cascade of two-port networks and panel (c) to a cascade of multi-port networks. In Figure 1c it is assumed that port (1) is associated with the fundamental mode, port (2) with the first higher-order mode, and so on. As usual, the input and output ports of the whole structure are associated with the fundamental mode. In the example of Figure 1c, the interaction between adjacent cells is assumed to be accounted for by both the first and second modes, with the remaining modes being considered “localized” modes and therefore only contributing as lumped elements in the equivalent network [15,33,42]. Clearly, the network shown in Figure 1b is a simplification of the one in Figure 1c provided that the fundamental mode is the only relevant mode in the interaction between adjacent cells, as implicitly or explicitly assumed in many works in the literature [43]. Note that although, in principle, the boundaries of the unit cell along the z-direction can be arbitrarily defined (provided the period is respected), it is convenient to set such boundaries far apart from the discontinuities (stubbs in this case), in a region where the uniform housing guiding system (rectangular waveguide, PPW or microstrip) is clearly recognizable. If the unit cell has internal symmetries, the boundaries should be chosen in such a way that these symmetries are preserved. Thus, for instance, the limits of the unit cell might have been chosen between the two stubs represented in Figure 1a, but this would not be a good choice if a model like the one in Figure 1b or Figure 1c is intended to be used.

Next, two commonly used methods reported in the literature to obtain the dispersion relation of waveguiding periodic structures along the longitudinal direction will be presented and critically discussed. Both methods combine full-wave simulations coming from commercial electromagnetic solvers with some post-processing to give the dispersion relation of the structures in a systematic way.
2.1. Method A

For a generic periodic configuration as the one in Figure 1a, and assuming that an appropriate deembedding procedure has been implemented [18,19] to cancel out the undesirable effects caused by the practical feeding of the structure, a very general and efficient method proposed in the literature to obtain the dispersion diagram is based on the full-wave simulation of the finite \( N \)-cell structure to obtain, in a first step, the corresponding total transmission matrix associated with the input and output fundamental mode. Here it should again be noted that the boundaries of the unit cell of the structure should conveniently be chosen, if possible, so that most of the interactions between cells is carried out by means of the fundamental mode (the unit cell shown in Figure 1a is an example of this convenient choice). The transmission matrix, \([T_N]\), corresponding to a cascade of \( N \) unit cells can formally be written as

\[
[T_N] = [T]^N
\]

where \([T]\) stands for the unit-cell ABCD matrix corresponding to the fundamental mode in an scenario where the higher-order mode interaction between cells has been appropriately taken into account. It should be noted that, only under this assumption, the cascade of multi-port equivalent networks has formally been expressed as a cascade of “effective” two-port ABCD matrices (as in Figure 1b), which would be computed as

\[
[T] = \sqrt[N]{[T_N]} = \begin{bmatrix} A_p & B_p \\ C_p & D_p \end{bmatrix}
\]

where the subindex \( p \) indicates that the elements refer to a region of length \( p \) (that is, the period of the unit cell). The term “effective” comes along with this \([T]\) matrix to point out that this matrix is not the standard ABCD matrix of an isolated unit cell interacting with adjacent cells only through the fundamental mode (indeed, the “effective” \([T]\) matrix depends on the number of unit cells in the cascade). The dispersion relation of the periodic configuration would then be given by [3,4]

\[
\cosh(\gamma p) = \frac{A_p + D_p}{2}
\]

or by the spurious-free procedure given in [39]. In the above equation \( \gamma \) is the propagation constant, which is related to the wavenumber by \( \gamma = jk_z = j\beta + \alpha \).
2.2. Method B

In the above discussion of the periodic generic configuration of Figure 1, it was implicitly assumed that the procedure reported in [41] could not be applied because of the lack of symmetry in the unit cell. However, if the unit cell does have symmetries as those shown in Figure 2b,c, then the authors in [41] propose to exploit such symmetries to express the dispersion relation in terms of the properties of just one half of the unit cell. In general, the smaller the structure to be analyzed with the full-wave simulator, the more accurate and spurious-free the computed numerical solution. Following [41] it will be assumed the existence of a cascade of two-port transmission matrices as in Figure 2a, where the symmetry of the unit cell is reflected by the following form of the matrices:

\[
[T'] = \begin{bmatrix}
A_{p/2} & B_{p/2} \\
C_{p/2} & D_{p/2}
\end{bmatrix}, \quad [T''] = \begin{bmatrix}
D_{p/2} & B_{p/2} \\
C_{p/2} & A_{p/2}
\end{bmatrix}
\]  

(4)

(subindex \(p/2\) stands for the fact that only half the unit cell is considered for the definition of each of these auxiliary transfer matrices). The transmission matrix of the global unit cell is then given by

\[
[T] = [T'][T''] = \begin{bmatrix}
A_{p/2}D_{p/2} + B_{p/2}C_{p/2} & 2A_{p/2}B_{p/2} \\
2C_{p/2}D_{p/2} & A_{p/2}D_{p/2} + B_{p/2}C_{p/2}
\end{bmatrix}
\]  

(5)

and the corresponding dispersion relation can be written as

\[
cosh(\gamma p) = A_{p/2}D_{p/2} + B_{p/2}C_{p/2} = 2A_{p/2}D_{p/2} - 1
\]  

(6)

(taking into account the general condition \(AD - BC = 1\)). If we now consider the identity

\[
cosh(\gamma p) = 2\cosh^2(\gamma p/2) - 1
\]  

(7)

it can be concluded that

\[
cosh(\gamma p/2) = \sqrt{A_{p/2}D_{p/2}}.
\]  

(8)

Figure 2. Periodic structure (period \(\equiv p\)) with a symmetry plane at the middle of the unit cell. (a) Cascade of 2-port equivalent networks that explicitly takes into account the presence of the symmetry plane in the unit cell; (b) Structure with a point of inversion symmetry; (c) Structure with a plane of reflection symmetry.
This dispersion equation is exactly the same as the one given in ([41] Equation (6)) (note that the minimum period was denoted as 2\( p \) in [41] and \( p \) in this work). In principle we can compute the product \( A_{p/2}D_{p/2} \) from the scattering parameters provided by the full-wave simulation of half the unit cell when considered isolated. However, if we proceed this way, all the higher-order interactions between the two halves of the unit cell would be ignored. (The two-port transmission matrices \( [T'] \) and \( [T''] \) should rather be considered again as “effective” transmission matrices, in the understanding that the fundamental mode might not be the only one that contributes to the interaction between the two halves of the unit cell.)

Alternatively we could have proceeded in the manner reported in [41] by introducing a short/open circuit in the structure in order to compute \( A_{p/2}D_{p/2} \) in terms of the auxiliary impedances \( Z_{el} \) and \( Z_{mag} \) defined in [41]. These are the input impedances of the one-port network obtained by substituting the symmetry plane located at the center of the unit cell (see Figure 2) with a short circuit (\( Z_{el} \)) or an open circuit (\( Z_{mag} \)). This procedure is found equivalent to starting with the whole unit cell and then applying the even/odd excitation technique [3,4]. As this method implies the setting of electric/magnetic walls at the middle of the structure, both procedures are fully equivalent provided the actual existence of a reflection symmetry plane in the structure that allows for the application of the even/odd excitation procedure. As an example, this symmetry condition is satisfied for the geometry given in Figure 2c but not for the one in Figure 2b. This equivalence, or lack of equivalence, could be irrelevant if it were not for the fact that the presence of electric/magnetic walls in the full-wave simulation is what actually ensures that the higher-order interaction between the two symmetric halves of the unit cell is appropriately taken into account. It is also apparent that the use of these magnetic/electric walls does not imply that the higher-order interaction between adjacent whole unit cells is taken into account, since only one unit cell is indeed analyzed with the full-wave simulator. Moreover, the placing of a magnetic wall in the input port of the half unit cell imposed in [41] does not affect this discussion; actually this magnetic wall is not necessary when the input lumped port is taken at the middle of the unit cell [41] (this fact has repeatedly been checked by many numerical simulations carried out by the authors of the present work). In brief, the technique reported in [41] can, in principle, be applied to geometries of the type shown in Figure 2b,c, but the application of that technique to the geometry in Figure 2b would only account for the electromagnetic interactions between the two halves of the unit cell as long as this interaction is carried out exclusively by the fundamental mode (in other words, the two stubs in each unit cell should be sufficiently far apart so as to ensure the absence of interactions through high-order modes). It leads us to the somehow trivial finding that the higher-order interaction between adjacent cells can only be taken into account by simulating a cascade of multiple unit cells (as done in Method A) or, at most, by taking advantage of reflection symmetry planes (not inversion points, as it is the case shown in Figure 2b) to simulate half the cascade of unit cells terminated with electric/magnetic walls. This result will be numerically studied and validated in next section.

A general conclusion drawn above was that only method A can properly account for high-order interactions between different unit cells, and thus method B should be restricted to those situations where this interaction can be neglected. However, a possible and convenient way to account for the high-order interactions between adjacent cells, which takes advantage of the combination of methods A and B, is to apply method B to an extended cell of period \( P = 2p \). In this case, the ABCD parameters in (8) would correspond just to the unit cell of period \( p \), which because of the presence of a reflection-symmetry wall in the middle of the extended cell (\( A_{p} = D_{p} \)) would lead to a dispersion equation completely equivalent to (3) if \( N \) had been set to 2 in method A. Certainly this combined procedure can be applied to cells of more extended periodicity with the purpose of accounting for inter-cell interactions with simulations that only involve half the number of cells.

Interestingly, the above discussion about symmetry in periodic structures turns out to be very relevant when dealing with the circuit modeling of structures with glide/twisted symmetry [44,45]. This topic has recently surged due to some interesting application papers [46–49], where it is clearly shown that the behavior of periodic structures with glide symmetry is not equivalent
to their counterpart without this feature, thus giving an apparent clue on the different role played by the higher-order mode coupling when different types of symmetry are involved. Furthermore, this difference in coupling provided by the glide symmetry has been found to give advantageous features that can enhance the performance of many practical devices [46,48,49]. According to our discussion above, the periodic structure with glide symmetry (whose unit cell incorporates a central inversion point) cannot rigorously be modeled by the analysis of just one of the two subcells of the unit cell (unlike periodic structures whose unit cell does have a reflection symmetry plane). Actually, the authors of [47] claim that their circuit model is valid provided that the upper and lower stubs in ([47], Figure 2c,d) do not overlap. Our premise here is that their proposed simplified circuit modeling of the glide-symmetric structure is valid as long as the upper/lower position of the stubs is irrelevant; namely, when the higher-order coupling between the stubs is not very important. When both stubs overlap this possible difference in the higher-order coupling between upper/lower position is crucial, being less and less relevant as the distance between the stubs increases. In practice, as already reported in [50], there may be many practical situations where just the inclusion of the first high-order mode suffices to obtain accurate results.

Also, the above discussion can be related to a very recent contribution in the circuit modeling of non-symmetrical reciprocal network [51]. Although that paper deals with non-periodic structures, its underlying rationale can easily be extended to the periodic case, in which the general conclusions reached in [51] are found congruent with the discussions reported here.

3. Results

In this section the main issues discussed in previous sections will be numerically validated. First, the general advantage of using Method B will be pointed out when possible. Certainly Method A will provide, in principle, more accurate results since it deals with a more realistic electromagnetic scenario in which many of the couplings between different unit cells are taken into account. However, the unavoidable computational load implicit in the treatment of electrically large and complex structures may lead to very long computational times and non-negligible levels of numerical noise. This last effect can become very relevant when dealing, for instance, with leaky-wave 1-D periodic configurations, where the eventual high radiation leakage in the structure can make the power in the output port several orders of magnitude smaller than in the input port. This numerical noise is also very relevant when computing the attenuation constant of below-cutoff and/or complex modes in closed waveguiding system. A few selected examples will be discussed in the next subsections to clarify these points and provide some insights on the virtues and limitations of the proposed methods.

3.1. Periodic Printed Microstrip Lines

Our first case study in Figure 3 shows the comparison between the results of methods A and B for two printed microstrip lines periodically loaded with inductive/capacitive discontinuities. These lines were previously studied in [38,52] and, in this example, HFSS commercial software [29] has been used for the required full-wave simulations. Both structures exhibit a band gap starting when its period \( p \) equals half the line wavelength \( (\lambda_g/2) \) (as shown in [35,38]). Although not explicitly shown in the figures, our results agree well with those reported in [38,52].

In Figure 3a the results for the dispersion diagram (both the phase, \( \beta \), and the attenuation, \( \alpha \), constants) corresponding to method A have been computed using one cell \( (N = 1) \) and five cells \( (N = 5) \). In this structure, the differences between the \( N = 1 \) and \( N = 5 \) cases are very small, clearly meaning that the inter-cell coupling is well accounted for by just the fundamental mode. The data corresponding to method B have been obtained by using the even-odd excitation procedure to study the unit cell (namely, just one of the two symmetric halves with electric/magnetic walls are simulated). Certainly, the results using this procedure are found identical to the ones obtained by the procedure proposed in ([41], Equation (12)) as well as to the “Method A \( N = 1 \)” curve. The excellent
agreement between the “Method B” curve and the results with $N = 1$ can be considered as a first validation of the congruence of methods A and B in this circumstance.

Figure 3. Dispersion diagram of the periodic printed microstrip lines shown as insets. The substrate of the lines has thickness $h$ and relative permittivity $\varepsilon_r$. (a) $p = 5.6$ mm, $w = 0.6$ mm, $w_s = 0.2$ mm, $\varepsilon_r = 10.2$ and $h = 0.635$ mm; (b) $p = 4$ mm, $w = 0.6$ mm, $g = 0.2$ mm, $\varepsilon_r = 10.2$ and $h = 0.767$ mm.

In the structure analyzed in Figure 3b, previously studied in [52], the results provided by method A for one, three, and five cells (denoted as $N = 1$, $N = 3$, and $N = 5$ respectively) are compared with those obtained by method B, taking now an extended period of $2p$ (namely, the simulated subcell with electric/magnetic walls has a length of $p$, and thus the obtained results are found to be identical to the case “Method A $N = 2$”, although this fact is not explicitly shown in the figure since the two corresponding curves would overlap). It is interesting to observe the appearance of slight discrepancies between the results of method A when different number of cells are considered and, furthermore, that a clear convergence pattern is not observed in the analyzed frequency range. These facts are partly attributable to the high values of the attenuation constant in the stopband (there appear values of $\alpha/k_0 > 1$), which causes the results with a few cells to be affected by numerical noise due to the very low level of power that reaches the output port (power along $z$ is given by $P(z) = P(0)e^{-2\alpha z}$; that is, an attenuation of $A(\text{dB}) = 8.69\alpha z$, which means $A = 13.11N$ dB at 18 GHz, with $N$ being the number of cells in the structure). In this situation, the convenient convergence test to ensure the reliability of the results provided by method A cannot be carried out. Actually, although not explicitly shown in Figure 3b, the results with a higher number of cells are found to increasingly deteriorate.
3.2. Corrugated Parallel-Plate Waveguide

The following example to be examined is a parallel-plate waveguide (PPW) system with periodic metallic corrugations, which can be symmetrically and non-symmetrically distributed, as illustrated by the insets in Figure 4a,b respectively (here the term “symmetrically distributed” is employed to refer only to “reflection symmetry”). First, Figure 4 shows the case where the period of the structure is sufficiently long as to make the inter-cell coupling due to high-order modes almost negligible up to the cutoff frequency of the first high-order mode of the housing PPW. In this frequency range the use of two-port ABCD matrices is well justified and thus the present structure will be taken as a good benchmark to study the intra-cell high-order couplings and its relation to the symmetry properties of the unit cell. In this long period case, no method-A results with $N > 1$ are shown since they are found to almost coincide with the $N = 1$ case (although some small numerical noise appears because of the inherent more difficult simulation of electrically large structures). Our results will be compared with the data provided by the tool “Eigenmode-Solver” in CST [28]. The results provided by this tool for the frequency behavior of the phase constant are considered very reliable; however, as this tool does not straightforwardly generate results for the attenuation constant of reactive/complex/leaky modes, the comparison for $\alpha$ is not carried out.

![Figure 4. Brillouin diagram of a parallel-plate waveguide (PPW) with periodic metallic corrugations (a) symmetrically and (b) non-symmetrically distributed. The inset structures represent longitudinal sections of the PPW’s with the grey color standing for the metallic parts of the structures. Long period: $p = 12$ mm. Other parameters: $h = 10$ mm, $s = 2$ mm, $t = 1$ mm and $g = 1$ mm.](image)

The reflection-symmetry case studied in Figure 4a clearly shows a very good agreement between the results of method A with just one period ($N = 1$) and those given by the even-odd excitation procedure in method B in the whole considered frequency range. These results agree well with the data provided by the CST Eigenmode-Solver (CST-ES) up to 15 GHz; namely, the cutoff frequency of the first high-order mode in the housing uniform (without corrugations) PPW: $f = c/(2h)$, with $c$
being the vacuum speed of light and \( h \) the height of the uniform PPW. As expected, discrepancies start to appear beyond this frequency, when the presence of this second propagative mode in the uniform sections of the PPW makes that the cascade of two-port ABCD matrices cannot properly account for the unavoidable multi-mode inter-cell coupling that will appear. It should be highlighted that, for frequencies where the regime is no longer monomode in the non-corrugated PPW, the cascade of single two-port transfer matrices is not presumed to work satisfactorily because of the propagative multi-mode nature of the guiding field rather than for possible neglected effects of high-order evanescent modes. Thus, beyond this monomode band, neither method A nor method B are expected to provide accurate results.

Let us now consider the inversion-symmetry structure shown in the inset of Figure 4b. The structure exhibits an inversion point at the center of the unit cell, circumstance that will have interesting consequences for a particular choice of the period, as it will be discussed later. The curves in Figure 4b show again a good agreement within the monomode band between the results of method A and those provided by the CST-ES. However, the data given by method B, which here completely ignores the inversion-symmetry nature of the unit cell, are in full disagreement with the above two set of results. It clearly proves that method B, as expected, drastically fails when high-order coupling between the two subcells forming the inversion-symmetry unit cell is significant and not properly incorporated to the model. This fact seems to be in contrast with the thesis apparently sustained in [41]. Of course, the method would properly work if the subcells only interact through the fundamental propagating mode, as it would be the case for relatively large separation between the stubs. In this latter case the structures with mirror symmetry and with inversion symmetry would have the same response.

Next, the short-period case is studied in Figure 5, where it is again shown the cases corresponding to the presence or absence of a reflection symmetry plane at the middle of the unit cell. In both cases it is now included the data for “Method A \( N = 5 \)” since high-order inter-cell coupling is expected when the pair of corrugations of each unit cell is electrically close to adjacent ones. Figure 5a shows the symmetrically-distributed case and, again, a perfect agreement is found between “Method A \( N = 1 \)” and “Method B”. These methods also show a good agreement with the “CST-ES” data in the first passband up to 5 GHz where \( p/\lambda_0 \lesssim 1/10 \). For higher frequencies, the inter-cell couplings cannot be well accounted for by the cascade of two-port ABCD matrices and, therefore, the methods are not expected to give accurate quantitative results (although they still provide a good qualitative picture of the band diagram of the structure). The data corresponding to “Method A \( N = 5 \)” shows a significantly better agreement with the “CST-ES” curve in the whole first passband, although important discrepancies appear in the stopband due to the expected numerical noise caused by the strong attenuation in this band. There is neither a good agreement in the second passband because of the multi-mode nature of the band at higher frequencies. Due to the unreliability of these “Method A \( N = 5 \)” data outside the first passband, they are not shown in the figure. Regarding the inversion-symmetry case in Figure 5b, the first relevant feature is the complete lack of agreement between the results of “Method A \( N = 1 \)” and “Method B” even at very low frequencies, which clearly highlights the need of appropriately considering the multi-mode interactions that appear here between the two halves of the unit cell. Since the first passband in this case appears below 5 GHz, a very good agreement is now found between the “Method A \( N = 1 \)” and “CST-ES”. For higher frequencies there is not such a good quantitative agreement, although the qualitative behavior is approximately captured until the onset of the multi-mode propagation regime. In this inversion-symmetry case, the “Method A \( N = 5 \)” curve does show a good quantitative agreement within the entire single-band regime, agreement that extends up to the onset of the multi-mode regime. An interesting feature of this structure is the widening of the second bandpass of negative-group velocity nature [53], which now extends from 8 to 13 GHz approximately.
An interesting further step in the study of corrugated PPWs is the case presented in Figure 6, where the period of the structure is taken as twice the distance between the corrugations [47]. Actually, for the symmetrically-distributed corrugation case shown in Figure 6a, the true period of the structure is now $p = s$, although the dispersion relation will be plotted for an “extended” period $\hat{p} = 2s$ for the sake of comparison with the inversion-symmetry case in Figure 6b [the true period of which is $p = 2s$]. The CST-EC curve in Figure 6a shows a first passband that now extends up to about 8 GHz; interestingly, the onset of the second bandstop in Figure 5a. Actually, it is found that the first stopband in this structure disappears as the distance between corrugations approaches the true period of the structure ($p \rightarrow s$). In this figure it is also observed that the “Method A N = 2” gives sufficiently accurate quantitative results in this first passband but drastically fails for higher frequencies (in these calculations, a structure with two unit cells, $\hat{p} = 2s$, has been taken). The curve corresponding to “Method A N = 10” only improves the agreement with CST-ES in the first passband but also fails for higher frequencies (the data are not shown). In this case, the expected relevant inter-cell propagative and evanescent high-order coupling would make it necessary either the use of a multi-port approach or the solution of the corresponding non-linear eigenvalue problem to compute the complex propagation constant of the structure. The case considered in Figure 6b is an example of a structure having glide symmetry [46–49]. The curves of Figure 6b show, similarly to the previous inversion-symmetry unit-cell cases, a great disagreement between the results of Method A ($N = 1$) and Method B. Rather interesting is the comparison of the “Method A N = 5” and “CST-ES” curves. Now there appears a good agreement between both curves even for frequencies beyond 15 GHz. This good agreement outside the monoband regime is attributed to the fact that the first high-order mode of the housing PPW is not expected to be highly excited in the glide-symmetric structure. The existence of electrically-close periodic inversion points in this structure would presumably reduce the excitation level of modes with an even

**Figure 5.** Brillouin diagram of a parallel-plate waveguide with periodic metallic corrugations (a) symmetrically and (b) non-symmetrically distributed. Short period: $p = 6$ mm. Other parameters: $h = 10$ mm, $s = 2$ mm, $t = 1$ mm and $g = 1$ mm.
profile along the vertical direction. Apart from this reasonable good agreement in the quantitative results shown by both curves, they show that the passband of this structure has grown considerably, now extending up to 13.8 GHz. This surprising fact, already reported in [46–49], is one of the most relevant features of glide-symmetric structures and is likely to find more and more applications in the future (a similar widening of a stopband can also be found in other type of glide-symmetric structures).

**Figure 6.** Brillouin diagram of a parallel-plate waveguide with periodic metallic corrugations (a) symmetrically \( \mathbf{p} = 2\mathbf{p} = 4 \text{ mm} \) and (b) glide-symmetrically distributed \( \mathbf{p} = 4 \text{ mm} \). Other parameters: \( h = 10 \text{ mm}, s = 2 \text{ mm}, t = 1 \text{ mm} \) and \( g = 1 \text{ mm} \).

4. Conclusions

In this work we have presented a thorough discussion on the pros and cons of computing the dispersion relation of 1-D periodic guiding/radiating structures by means of a combined method that makes use of full-wave simulations data obtained from commercial software tools along with a simplifying equivalent-network model. This method can take advantage of both the high flexibility of simulators to deal with general structures and the further analytical treatment of the data provided by the employed simplified electromagnetic model of the problem as a cascade of two-port equivalent networks.

Some general conclusions that have been discussed in this work are summarized below:

- The most general and reliable method to compute the dispersion diagram of periodic structures is the solution of Maxwell’s equations in the unit cell of the structure subject to periodic boundary conditions. The major disadvantage of this eigenvalue approach is that it involves the searching for complex zeros, a task that is not easily systematized in the form of general-purpose computer codes.
- The so-called Methods A and B in Section 2 are alternative combined approaches that avoid the searching of complex zeros. If the unit cell of the periodic structure has a reflection-symmetry
plane, then a further combination of these two methods is proposed as a very convenient and efficient tool.

- Due to the simplification implicit in the modeling of the periodic structure as a cascade of two-port equivalent networks, the possible excitation of high-order propagative modes in the uniform sections of the housing structure will restrict the application of this technique to the so-called monoband regime.

- The combined technique would need to deal with structures with many unit cells in order to take into account the possible inter-cell coupling due to high-order evanescent modes. When inter-cell coupling due to either propagative or evanescent high-order modes can be neglected, this method is always expected to work properly.

- In contrast with the above fact, some authors have claimed that the convenient treatment of just one unit cell would suffice if a proper even-odd periodic excitation technique is applied. In this work it is discussed that this methodology can be used reliably only when there is a reflection-symmetry plane in the unit cell or the interaction between the two halves of the unit cell is carried out by only the fundamental mode.

- Finally, it has also been discussed that glide-symmetric structures, whose interesting properties have recently been the object of intensive study, will require the modeling of the unit cell as a multi-port equivalent network or the solution of the corresponding rigorous eigenvalue problem.
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Abbreviations
The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CST</td>
<td>Computer Simulation Technology</td>
</tr>
<tr>
<td>FSS</td>
<td>Frequency Selective Surface(s)</td>
</tr>
<tr>
<td>HFSS</td>
<td>High Frequency Structure Simulator</td>
</tr>
<tr>
<td>PPW</td>
<td>Parallel Plate Waveguide</td>
</tr>
</tbody>
</table>
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