Generating non-conspiratorial executions
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Abstract

Avoiding conspiratorial executions is useful for debugging, model checking or refinement, and helps implement several well-known problems in faulty environments; furthermore, avoiding non-equivalence robust executions prevents conflicting observations in a distributed setting from occurring. Our results prove that scheduling pairs of states and transitions in a strongly fair manner suffices to prevent conspiratorial executions; we then establish a formal connection between conspiracies and equivalence robustness; finally, we present a transformation scheme to implement our results and show how to build them into a well-known distributed scheduler. Previous results were applicable to a subset of systems only, just attempted to characterise potential conspiracies, or were tightly bound up with a particular interaction model.

Keywords: Distributed systems; Concurrency; Conspiracies; Equivalence robustness; Fairness

1. Introduction

Conspiracies and equivalence robustness are well known topics in the concurrency literature [4,5,11]: an execution of a transition system is conspiratorial iff there is a state that is visited finitely many times despite it is reachable infinitely many times; it is equivalence robust if given a fairness assumption according to which it is fair, then no execution that is equivalent to it up to the order in which the transitions are executed may be unfair.

Avoiding conspiratorial executions is obviously appealing for debugging or model checking purposes, but there are also intricate connections with refinement robustness and fault tolerance. Refining a transition system consists in decomposing some transitions so that the system is represented at a lower level of abstraction [3,7], and it is well known that conspiracies may prevent important liveness properties to be preserved after refinement [2,11,17]. For instance, strong fairness suffices to prove that no philosopher in the system in Fig. 1(a) may starve, but it is not enough for the refined system in Fig. 1(b) since an execution with trace \( ini_1 ini_3 end_1 ini_1 end_3 \omega \) is strongly fair but the second and the fourth philosophers starve. Regarding fault tolerance, it has been recently proved that the dining philosophers, the consensus, or the committee co-
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ordination problems may be implemented in a faulty environment if conspiracies are avoided [18].

Fig. 1. (a) A four-philosopher system in which each eat transition co-ordinates a philosopher with its two neighbouring forks. (b) A refined system in which the ini and end transitions represent the start and finish of the corresponding eat actions. (c) Part of a concurrent execution with conflicting observations.

If a transition system is used to model a distributed system, then its executions are called observations since they implicitly reflect the point of view of a process that perceives the actual concurrent executions through the messages it gets from the others. In this context, equivalence robustness is desirable to avoid conflicting observations of the same actual concurrent execution [2,5,10,11]. For instance, assume that the system described in Fig. 1(b) is implemented so that each philosopher is an independent process that broadcasts the transitions it executes to the others; Fig. 1(c) depicts an excerpt of an execution in which the first and the third philosophers observe the trace initi1(init2end1init3end3)ω, which corresponds to a fair execution of the transition system; however, the second and the fourth philosophers observe the trace initi1(init2end1end3init1)ω, which is equivalent to the previous one but corresponds to an unfair execution of the transition system. Apart from its practical interest to avoid conflicting observations, equivalence robustness is also desirable for systems in which several fairness notions need to be combined [2,5] and a strong requirement for a fairness notion to be implementable by means of wait-free schedulers [9].

On account of the previous results, several authors have worked on schedulers to prevent conspiracies, viz.: Attie, Francez, and Grumberg proposed a scheduler that prevents conspiracies that are due to race conditions in a subset of systems written in IP that are known as conspiracy resistant [1,6], i.e., systems in which disabling a transition deliberately may not lead to deadlock; Völzer got inspiration from an earlier proposal by Joung [8] and designed a scheduler that does not require the system under consideration to be conspiracy resistant [18]; Ruiz et al. characterised potential conspiracies and designed a centralised scheduler that prevents conspiracies at the cost of reducing concurrency if the number of potentially conspiratorial situations detected exceeds a predefined threshold [15,16]. Contrarily, other authors have focused on devising fairness notions to characterise and rule out (some) conspiracies, viz.: Best’s ∞-fairness [4], Queille and Sifakis’s predicate reachability fairness [14], and Attie, Francez, and Grumberg’s, Lamport’s or Völzer’s hyperfairness notions [1,12,18]. Attie et al. also proved that preventing conspiracies in conspiracy-resistant systems enforces equivalence robustness [1], and Joung worked on restricting and implementing a fairness notion so that it precludes the executions that are not equivalence robust [9,10]; recently, Kurki-Suonio pointed out that it is a better idea to introduce additional synchronisation so that a system can regulate itself and prevent the executions with unfair equivalents from occurring [11], but this idea was not developed further.

In this paper, we prove that scheduling pairs of states and transitions in a strongly fair manner suffices to prevent conspiracies in finite, functional transition systems; in turn, this suffices to preserve equivalence robustness if the system is connected. To the best of our knowledge, these results are novel since the previous attempts focused on trying to schedule transitions independently from states [1,18] or just trying to characterise potentially conspiratorial situations [15,16]. We also present a transformation scheme to implement our results and sketch how to build it into a well-known scheduler [2] for Action Systems [2,11] and Interacting Processes [6]. The transformation improves on Attie et al.’s scheduler in that we do not require the original system to be conspiracy resistant or the conspiracies to be due to race conditions, and it is not bounded up with the IP language; it improves on Joung’s or Völzer’s results in that we do not commit to a particular communication model, which makes our solution more general; it improves on Ruiz et al.’s previous results in that our scheme does not rely on a heuristic to detect conspiracies, and it may be implemented in a distributed manner.
2. Preliminaries

Definition 1 (Transition system). A transition system $S$ is a triple $(Q, Q_0, T)$ in which $Q$ is a set of states, $Q_0 \subseteq Q$ is a set of initial states, and $T \subseteq Q \times Q$ is a set of transitions. For each state $q$ and transition $t$, the set of $t$-successors of $q$ is $t(q) = \{ r \in Q \mid (q, r) \in t \}$. The domain of transition $t$ is $\text{dom}(t) = \{ q \in Q \mid \exists r \in Q \cdot (q, r) \in t \}$; its image is $\text{img}(t) = \{ r \in Q \mid \exists q \in Q \cdot (q, r) \in t \}$. The set of outgoing transitions of state $q$ is $\text{out}(q) = \{ t \in T \mid q \in \text{img}(t) \}$; the set of incoming transitions is $\text{in}(q) = \{ t \in T \mid q \in \text{img}(t) \}$. State $q$ is reachable from state $p$ iff there is a finite sequence of states $\langle r_0, r_1, \ldots, r_{n-1} \rangle \in Q^*$ and a finite sequence of transitions $\langle u_0, u_1, \ldots, u_n \rangle \in T^*$ such that $r_0 \in u_0(p), r_1 \in u_1(r_0), \ldots, q \in u_n(r_{n-1})$. $S$ is connected if for every $(p, q) \in Q \times Q$, $q$ is reachable from $p$; $S$ is finite iff $Q$ is finite; $S$ is functional iff $|t(q)| = 1$ for every $q \in Q$ and $t \in \text{out}(q)$.

Definition 2 (Execution). Let $S = (Q, Q_0, T)$ be a transition system. $\lambda$ is an execution of $S$ iff it is an infinite sequence of steps $\langle (q_0, t_0), (q_1, t_1), (q_2, t_2), \ldots \rangle \in (Q \times T)^\omega$ such that $q_0 \in Q_0$ and for every $i \in \mathbb{N}$, $q_{i+1} \in t_i(q_i)$. $\Pi(S)$ denotes the set of all possible executions of $S$. Given a step of the form $(q, t) \in Q \times T$, we say that state $q$ is visited, that transition $t$ is executed, that every transition in $\text{out}(q)$ is enabled, and that the transitions in $\text{out}(q) \setminus \text{in}(t)$ are discarded. The trace of execution $\lambda$ is the sequence of transitions $\langle t_0, t_1, t_2, \ldots \rangle$.

Definition 3 (Fairness). Let $S = (Q, Q_0, T)$ be a transition system and $\lambda$ an execution in $\Pi(S)$. $\lambda$ is strongly fair with respect to $T$ (or simply fair) iff every transition that is enabled infinitely many times in $\lambda$ is executed infinitely many times. $\lambda$ is strongly fair with respect to $Q \times T$ iff for all $q \in Q$ and $t \in \text{out}(q)$, if $q$ is visited infinitely many times in $\lambda$, then step $(q, t)$ appears infinitely many times in $\lambda$. For instance, the execution $\langle (q_0, \text{init}_1), (q_1, \text{init}_2), (q_5, \text{end}_1), (q_3, \text{init}_1), (q_5, \text{end}_2) \rangle^\omega$ of Fig. 1(b) is fair with respect to $T$, but unfair with respect to $Q \times T$.

Definition 4 (Conspiracy). Let $S$ be a transition system $(Q, Q_0, T)$ and $\lambda$ an execution in $\Pi(S)$. $\lambda$ is conspiratorial iff there is a state $q \in Q$ such that there are infinitely many steps of the form $(p, t)$, with $p \neq q$, such that $q$ is reachable from $p$, but it is visited finitely many times only. $S$ is conspiratorial iff there is a conspiratorial execution in $\Pi(S)$.

Definition 5 (Equivalence robustness). Let $S$ be a transition system and $\lambda_1, \lambda_2 \in \Pi(S)$ two executions. $\lambda_1$ and $\lambda_2$ are equivalent iff their traces are permutations of each other. $\lambda_1$ is equivalence robust iff it is fair and for every $\lambda_3 \in \Pi(S)$ such that $\lambda_3$ is equivalent to $\lambda_1$, then $\lambda_3$ is fair. $S$ is equivalence robust iff every execution in $\Pi(S)$ is equivalence robust.

3. Supporting results

In this section, we first establish a relationship between strong fairness with respect to $Q \times T$ and conspiracies, cf. Theorem 1; we then establish a connection between conspiracies and equivalence robustness in systems that are connected, cf. Theorem 2.

Theorem 1. Let $S = (Q, Q_0, T)$ be a finite, functional transition system and $\lambda \in \Pi(S)$ an execution that is strongly fair with respect to $Q \times T$. $\lambda$ is then strongly fair with respect to $T$ and non-conspiratorial.

Proof. Assume that $\lambda$ is strongly fair with respect to $Q \times T$, but unfair with respect to $T$. This implies that there is a transition $t \in T$ that is enabled infinitely many times in $\lambda$, but it is executed finitely many times only. Since $S$ is finite, there must be a state $q \in \text{dom}(t)$ that is visited infinitely many times in $\lambda$, but this contradicts the hypothesis that $\lambda$ is strongly fair with respect to $Q \times T$ since this implies that step $(q, t)$ must appear infinitely many times in $\lambda$.

Assume now that $\lambda$ is strongly fair with respect to $Q \times T$, but conspiratorial. This implies that there must be a state $p \in Q$ that is visited infinitely many times in $\lambda$ and a state $q \in Q$ that is visited infinitely many times despite it is reachable from $p$. Note that $p$ must exist or, otherwise, $S$ would not be finite. Without loss of generality, we may assume that $q$ is the “closest” state to $\lambda$, i.e., there exists $t \in \text{out}(p)$ such that $q \in \text{img}(t)$. Since $S$ is functional, $t(p) = \{ q \}$, which contradicts the hypothesis that $\lambda$ is strongly fair with respect to $Q \times T$ since this implies that the subsequence of steps $\langle (p, t), (q, v) \rangle$, for some $v \in \text{out}(q)$, must appear infinitely many times in $\lambda$. $\square$

Theorem 2. Let $S = (Q, Q_0, T)$ be a finite, functional transition system and $\lambda$ a fair execution in $\Pi(S)$. If $S$ is connected and $\lambda$ is not conspiratorial, then $\lambda$ is equivalence robust.
Proof. Assume that $\lambda_1 \in \Pi(S)$ is fair and non-conspiratorial, but there exists an equivalent execution $\lambda_2 \in \Pi(S)$ that is unfair. This means that there is at least a transition $t$ that is enabled infinitely many times in $\lambda_2$ but executes finitely many times only. Let $q \in \text{dom}(t)$ be one of the states that enable $t$ infinitely many times, $u \in \text{in}(q)$ one of the transitions by means of which $q$ is visited infinitely many times, and $p \in \text{dom}(u)$ one of the states in which $u$ is executed infinitely many times, i.e., there is a transition $v \in \text{out}(q)$ such that the subsequence of steps $\langle (p, u), (q, v) \rangle$ is repeated infinitely many times in $\lambda_2$. Note that $p$, $q$, and $u$ must exist or otherwise $S$ would not be finite. If $\lambda_2$ is equivalent to $\lambda_1$, it implies that $u$ must be executed infinitely many times in $\lambda_1$, which in turn implies that there must exist $r, s \in Q$, $w \in \text{out}(s)$ such that the subsequence of steps $\langle (r, u), (s, w) \rangle$ is repeated infinitely many times in $\lambda_1$. If $p = r$, then $q = s$ since $S$ is functional, which implies that $t$ is discarded infinitely many times in $\lambda_1$ and contradicts the hypothesis that this execution is fair. This is also the case when $p \neq r$ but $q = s$. If $p \neq r$ and $q \neq s$, then $q$ must be reachable from $s$ since we assume that $S$ is connected; this in turn implies that $q$ must be visited infinitely many times in $\lambda_1$ since this execution is not conspiratorial, but $t$ is executed finitely many times, which contradicts the hypothesis that this execution is fair. □

4. Transformation scheme

In this section, we present a transformation scheme that uses Olderog and Apt’s scheduling policy [13] to build a scheduler for $Q \times T$ into a given transition system, cf. Definitions 6 and 7, as well as Lemma 1; we then prove that it is correct, cf. Lemma 2 and Theorem 3.

Definition 6 (Transformation scheme). Let $S = (Q, Q_0, T)$ be a finite, functional transition system. We define its transformation as a new transition system $\Delta(S) = (Q', Q'_0, T')$, where:

\begin{align}
(q_2, \delta_2) \in t'(q_1, \delta_1) & \Leftrightarrow \tilde{r}(q_1) = \{q_2\} \\
\land \delta_1(q_1, \tilde{r}) = \min_{t \in t'} \{\delta_1(q_1, t) \mid t \in \text{out}(q_1)\} & \tag{1} \\
\land \delta_2(q_1, \tilde{r}) \in \mathbb{N} & \tag{2} \\
(\forall t \in T \setminus \{\tilde{r}\} \land t \in \text{out}(q_1) \Rightarrow \delta_2(q_1, t) = \delta_1(q_1, t) - 1) & \tag{3} \\
(\forall t \in T \setminus \{\tilde{r}\} \land t \notin \text{out}(q_1) \Rightarrow \delta_2(q_1, t) = \delta_1(q_1, t)) & \tag{4} \\
(\forall q \in Q \setminus \{q_1\}, t \in T \cdot \delta_2(q, t) = \delta_1(q, t)) & \tag{5} \end{align}

1. $Q' = Q \times (Q \times T \rightarrow \mathbb{Z})$, i.e., every state is augmented with a map that associates a counter with every transition in every state. Each counter is interpreted as a priority so that the smaller it is, the greater the priority it represents becomes.
2. $Q'_0 = Q_0 \times (Q \times T \rightarrow \mathbb{N})$, i.e., the initial priorities are arbitrary natural numbers.
3. There is a total bijective mapping between $T'$ and $T$ that is denoted as $\widehat{\cdot}$ and verifies the formula in Fig. 2. That is, transition $t' \in T'$ may transit from $(q_1, \delta_1)$ to $(q_2, \delta_2)$ iff (1) $\tilde{r}$ transits from $q_1$ to $q_2$, (2) $\tilde{r}$ has the maximum priority amongst the transitions that are enabled in $q_1$, (3) the priority of $\tilde{r}$ in $q_1$ is reset to an arbitrary natural number in $q_2$, (4) the priorities of the transitions that have been discarded in $q_1$ are increased in $q_2$, i.e., their counters are decreased, and (5), (6) the remaining transitions keep their priorities.

Definition 7 (Projections). Let $S$ be a finite, functional transition system $(Q, Q_0, T)$, and $\Delta(S) = (Q', Q'_0, T')$ its transformation. Given a state $q' \in Q'$ of the form $(q, \delta)$, we define its kernel as $\tilde{q} = q$. If $\lambda' = \langle(q'_0, t'_0), (q'_1, t'_1), (q'_2, t'_2), \ldots \rangle$ is an execution of $\Delta(S)$, then we denote its projection on $S$ as $\widehat{\lambda'} = \langle(q'_0, t'_0), (q'_1, t'_1), (q'_2, t'_2), \ldots \rangle$.

Lemma 1. Let $S = (Q, Q_0, T)$ be a finite, functional transition system. If $\lambda' \in \Pi(\Delta(S))$, then $\widehat{\lambda'} \in \Pi(S)$.

Proof. It follows from (1) since no transition may be enabled in $\Delta(S)$ unless its counterpart is also enabled in $S$. □

Lemma 2. Let $S = (Q, Q_0, T)$ be a finite, functional transition system, and $\Delta(S) = (Q', Q'_0, T')$ its transformation. For all $(q, \delta) \in Q'$, if $(q, \delta)$ is reachable from an initial state, then, for all $t \in T$, $r \in Q$, $\delta(r, t) \geq -|T| + 1$. 
Proof. Let $\lambda' = ((q_0', t_0'), (q_1', t_1'), (q_2', t_2'), \ldots)$ be an execution of $\Delta(S)$ so that $q_i' = (q_i, \delta_i)$ for all $i \in \mathbb{N}$; let $U_i(q, k) = \{ t \in T : \delta_i(q, t) \leq -k \}$ for all index $i \in \mathbb{N}$, state $q \in Q$, and natural number $k \in [1, |T|]$. Thus, proving that there is not a reachable state in which a counter is less than or equal to $-|T|$ amounts to proving that $|U_i(q, k)| \leq |T| - k$ for all $i \in \mathbb{N}$, state $q \in Q$, and $k \in [1, |T|]$ since this implies that $|U_i(q, |T|)| = 0$ if $k = |T|$.

The proof follows by induction and reductio ad absurdum: initially, $\delta_0(q, t) \geq 0$ for all $q \in Q$ and $t \in T$; for the inductive step, we assume that there exists a state $q \in Q$ and a natural number $k \in [1, |T|]$ such that $|U_i+1(q, k)| \geq |T| - k + 1$ for some $i \in \mathbb{N}$. By (6), it is clear that such a state must be $q_i$ since it is the only state in which a transition may change its priority. By (4)–(6), we conclude that for all $u \in U_i+1(q_i, k)$, $\delta_i(q_i, u) \leq -k + 1$; thus, $|U_i+1(q_i, k)| \leq |T| - k + 1$ according to the induction hypothesis, which, in turn, implies that $|U_i+1(q_i, k)| = |T| - k + 1$ according to the reductio ad absurdum hypothesis. Furthermore, $t_i' \in U_i+1(q_i, k)$ according to (2), which implies that $\delta_i+1(q_i, t_i') \geq 0$ according to (3). This is contradictory since $\delta_i+1(q_i, t) \leq -k$ for all $t \in U_i+1(q_i, k)$ according to the reductio ad absurdum hypothesis.

Theorem 3. Let $S = (Q, Q_0, T)$ be a finite, functional transition system and $\Delta(S) = (Q', Q'_0, T')$ its transformation. The executions in $\Pi(\Delta(S))$ are strongly fair with respect to $Q \times T$.

Proof. Let $\lambda'$ be an execution in $\Pi(\Delta(S))$ and assume that there is a state $q' \in Q'$ and a transition $t' \in \text{out}(q')$ such that $q'$ is visited infinitely many times, but the step $(q', t')$ appears finitely many times in $\lambda$. According to (4), every time $t'$ is discarded, the counter associated with $t'$ in state $q'$ decreases by one, thus increasing its priority. If this situation is repeated infinitely many times, then a state in which this counter might be an arbitrarily small integer might be visited, which would contradict Lemma 2.

5. Conclusions

We have devised a transformation scheme for finite, functional transition systems that uses Olderog and Apt’s policy to schedule pairs of states and transitions in a strongly fair manner. We have proved that this results in a system that is not conspiratorial; if the original system is connected, this in turn implies that the result is equivalence robust, too. Furthermore, the scheme is correct if the range of integers available includes the interval $[-|T| + 1, 0]$, i.e., it is implementable with finite counters.

Our result is useful to improve Back and Kurki-Suonio’s shared-bus scheduler [2] for Actions Systems [11] or Interacting Processes [6]. Roughly speaking, it works as follows: when a process is ready to execute an action, it broadcasts a willingness message to inform the others; when a process concludes that it is safe to execute an action, it broadcasts a select message so that the other processes involved in that action can execute it; if more than one action may be executed, the process selects one of them at random. The authors described a protocol that ensures that only one process may broadcast a select message for a particular action occurrence, but the details are irrelevant here. It is not difficult to improve this scheduler so that it can avoid conspiracies: we require each process to be equipped with a copy of the transition system they implement as transformed by the scheme presented in Section 4, so that when a process is ready to send a select message it can know what the current state of the system is and restrict the choices available, i.e., it may safely delay the execution of an action if necessary. (Note that the proposal by Attie, Francez, and Grumberg also delays the execution of some actions, but it may lead to deadlock if the system under consideration is not conspiracy-resistant [1].) Obviously, for this idea to work it is necessary that all of the processes get the same observation of the actual concurrent execution, which is the case for shared-bus networks, and all of the actions must terminate in finite time, which was already a requirement for the original scheduler.

The importance of this improvement is twofold: on the one hand, Back and Kurki-Suonio proved that liveness properties are preserved by their scheduler as long as the system under consideration is not conspiratorial; their original scheduler cannot prevent conspiracies, whereas our simple modification avoids them completely. On the other hand, Kurki-Suonio argued that the problem with equivalence robustness lies in the classical notion of observation, according to which an observer must not interfere with the executions it observes [11]; he pointed out that an observer of a system is part of that system and, thus, it should be allowed to introduce additional synchronisation that does not result in new executions but restricts them so that no conflicting observations may occur; this is particularly interesting for the subset of observers that are responsible for the scheduling decisions, and our proposal to improve Back
and Kurki-Suonio’s scheduler may thus be seen as a practical realisation of this idea.
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