Breakup and $n$-transfer effects on the fusion reactions$^6,^7\text{Li} + ^{120,\text{119}}\text{Sn}$ around the Coulomb barrier
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This paper presents values of complete fusion cross sections deduced from activation measurements for the reactions $^6\text{Li} + ^{120}\text{Sn}$ and $^7\text{Li} + ^{119}\text{Sn}$, and for a projectile energy range from 17.5 to 28 MeV in the center-of-mass system. A new deconvolution analysis technique is used to link the basic activation data to the actual fusion excitation function. The complete fusion cross sections above the barrier are suppressed by about 70% and 85% with respect to the universal fusion function, used as a standard reference, in the $^6\text{Li}$ and $^7\text{Li}$ induced reactions, respectively. From a comparison of the excitation functions of the two systems at energies below the barrier, no significant differences can be observed, despite the two systems have different $n$-transfer $Q$ values. This observation is supported by the results of coupled reaction channels (CRC) calculations.
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I. INTRODUCTION

It has been known for a long time that the fusion cross section of two colliding nuclei is strongly influenced by their mutual interactions as they approach each other [1–4]. At energies below the Coulomb barrier ($V_B$), these interactions lead to an enhancement of the fusion cross section above the value expected from the one-dimensional barrier penetration model (1D-BPM). The usual way to interpret this is that these mutual interactions excite the participating nuclei to different states just prior to the fusion process. Indeed, it is well known [5,6] that the effect of channel coupling between the ground and excited states is to replace the single fusion barrier by a distribution of barriers extending to energies lower than the one of the single barrier.

The importance of neutron transfer in increasing the sub-barrier fusion probabilities was also suggested, but quantitative understanding of the coupling strengths remained elusive due to the need to rely on complex theoretical calculations. As suggested in [7], the neutron transfer channels could have an important role in nuclear fusion due to the fact that neutrons are insensitive to the Coulomb field and their transfer might start at larger separations than for other particles. This interaction, at separations larger than the sum of nuclei radii, could therefore have an influence on how fusion proceeds. It is expected that, if a colliding system exhibits neutron-transfer channels with positive $Q$ values, the sub-barrier fusion cross section might increase; see, e.g., [7,8]. The idea that neutron transfer processes with a positive $Q$ value would lead to an enhancement of the fusion cross section was also supported by a semiclassical model [9], according to which an intermediate neutron transfer with positive $Q$ value may lead to a gain in relative kinetic energy of the colliding nuclei and, thus, to an enhancement of the barrier penetrability and therefore of the fusion cross section.

Experimental investigations on the neutron transfer effects have often been undertaken by studying similar colliding systems which have different $Q$ values for neutron transfer. For example, enhanced fusion cross sections have been observed for $^{28}\text{Si} + ^{94}\text{Zr}$ [10], $^{32}\text{S} + ^{96}\text{Zr}$, $^{110}\text{Pd}$ [11,12] and $^{40}\text{Ca} + ^{96}\text{Zr}$, $^{124}\text{Sn}$ [13–16] systems compared to their isotopic counterparts characterized by lower $Q$ values for neutron transfer. However, the fusion excitation functions for systems like $\text{Sn} + \text{Ni}$, $\text{Te} + \text{Ni}$ [17], $\text{O} + \text{Ge}$ [18], and $\text{Ni} + \text{Mo}$ [19] do not show significant differences, when different isotopes of the colliding nuclei are considered, even though the systems present very different $Q$ values for multineutron transfer channels. In addition, a recent study concerning the fusion reaction $^{32}\text{S} + ^{94}\text{Zr}$ [20] has shown a sub-barrier enhancement with respect to the $^{32}\text{S} + ^{96}\text{Zr}$ reaction, [11] although the neutron transfer $Q$ value for $^{32}\text{S} + ^{94}\text{Zr}$ is smaller.

A possible solution of this controversy has been proposed using the quantum diffusion approach [21,22]. This study suggests that a sub-barrier enhancement can be related to the neutron transfer process, but this is not directly related to the $Q$ values. The change of the fusion cross section, after the neutron transfer, occurs due to the change of the deformation of the nuclei, which generates a lowering of the Coulomb barrier and consequently an enhancement of the fusion cross section. Therefore, within this approach, in systems where transfer does not modify significantly the deformation of the colliding nuclei there is little effect on the fusion cross section. Similar conclusions were reached in [23].

New measurements, to build up a more complete systematics, are needed for improving the understanding of this
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TABLE I. \( Q \) values (MeV) for \( 1n \) and \( 2n \) transfer in the 6.7,8,9,11Li + 120,119,118,117,115Sn collisions.

<table>
<thead>
<tr>
<th>Reactions</th>
<th>1n stripping</th>
<th>2n stripping</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^6\text{Li} + ^{120}\text{Sn} )</td>
<td>0.51 MeV</td>
<td>-12.3 MeV</td>
</tr>
<tr>
<td>( ^7\text{Li} + ^{119}\text{Sn} )</td>
<td>1.86 MeV</td>
<td>2.36 MeV</td>
</tr>
<tr>
<td>( ^8\text{Li} + ^{118}\text{Sn} )</td>
<td>4.45 MeV</td>
<td>6.30 MeV</td>
</tr>
<tr>
<td>( ^9\text{Li} + ^{117}\text{Sn} )</td>
<td>5.26 MeV</td>
<td>9.71 MeV</td>
</tr>
<tr>
<td>( ^{11}\text{Li} + ^{115}\text{Sn} )</td>
<td>9.17 MeV</td>
<td>16.14 MeV</td>
</tr>
</tbody>
</table>

topic. Concerning this issue, the Li + Sn systems are of interest since they have different \( Q \) values for neutron transfer (see Table I) and are characterized by a similar nuclear structure. In particular, the target nuclei are spherical due to proton shell closure, and thus the influence of the target inelastic excitation on fusion should be comparable for all the Sn isotopes under investigation, allowing us to better isolate the \( n \)-transfer effects.

The compound nucleus formed in the Li + Sn complete fusion (CF) channels listed in Table I is the same for all the systems: \(^{126}\text{I} \). In the reaction energy range around the Coulomb barrier, \(^{126}\text{I} \) decays by evaporating mostly neutrons. This is an important feature since it guarantees discrimination between the complete and incomplete fusion (ICF) processes via atomic number identification of the evaporation residues. This is very difficult to achieve in lighter colliding systems where the emission of charged particles is not sufficiently hindered due to the lower Coulomb barrier, so the same evaporation residues are populated both in complete and incomplete fusion reactions. In the present paper results for the \(^6,7\text{Li} + ^{120,119}\text{Sn} \) systems are reported.

The present experimental data can also be used to further investigate the role played by breakup on the fusion process at energies above the Coulomb barrier. At present, it is experimentally well established that the breakup channel hinders complete fusion at energies above the barrier (see, e.g., [4,24–28]). Measurements of fusion with heavy targets, in which low breakup threshold projectiles are involved, have in fact shown a suppression of the CF cross section at energies above the barrier with respect to the one-dimensional barrier penetration model (1D-BPM) or coupled-channel (CC) calculations which do not take coupling to continuum or transfer into account. Such suppression is also observed when the fusion of weakly bound projectiles is compared with that of well bound nuclei on similar targets forming the same compound nucleus (see, e.g., [24] and reference therein). This experimental finding is supported by several calculations (see for example Refs. [29–31]) which predicted that the breakup process generates a dynamic polarization potential whose real part is repulsive, thus producing an increase in the fusion barrier height and consequently a suppression of the complete fusion. Although the polarization potential due to breakup is also repulsive at energies below \( V_B \), the CF cross section is enhanced in this energy regime. The explanation for that was recently given by Otomar et al. [32]. In that work the authors show that the real part of the dynamic polarization potential of the breakup triggered by one neutron transfer is attractive, and it was assumed that this is the dominant process at energies below \( V_B \). This assumption was based on the experimental data of [33–36].

According to the results reported in the literature, the suppression factor depends on the breakup threshold of the projectile but seems to be almost independent of the mass and charge of the target; see, e.g., [4,28]. Recently, however, studies of reactions induced by \(^6\text{Li} \) and \(^7\text{Li} \) on lighter targets such as \(^{56}\text{Ni} \) [37,38] and \(^{90}\text{Zr} \) [39] have shown suppression factors smaller than the ones reported for instance in the systematics of [28]. For a better understanding of this topic, new measurements of CF with medium and light targets are required, and present data can help in building up a more complete systematics.

The present paper is organised as follows. In Secs. II and III the experimental setup and the procedure used to extract the production cross sections for the evaporation residues will be discussed. In Sec. IV a detailed description of the method used for the determination of the fusion excitation function is given. Then, in Sec. V the experimental results are discussed and compared with CC and coupled reaction channels (CRC) calculations, and other systems previously measured. A summary and conclusions will be given in Sec. VI.

II. EXPERIMENTAL METHODOLOGY

A. Overview

In this work the \(^6\text{Li} + ^{120}\text{Sn} \) and \(^7\text{Li} + ^{119}\text{Sn} \) fusion cross sections were measured by using an activation technique based on the offline detection of the atomic x-rays emitted after the electron capture (EC) decay of the evaporation residues (ER). This technique is particularly suitable for these systems since, according to statistical model calculations, the compound nucleus (\(^{126}\text{I} \)) decays predominantly by the \( 3n \) and \( 2n \) evaporation channels, thus producing \(^{123}\text{I} \) (\( t_{1/2} = 13 \) h) and \(^{124}\text{I} \) (\( t_{1/2} = 4 \) days), decaying by EC into tellurium, which subsequently emits x-rays of 27.3 keV.

The same technique has been used successfully to measure the fusion excitation functions of the systems \(^6,7\text{Li} + ^{4,6}\text{He} + ^{64}\text{Zn} \) [40–43]. The experimental technique involves two separate stages. First, the targets are irradiated by the beam for a specific period of time. The targets are then removed from the reaction chamber and placed in a low background radiation environment, where the x-rays from the EC decay of the various ERs are monitored over several half-lives. Further details of these two processes are given below.

B. Target activation

The activation step of the measurement was performed in the CT2000 scattering chamber of Laboratori Nazionali del Sud (LNS), with \(^6\text{Li} \) and \(^7\text{Li} \) beams delivered by the SMP Tandem accelerator, with an intensity of about \( 1 \times 10^{10} \) pps. In Fig. 1 a schematic representation of the experimental setup used during the activation procedure is shown.

For each bombarding energy, the Li beam first crossed a thin (about 100 \( \mu \text{g/cm}^2 \)) Au foil and then impinged on a Sn target evaporated onto a catcher foil. The catcher was used to
stop the fraction of the ERs which escape from the target. The catcher foils of $^{93}$Nb or $^{165}$Ho were 2.5 mg/cm$^2$ thick. After the first runs with Nb catchers, it was realized that the fusion of Li on Nb produced a large background x-ray yield which increased the dead time in the offline counting electronics. Therefore subsequent fusion measurements were undertaken by using the heavier Ho catcher. The typical average thickness of the Sn targets was around 500 $\mu$g/cm$^2$ with a corresponding mean beam energy loss inside the targets of around 200 keV at the bombarding energies of these investigations. Information about the foil thickness and nonuniformity were deduced by measuring residual energy spectra of $\alpha$ particles, emitted by an $^{241}$Am source, crossing the foils. A detailed discussion about this procedure will be given in Sec. IV.

The Li beams were collimated by the combination of a $4 \times 4$ mm$^2$ square collimator, placed 156 cm upstream from the Au foil, and a 3.5 mm diameter circular collimator, placed 5 cm upstream from the Au foil. An additional antiscattering collimator was placed 2 cm upstream from the Au foil. In the reaction chamber a target stack holder was mounted on a rotating plate to allow its removal during the beam focusing procedures. In the stack holder, in addition to the stacked foil, a beam stopper was placed in order to prevent the scattered particles emerging from the stack interacting with the monitor detectors.

Since the half-lives of evaporation residuals collected in the target and catcher foils could be comparable to or shorter than the total irradiation time, it was essential to monitor the beam intensity with time. This was accomplished by measuring the elastic scattering of the beam from the thin gold foil, using two 1000 $\mu$m surface barrier silicon detectors (see Fig. 1). These two monitor detectors were symmetrically placed at $\pm 20^\circ$ with respect to the beam line, and at a distance of about 80 cm from the Au foil. Since the elastic scattering at this angle follows the Rutherford law, the beam intensity can be extracted by the well known cross-section formula. By using two symmetrical monitors it is possible to reduce systematic errors due to mechanical misalignments and small beam position shifts. The analog-to-digital converters (ADCs) recording events from the detectors also recorded pulser events from a 5 Hz pulser. Since the data were accumulated on an event-by-event basis, the offline analysis could determine the number of elastic scattering events between a specific number of pulser events; from this the corresponding beam intensity vs time profile could be deduced.

The present authors would like to underline that since this paper reports activation results for stable $^6$Li and $^7$Li, it would have been possible to perform the whole experiment using single target/catcher foil at each one accelerator beam energy, as outlined in Fig. 1. However it is anticipated that a future experimental program will be undertaken with beams of unstable lithium isotopes $^6$Li, $^7$Li, $^9$Li. Since such beams will be of significantly lower intensity than for stable Li beams, it will be essential to use a stack of target/catcher foils. This will enable several activation measurements at different energies to be simultaneously undertaken with a fixed beam energy. This has already been done in previous similar experiments [40,42,44–50], thus reducing the beam time needed for the measurement. However, using a stack introduces problems which can complicate the interpretation of the activation results. To address this problem a recent publication proposed a new methodology to analyze the raw multiple stack activation data [51]. In order to test some of these ideas, it was therefore decided to use both single target/catcher as well as a stack of them to extract the excitation functions for $^6$Li + $^{120}$Sn and $^7$Li + $^{119}$Sn. This experience should therefore provide a clear pathway to extract accurate fusion excitation functions for radioactive beams where the use of stacks will be unavoidable.

A summary of the different single and multiple target/catcher foils used in this experiment is presented in Tables II and III, along with the mean energy inside the target [see Eq. (5)] and the corresponding measured average cross-section.

C. Monitoring of the activated targets

The methodology used to assay the ERs implanted in the target and catcher foils was to measure the x-rays emitted following their EC. Immediately after the end of each activation run, the Sn foil and its associated catcher were taken from the reaction chamber and were moved to the laboratory for the activity measurement, where they were placed in front of a Si (Li) detector. The detector had a diameter of 16 mm, an active thickness of 5 mm, and a Be entrance window 50 $\mu$m thick. The Sn foil and associated catcher were placed in a plastic holder to fix their position with respect to the detector, hence reducing the error on the efficiency owing to uncertainties in the geometry. The detector end cup, together with the foil and associated holder, was surrounded by a cylindrical lead shield 5 cm thick. Two identical counting setups were used to follow the decay of the foils for a period of about 6 months after the end of the beam irradiation. As only two targets could be counted at any time, it was necessary to rotate the counting of the various targets so that all irradiated targets could be assayed. Care was taken to ensure all counting sequence had a time stamp so the decay of the ERs through several half-lives could be followed. This timing information was recorded by a 5 Hz pulser being injected into the ADCs recording event-by-event data from
TABLE II. Summary of the targets stacks and single target foils used in the activation experiment with the \(^6\)Li beam. The foil thicknesses have been measured by \(\alpha\)-particle energy loss. The mean energy inside the target and the corresponding measured average cross sections are also reported.

<table>
<thead>
<tr>
<th>Setup</th>
<th>(E_{\text{mean}}) (MeV)</th>
<th>Sn thickness ((\mu g/cm^2))</th>
<th>Catcher element</th>
<th>Catcher thickness (mg/cm(^2))</th>
<th>(\sigma) (mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>27.9</td>
<td>420 (^{93})Nb</td>
<td>1.89</td>
<td>628 ± 49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>26.9</td>
<td>445 (^{93})Nb</td>
<td>1.93</td>
<td>507 ± 41</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25.9</td>
<td>475 (^{93})Nb</td>
<td>2.41</td>
<td>445 ± 35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24.9</td>
<td>445 (^{93})Nb</td>
<td>2.43</td>
<td>374 ± 29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>21.8</td>
<td>580 (^{93})Nb</td>
<td>1.91</td>
<td>133 ± 10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>21.4</td>
<td>455 (^{93})Nb</td>
<td>2.45</td>
<td>109 ± 8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18.6</td>
<td>460 (^{93})Nb</td>
<td>2.495</td>
<td>7.46 ± 1.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>17.3</td>
<td>440 (^{93})Nb</td>
<td>2.47</td>
<td>1.31 ± 0.18</td>
<td></td>
</tr>
<tr>
<td>Stack 1</td>
<td>24.9</td>
<td>470 (^{93})Nb</td>
<td>2.4</td>
<td>381 ± 37</td>
<td></td>
</tr>
<tr>
<td></td>
<td>23.7</td>
<td>480 (^{93})Nb</td>
<td>2.4</td>
<td>281 ± 26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22.5</td>
<td>490 (^{93})Nb</td>
<td>2.4</td>
<td>184 ± 17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>21.3</td>
<td>495 (^{93})Nb</td>
<td>2.4</td>
<td>101 ± 9</td>
<td></td>
</tr>
<tr>
<td>Stack 2</td>
<td>20.8</td>
<td>550 (^{93})Nb</td>
<td>1.95</td>
<td>86.3 ± 9.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>19.7</td>
<td>485 (^{93})Nb</td>
<td>1.94</td>
<td>33.1 ± 3.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18.6</td>
<td>480 (^{93})Nb</td>
<td>1.95</td>
<td>8.50 ± 11.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>17.4</td>
<td>430 (^{93})Nb</td>
<td>1.92</td>
<td>1.67 ± 1.34</td>
<td></td>
</tr>
<tr>
<td>Stack 3</td>
<td>17.9</td>
<td>470 (^{165})Ho</td>
<td>1.6</td>
<td>2.78 ± 0.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>17.0</td>
<td>460 (^{165})Ho</td>
<td>1.45</td>
<td>0.70 ± 0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16.3</td>
<td>465 (^{165})Ho</td>
<td>1.5</td>
<td>0.176 ± 0.030</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15.4</td>
<td>570 (^{165})Ho</td>
<td>1.65</td>
<td>0.033 ± 0.011</td>
<td></td>
</tr>
<tr>
<td>Stack 4</td>
<td>17.4</td>
<td>460 (^{165})Ho</td>
<td>1.5</td>
<td>1.17 ± 0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16.5</td>
<td>575 (^{165})Ho</td>
<td>1.42</td>
<td>0.251 ± 0.019</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15.7</td>
<td>565 (^{165})Ho</td>
<td>1.5</td>
<td>0.064 ± 0.005</td>
<td></td>
</tr>
<tr>
<td></td>
<td>14.8</td>
<td>610 (^{165})Ho</td>
<td>1.45</td>
<td>0.008 ± 0.003</td>
<td></td>
</tr>
</tbody>
</table>

TABLE III. Summary of the target stacks and single target foils used in the activation experiment with the \(^6\)Li beam. The foil thicknesses have been measured by \(\alpha\)-particle energy loss. The mean energy inside the target and the corresponding measured average cross sections are also reported.

<table>
<thead>
<tr>
<th>Setup</th>
<th>(E_{\text{mean}}) (MeV)</th>
<th>Sn thickness ((\mu g/cm^2))</th>
<th>Catcher element</th>
<th>Catcher thickness (mg/cm(^2))</th>
<th>(\sigma) (mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>27.9</td>
<td>400 (^{165})Ho</td>
<td>2.33</td>
<td>692 ± 56</td>
<td></td>
</tr>
<tr>
<td></td>
<td>26.9</td>
<td>485 (^{165})Ho</td>
<td>2.30</td>
<td>602 ± 49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25.9</td>
<td>440 (^{165})Ho</td>
<td>2.30</td>
<td>526 ± 4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24.9</td>
<td>425 (^{165})Ho</td>
<td>2.42</td>
<td>468 ± 40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24.9</td>
<td>420 (^{165})Ho</td>
<td>2.33</td>
<td>470 ± 42</td>
<td></td>
</tr>
<tr>
<td></td>
<td>23.7</td>
<td>500 (^{165})Ho</td>
<td>2.30</td>
<td>346 ± 30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22.5</td>
<td>450 (^{165})Ho</td>
<td>2.30</td>
<td>240 ± 21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>21.2</td>
<td>482 (^{165})Ho</td>
<td>2.42</td>
<td>104 ± 9</td>
<td></td>
</tr>
<tr>
<td>Stack 1</td>
<td>17.7</td>
<td>640 (^{165})Ho</td>
<td>2.35</td>
<td>29 ± 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16.8</td>
<td>640 (^{165})Ho</td>
<td>2.24</td>
<td>7 ± 0.69</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15.8</td>
<td>630 (^{165})Ho</td>
<td>2.28</td>
<td>0.84 ± 0.08</td>
<td></td>
</tr>
<tr>
<td>Stack 2</td>
<td>17.2</td>
<td>540 (^{165})Ho</td>
<td>1.3</td>
<td>0.8 ± 0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16.4</td>
<td>510 (^{165})Ho</td>
<td>1.49</td>
<td>0.15 ± 0.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15.5</td>
<td>520 (^{165})Ho</td>
<td>1.43</td>
<td>0.02 ± 0.01</td>
<td></td>
</tr>
</tbody>
</table>

the x-ray detectors; in addition a stopwatch was used to record the start and the stop of the counting cycle of the different target/catcher foil combinations.

The energy calibration of the detectors was undertaken by using the x-rays emitted by \(^{55}\)Fe and \(^{109}\)Cd sources. The detector total efficiency for the 27.30 KeV \(k_\alpha\) line of tellurium was determined with the help of Monte Carlo calculations and the use of calibrated x-ray sources of \(^{55}\)Fe (5.86 keV), \(^{241}\)Am (26.34 keV), and \(^{137}\)Cs (32 and 36.32 keV), as described in detail in [52].

III. EXTRACTION OF EVAPORATION RESIDUAL YIELDS

A. Identification of ERs

Following complete fusion of the two reacting nuclei, the excited compound system \(^{124}\)I will deexcite to residual daughter nuclei, by emitting neutrons and gamma rays. At the end of the decay chain, a particular residual nucleus in its ground state could transform further due to subsequent \(\beta\) decay or EC. To determine the total fusion cross section it is necessary to measure the yield of all ERs channels.

According to statistical model codes such as CASCADE [53], the most important evaporation residues for the two studied reactions, accounting for about 95% of the fusion cross section, are \(^{124}\)I and \(^{123}\)I. Both these isotopes decay by EC to tellurium, emitting its \(k_\alpha\) and \(k_\beta\) x-rays as a result. As an example, Fig. 2 shows some offline x-ray spectra for \(^6\)Li + \(^{120}\)Sn in the energy region of interest, measured at different times after the end of irradiation. It is possible to distinguish the \(k_\alpha\) and \(k_\beta\) x-rays produced in the decay of iodine (the only element which can be produced after complete fusion) to tellurium. The analysis of the data was performed only on the \(k_\alpha\) lines, taking into account their fluorescence probability. In addition to the tellurium peaks it is also possible to distinguish the \(k_\beta\) and \(k_\gamma\) peaks of Sn, produced by the EC decay of Sb. As it will be discussed in Sec. III E, the Sb yield can be due to different reaction mechanisms.

B. Determination of ER yields

As outlined in Sec. II, following beam irradiation of target and catcher foils, two foils would be placed very close to the detector within the lead shield, and the x-ray spectra accumulated for a time \(t_{a1}\), which was significantly shorter than the half-life of the x-ray emitting isotope \(t_{1/2}\). To enable other foils to be counted, there was a further delay \(t_{d1}\), before the first two foils could be counted for another period \(t_{a2}\). The counting history of any one activated foil was therefore carefully logged as \(t_0, t_{a1}, t_{d1}, t_{a2}, t_{d2}, \ldots, t_{ai}, t_{di}, \ldots\), with \(t_0\) being the time between the conclusion of the irradiation and the start of the first detector counting period \(t_{a1}\). All these time periods were determined by a stopwatch. The activity \(A_{ai}\) accumulated over time, \(t_{ai}\) will correspond to

\[A_{ai} = \int_{t_{ai}}^{t_{ai}+t_{ai}} \text{d}t \cdot \text{activity} \]

\[\text{activity} = A_{ai} / t_{ai} \]
FIG. 2. X-ray spectra measured offline, 20 minutes, 13 hours and 5 days after the end of the irradiation, for the reaction $^6$Li + $^{120}$Sn at 25 MeV. Together with the $k_α$ and $k_β$ x-rays emitted in the EC decay of iodine produced in the CF reactions, it is possible to distinguish the x-rays emitted in the EC decay antimony produced in reactions with the target. See text for details.

FIG. 3. Typical activity curves (a) for the $^6$Li + $^{120}$Sn reaction and (b) for the $^7$Li + $^{119}$Sn reaction. The continuous line is the best fit of the activity curve.

C. Activity curve analysis

Since the resolution of the x-ray spectra is such that it is not possible to resolve the isotopic shift, the x-ray lines can only identify different elements. However, each isotope contributes to the overall activity with its characteristic half-life, hence the overall activity as a function of the time is the sum of several exponential contributions. This means that contributions of different isotopes can be unfolded by following the activity of the x-ray lines as a function of the time. In Fig. 3 the measured activity corrected for the Si(Li) total efficiency ($\hat{A}_{ai} = A_{ai}/\varepsilon_T$) as a function of total elapsed time, $T_i$, defined by Eq. (1) is reported for a foil irradiated at 25 MeV in the case of $^6$Li + $^{120}$Sn (top), and $^7$Li + $^{119}$Sn (bottom). The open dots and closed squares represent the data collected by using the two Si(Li) detectors. By looking at these activation curves, it is possible to observe that they are characterised by three different slopes. To identify the isotopes, the activity curve

$$T_i = \frac{t_0 + \frac{t_i}{2}}{t_0 + \left[\sum_{n=1}^{i-1}(t_{in} + t_{dn})\right] + \frac{t_i}{2}} \quad i = 1, 2$$

The activity was determined from the ratio $N_{ai}/5P_{ai} = A_{ai}$, where $N_{ai}$ is the number of decays, measured during the $t_{ai}$ and $P_{ai}$ the number of events of a 5 Hz pulser, which was also recorded in the ADC, as mentioned above. $N_{ai}$ was obtained by subtracting from the total number of counts of the peak of interest the number of background events. The background under the $k_α$ peak has been evaluated by integrating a region near the peak of interest but where there is no evidence of other peaks. In such a way, the average background contribution per channel was extracted and then multiplied by the number of channels where the peak of interest contributes. Since electronic dead-time affects both $N_{ai}$ and $P_{ai}$, the value of $A_{ai}$ is independent of dead-time.
was fitted with the following function:
\[ \hat{A}(t) = \hat{A}_{01}e^{-\lambda_1t} + \hat{A}_{02}e^{-\lambda_2t} + \hat{A}_{03}e^{-\lambda_3t}. \] (2)

The fits have been performed by leaving as free parameters \( \hat{A}_{01}, \hat{A}_{02}, \hat{A}_{03} \) and assuming \( \lambda_1 = \lambda_{123} \) and \( \lambda_2 = \lambda_{124} \), since \(^{123}\text{I}\) and \(^{124}\text{I}\) were the residues expected to be produced in the fusion-evaporation process. The third component, was initially assumed to be \( \lambda_3 = \lambda_{121}\), since \(^{125}\text{I}\) could be produced by the evaporation of 1 neutron. However this assumption was not consistent with the decay curve at the high time values. An alternative explanation which fitted the decay curves better, was that the third component corresponds to the decay by internal conversion of the metastable state of \(^{123}\text{Te}\) (11/2^-\, t_1/2 = 119 days) populated in the EC decay of \(^{123}\text{I}\). Moreover, in the case of the \(^6\text{Li} + ^{120}\text{Sn}\), the \(^{123}\text{Te}\) could be also produced by the incomplete fusion of a projectile alpha fragment with the target. The values of \( \hat{A}_{01}, \hat{A}_{02} \) and \( \hat{A}_{03} \) were deduced by the fitting. The \( \hat{A}_{01,02,03} \), values correspond to the activity level at the end of the target irradiation.

### D. ER production cross section

Once the number of atoms of a given ER isotope at the end of the activation is known, in order to extract the corresponding cross sections, it has to be considered that during the activation, the population of a given isotope is in competition with its decay, if the lifetime of the ERs are comparable to, or shorter than the beam irradiation time \( t_B \). Since in the present case this is true at least for the \(^{123}\text{I}\), it is essential to continuously monitor the beam current, to correct for the decay of the ERs during the irradiation period. To do this a numerical procedure was used. As previously discussed, the number of incident beam particles as a function of time was measured. Using this information, and knowing the thickness of the irradiated foil (i.e., the number of target atoms/cm\(^2\), \( N_{\text{tar}} \)), the irradiation period, \( t_B \) is divided into \( n \) equal time intervals \( \Delta t \). Then the number of ERs of a particular type, identified by index \( m \), at the end of the irradiation period is

\[ \sigma N_{\text{tar}} \sum_{i=1}^{n} N_{Bi} \exp[-\lambda_m(t_B - i\Delta t)] = \hat{A}_m/\Gamma_m, \] (3)

where \( N_{Bi} \) is the number of beam particles interacting with the target over the time period \((i - 1)\Delta t \) to \(i\Delta t\), and \( \lambda_m \) is the decay constant. On the right-hand side of Eq. (3), the factor \( \Gamma_m \) is equal to \( \lambda_m P_{ke} \), where \( \lambda_m \) is the decay constant of the \( m \) isotope, and \( P_{ke} \) is fluorescence probability of the considered isotope. Since the beam history, \( N_{Bi} \), can be deduced by the method outlined in Sec. II, the above equation can be used to deduce \( \sigma \). The final uncertainties in the cross sections go from about 10% to about 30% depending from the energy, and reflect the statistical and the systematic errors. The contributions to the systematic error are the x-ray detection efficiency (5%), the determination of the beam current (2%), the \( k_e \) fluorescence probability (2% for the \(^{121}\text{I} \) and 5% for the \(^{124}\text{I}\) \[54\]), and the target thickness (2%). The final systematic error is about 8%.

By comparing the experimental relative yields for the CF residues with the prediction of the statistical model code CASCADE \[53\], performed by using default input parameters, a good agreement has been observed for both studied reactions. As an example, in Fig. 4 this comparison is shown for some of the measured energies of the \(^6\text{Li} + ^{120}\text{Sn}\) reaction.

### E. Sb production cross section

As shown in Sec. III A, for both reactions at above barrier energies, the x-ray spectra show a yield of Sb which, from the activity curves analysis, has been identified to be \(^{120}\text{Sb}\). This isotope can be produced by different reaction mechanisms. Possible mechanisms contributing to this yield can be the incomplete fusion or a direct cluster transfer of deuterium (for \(^6\text{Li}\) and tritium (for \(^7\text{Li}\) with the target followed by 2n evaporation. In addition \(^{120}\text{Sb}\) could also be produced by 1p transfer from the projectile. The experimental \(^{120}\text{Sb}\) production cross sections measured at above barrier energies are reported in Tables IV and V.
TABLE IV. $^{120}\text{Sb}$ production cross section for the reaction $^4\text{Li} + ^{119}\text{Sn}$ measured for the energies above the barrier. See text for details.

<table>
<thead>
<tr>
<th>Incident energy (MeV)</th>
<th>$\sigma_{\text{prod}}(^{120}\text{Sb})$ (mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>21.4</td>
<td>14.9 ± 1.6</td>
</tr>
<tr>
<td>21.9</td>
<td>20.5 ± 2.2</td>
</tr>
<tr>
<td>22.6</td>
<td>31.9 ± 3.1</td>
</tr>
<tr>
<td>23.8</td>
<td>49.9 ± 4.6</td>
</tr>
<tr>
<td>25</td>
<td>94.3 ± 8.8</td>
</tr>
<tr>
<td>26</td>
<td>120 ± 11</td>
</tr>
<tr>
<td>27</td>
<td>134 ± 13</td>
</tr>
<tr>
<td>28</td>
<td>156 ± 14</td>
</tr>
</tbody>
</table>

IV. DEDUCTION OF FUSION EXCITATION FUNCTIONS

A. Overview

One of the aims of nuclear reaction studies is often to determine the cross section for a particular reaction process as a function of beam energy, i.e., the fusion excitation function $\sigma(E)$. For the determination of this function a target of finite thickness must be used. The target will produce a reaction yield, $Y$, from which a mean cross section may be deduced in the usual way, i.e.,

$$\sigma_{\text{mean}} = Y/(N_B N_t),$$

(4)

where $N_B$ is the number of beam particles interacting with the target and $N_t$ is the number of target nuclei per unit area. Usually, it is assumed that $\sigma_{\text{mean}} = \sigma(E)$, where $E$ is defined as

$$\bar{E} = \frac{E_0 + E_1}{2},$$

(5)

with $E_0$ and $E_1$ being the average beam energies before and after the target, respectively. In other cases [50] it has been assumed that $\sigma_{\text{mean}} = \sigma(E_{\text{eff}})$, where $E_{\text{eff}}$ is an effective beam energy defined by weighting the beam energy with the assumed cross section $\sigma(E)$ and the beam energy probability distribution $D(E, t_0)$ inside the target; that is,

$$E_{\text{eff}} = \frac{\int_{E_0}^{E_1} E \sigma(E) D(E, t_0) dE}{\int_{E_0}^{E_1} \sigma(E) D(E, t_0) dE}. $$

(6)

Here the $D(E, t_0)$ represents the probability of finding a beam particle with energy $E$ inside a given target with average thickness $t_0$. However, for thick targets, and/or when the beam entrance energy is not well defined (e.g., if the beam has a large energy dispersion due to interaction with targets upstream in a stack, or because it is a radioactive beam separated in flight), then the above methods of relating $\sigma_{\text{mean}}$ to $\sigma(E)$ can result in misinterpretation of the real excitation function, especially if the cross section is known to vary rapidly over the energy range $E_0$ to $E_1$. This situation is thoroughly discussed in [51], where an alternative unfolding procedure is detailed in order to mitigate this problem.

As discussed in [51], the fusion excitation functions $\sigma(E)$ are generally known to be smooth monotonic functions in the energy region near and below the Coulomb barrier. The measured mean cross sections $\sigma_{\text{mean}}$ are energy mean values of the real excitation function $\sigma(E)$, and can be specified for a particular measurement $i$ by

$$\sigma_{\text{mean},i} = \frac{\int_{E_0}^{E_1} \sigma(E) D_i(E, t_0) dE}{\int_{E_0}^{E_1} D_i(E, t_0) dE},$$

(7)

where $D_i(E, t_0)$ has the meaning mentioned before. The task is to deduce the continuous function $\sigma(E)$ from a finite number of measured values of $\sigma_{\text{mean},i}$. This may be done by quantifying a suitable function $g(E, \mu)$ (with $\mu$ parameters to be determined) which shows the same expected energy behavior as $\sigma(E)$, and then minimizing the following expression with respect to $\mu$:

$$S = \sum_i \left( \frac{\sigma_{\text{mean},i} - \hat{g}_{\text{mean},i}}{\beta_i} \right)^2,$$

(8)

where

$$\hat{g}_{\text{mean},i} = \frac{\int_{E_0}^{E_1} \hat{g}(E, \mu) D_i(E, t_0) dE}{\int_{E_0}^{E_1} D_i(E, t_0) dE},$$

(9)

and $\beta_i$ is the experimental error associated with $\sigma_{\text{mean},i}$.

Application of the procedure described above requires detailed knowledge of $D_i(E, t_0)$ which, as described in [51], can be deduced with reasonable reliability with the help of modern codes such as SRIM [55,56]. In general, if the targets are nonuniform, for determining $D_i(E, t_0)$ it is necessary to know the target thickness probability distribution $w(t)$, representing the probability that the incoming particles experience a certain thickness $t$ when crossing a nonuniform target. Although in the present case the beam energy dispersion in the target is small, in the following, the above procedure will be applied as a test case to extract the CF excitation functions for the two studied systems.

It is worth emphasising here that the objective of this procedure is to deduce the best curve $\hat{g}(E, \mu)$, which when convoluted with the $D(E, t_0)$ functions, for each target, reproduces the value of the experimental mean cross sections. So many forms for $\hat{g}(E, \mu)$ may have to be tried before a curve is found that reproduces consistently the experimental values. Moreover, it has to be stressed that the function $\hat{g}(E, \mu)$ is deduced in the laboratory system where the $D(E, t_0)$ functions are calculated.

TABLE V. $^{120}\text{Sb}$ production cross section for the reaction $^7\text{Li} + ^{119}\text{Sn}$ measured for the energies above the barrier. See text for details.

<table>
<thead>
<tr>
<th>Incident energy (MeV)</th>
<th>$\sigma_{\text{prod}}(^{120}\text{Sb})$ (mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22.6</td>
<td>98 ± 8.9</td>
</tr>
<tr>
<td>23.8</td>
<td>149 ± 13</td>
</tr>
<tr>
<td>25</td>
<td>159 ± 15</td>
</tr>
<tr>
<td>26</td>
<td>191 ± 17</td>
</tr>
<tr>
<td>27</td>
<td>219 ± 20</td>
</tr>
<tr>
<td>28</td>
<td>268 ± 25</td>
</tr>
</tbody>
</table>
FIG. 5. (a) Typical \( \alpha \)-particle residual energy spectrum and (b) the corresponding deduced thickness distribution profile, \( w(t) \), for one of the Sn targets.

B. Target thickness probability distribution and \( D(E,t_0) \) determination

As noted above, for an accurate determination of the \( D(E,t_0) \) function, all the foils used in an activation experiment should be investigated in terms of their thickness distribution. The Sn targets used in the present study were manufactured at LNS-INFN by evaporating \( ^{119,120}\text{Sn} \) enriched isotopes on rolled \( ^{93}\text{Nb} \) or \( ^{165}\text{Ho} \) foils. These targets present important nonuniformities. An investigation with a scanning electron microscope showed that the surface on the Sn side is characterized by structures of different sizes, which vary from some hundreds of nm to about 2 \( \mu \text{m} \) [51], which have to be compared with a target average thickness of about 0.7 \( \mu \text{m} \) (\( \sim 500 \mu \text{g/cm}^2 \)).

The thickness distribution for all the targets was determined by using the \( \alpha \)-particle transmission method described in [51]. A typical residual energy spectrum of a 5.48 MeV \( \alpha \) particles crossing the target, and the associated target thickness probability distribution, \( w(t) \), are shown in Fig. 5.

In Fig. 6, as an example, the \( D(E,t_0) \) calculated for the first and last foil of the second stack used in the \( ^6\text{Li} + ^{120}\text{Sn} \) reaction (see Table II for details) are reported. Note that the beam energy distribution after traversing the first foil of the stack is not Gaussian, as one could expect. The shape of this distribution is dominated by the target nonuniformity, as shown in Fig. 5 for the \( \alpha \)-spectra measurements. Concerning the beam distribution of the last foil, its shape is more similar to a Gaussian distribution, but its width is three times wider than the one expected if the foils were uniform. This shape is the result of increased randomization of different thicknesses encountered by the beam as it passes through the upstream targets as compared to the transit of just one foil. Thus, even if a downstream target, \( i \), is quite thin, the presence of upstream target nonuniformity can significantly influence the \( D(E,t_0) \) function for the target \( i \). This has to be correctly accounted for in order to reconstruct the fusion excitation functions.

C. Fusion excitation function extraction

Using the experimental mean cross sections extracted for each target \( i \) tabulated in Sec. III, and the corresponding calculated \( D_i(E,t_0) \), the excitation functions have been extracted using the unfolding procedure summarized above and described in detail in [51]. Several functional forms of \( \hat{g}(E,\mu) \) were tried with the aim of discovering a function which, when convoluted with the target \( D_i(E,t_0) \), best reproduced the mean measured cross sections. A functional form that is often employed to fit fusion excitation functions is the
Wong formula. Therefore, as a first attempt, the Wong formula, expressed as a function of the energy in the laboratory system, was used

\[ \hat{g}(E) = \frac{AB}{E} \ln(C + e^{D(E-D)}) \] (10)

With this expression for \( \hat{g}(E, \mu) \), the best parameters to minimise \( S \) [Eq. (8)] were \( A = 2.00 \pm 0.03 \text{ MeV}, B = 576.74 \pm 22.11 \text{ mb}, C = 0.9999 \pm 0.0004, D = 19.85 \pm 0.07 \text{ MeV} \) for the \(^6\text{Li} + ^{120}\text{Sn} \) case and \( A = 1.98 \pm 0.03 \text{ MeV}, B = 751.17 \pm 35.71 \text{ mb}, C = 0.9986 \pm 0.0001, D = 20.07 \pm 0.01 \text{ MeV} \) for the \(^7\text{Li} + ^{119}\text{Sn} \) case, and \( E \) specifies the laboratory energy as used in Eq. (9). The extracted excitation functions for the two systems are shown in Fig. 7 (continuous lines) as functions of the center of mass energy. The shaded area in the figure represents the error band associated with the deconvolution procedure. This error band has been calculated by applying the standard error propagation formula \[57\] to Eq. (10), considering the four parameters \((A, B, C, D)\) as free variables. This procedure takes account of the error on the single variables as well as possible correlations between the variables of the function through the covariance terms of the error matrix. This deconvolution procedure has been performed by using the MINUIT routine \[58\], which also provides the error on the parameters and the covariance terms.

Besides the Wong function, other functional forms were tried. For example, a functional form which performed well and gave a lower value of \( S \) than the Wong formula was

\[ \hat{g}(E) = AE \ln(B + e^{C(E-D)}) \] (11)

Minimizing \( S \) [Eq. (8)], the best fit parameters were \( A = 1.59 \pm 0.09 \text{ mb MeV}^{-1}, B = 0.9999 \pm 0.0002, C = 1.62 \pm 0.04 \text{ MeV}^{-1}, \) and \( D = 19.16 \pm 0.08 \text{ MeV} \) for the \(^6\text{Li} + ^{120}\text{Sn} \) case and \( A = 2.08 \pm 0.11 \text{ mb MeV}^{-1}, B = 0.9994 \pm 0.0002, C = 1.57 \pm 0.04 \text{ MeV}^{-1}, \) and \( D = 19.49 \pm 0.08 \text{ MeV} \) for the \(^7\text{Li} + ^{119}\text{Sn} \) case. \( E \) specifies the laboratory energy. The extracted excitation functions, obtained for the two systems using Eq. (11), are shown in Fig. 8 as a function of \( E_{\text{c.m.}} \).

As it will be shown in Sec. V, the barrier parameters associated with the best-fit parameters are comparable with the ones extracted from a double-folding potential.
D. Validation of the functional form used for the extraction of $\sigma(E)$

A crucial point of the deconvolution procedure is the choice of a suitable functional form $\hat{g}(E,\mu)$ able to correctly approximate, with a proper parameter choice, the real excitation function in all the explored energy range. The problem of the suggested approach is that, given a functional form, it will always be possible (from a mathematical point of view) to apply the deconvolution procedure and attain a deconvoluted excitation function, which may differ from the one obtained plotting the measured cross sections as a function of the mean energy. It is therefore mandatory to check if, given a deconvoluted excitation function, the above-mentioned differences are simply due to the fact that the chosen functional form is not able to reproduce the real excitation function, or the differences are, instead, to be attributed to the real effect of the energy spread of the beam. In order to cross-check this, the following self-consistent procedure can be applied. Using the excitation functions extracted with the unfolding procedure, and the calculated $D_i(E,t_0)$, it is possible to calculate the mean cross section that one would measure, for each $i$, target $\sigma_{\text{calc-mean},i}$ using formula (7). Such a value, for each irradiated target, has to be equal to the corresponding experimental mean cross section $\sigma_{\text{mean},i}$ within the error bars. We applied this procedure both for the Wong function [Eq. (10)] and for Eq. (11). The ratio between $\sigma_{\text{calc-mean},i}$ and $\sigma_{\text{mean},i}$ is reported in Figs. 9 and 10 for the two studied reactions and for the two functional forms respectively. It can be seen that the ratio is fluctuating around unity in the whole energy range for all examined cases, indicating that the whole procedure is self-consistent. However, the variations from unity are larger in the case of the Wong function for which the $S$ values [Eq. (8)] are larger. Systematic effects are observed which depend upon the choice of the deconvolution function. In the case of Eq. (11) these systematic effects are within $\approx \pm 10\%$ and are comparable with the error bars. They are larger in the case of the Wong function. This confirms that Eq. (11) better reproduces the experimental data. Since the ratios in Fig. 10 are all located around 1.0, even for the low energy region, it can be inferred that the differences between the deconvoluted curves in Fig. 8 and the plotted data points are due to beam dispersion effects in the targets. Due to the importance of this observation it will be discussed in more detail below.

E. Deconvolution compared to other extraction methods

Up to the present time, fusion data reported in the literature relating to the analysis of activation experiments, either with single or multiple targets, have presented the excitation function as the best curve through the data points ($\sigma_{\text{mean},i}, E_i$), where $i$ runs through all the target sets. Some publications identify $E_i$ as the mean energy $\bar{E}$ of the beam as it passes through the target associated with the measurement $i$, as given by Eq. (5). Other publications associated $E_i$ with the effective
energy $E_{\text{eff}}$ defined in Eq. (6). However, as already summarized before and discussed in detail in [51], in general neither ($\sigma_{\text{mean}, E}$) nor ($\sigma_{\text{mean}, E_{\text{eff}}}$) will lie on the true $\sigma(E)$ curve. The magnitude of the deviation of the data points from the actual $\sigma(E)$ will depend on the experimental circumstances. For a beam having a well defined energy, and for a small number of thin targets, the deviations will be small. In other cases, for example for thick targets or poor beam quality, the deviations could be significant and even lead to serious misinterpretation of the data [51]. In the present case these effects were expected to be small, but the procedure was applied as a test case and indeed differences in the exponential region, although small, are significant.

Inspection of Fig. 8 shows that the data set ($\sigma_{\text{mean}, i}, \bar{E}$) or ($\sigma_{\text{mean}, i}, E_{\text{eff}}$) do deviate at lower energies from the $\sigma(E)$ extracted with the deconvolution procedure represented by the continuous line, as mentioned in the previous paragraph. Also it can be seen that for a particular $\sigma_{\text{mean}, i}$, data plotted either using $\bar{E}$ or $E_{\text{eff}}$ do not coincide.

According to the results discussed in [51], it is opinion of the present authors that these effects could be more important in the study of the reactions induced by unstable beams listed in Table I. In those cases it will be essential to carefully determine before and discussed in detail in [51], in general neither ($\sigma_{\text{mean}, E}$) nor ($\sigma_{\text{mean}, E_{\text{eff}}}$) will lie on the true $\sigma(E)$ curve. The magnitude of the deviation of the data points from the actual $\sigma(E)$ will depend on the experimental circumstances. For a beam having a well defined energy, and for a small number of thin targets, the deviations will be small. In other cases, for example for thick targets or poor beam quality, the deviations could be significant and even lead to serious misinterpretation of the data [51]. In the present case these effects were expected to be small, but the procedure was applied as a test case and indeed differences in the exponential region, although small, are significant.

V. COMPARISON OF THE DATA WITH THEORETICAL PREDICTIONS AND DISCUSSION

In this section the measured CF cross sections of the $^6\text{Li} + ^{120}\text{Sn}$ and $^7\text{Li} + ^{119}\text{Sn}$ will be compared with the theoretical predictions of coupled channels (CC) calculations involving inelastic excitation channels and, in the final part of Sec. VB also $n$-transfer channels, but always excluding breakup channels. The idea is that any difference between the theoretical predictions and experimental cross-section values could be attributed to other channels not included in CC calculations.

A. Complete fusion suppression above the barrier

As already mentioned in the introduction, the existing CF experimental data show a suppression of the measured fusion cross sections with respect to the 1D-BPM and/or the CC calculations which do not take coupling to continuum or transfer into account (see [4] and references therein). It is quite clear that the suppression factor depends on the breakup threshold of the projectile (see, e.g., [4]): it is smaller for the $^7\text{Li}$ (breakup threshold 2.47 MeV) induced reactions with respect to the ones induced by $^6\text{Li}$ (breakup threshold 1.47 MeV). Moreover, the $^7\text{Li}$ nucleus has one bound excited state that competes with the breakup channel, while $^6\text{Li}$ has only one bound state, i.e., the ground state. An aspect, not completely clarified, is the target mass (and/or charge) dependence of the suppression factor due to breakup.

To make further progress in the understanding of complete fusion, Wang et al. [28] performed a systematic comparison of the existing experimental data by using a reduction procedure, introduced by Canto et al. [25,26], based on the Wong approximation [39] for the fusion cross section. According to this reduction procedure, which factors out the trivial static effects due to geometry, the collision energy and the experimental fusion cross section are reduced as follows:

$$E_{\text{c.m.}} \rightarrow x = \frac{E_{\text{c.m.}} - V_B}{\hbar \omega}, \quad (12)$$

$$\sigma_F \rightarrow F(x) = \frac{2E_{\text{c.m.}}}{\hbar \omega R_B^2} \sigma_F, \quad (13)$$

where $V_B$, $R_B$, and $\hbar \omega$ represent the height, radius, and curvature of the Coulomb barrier. In this kind of reduction, in order to disentangle the effect of one or more reaction channels, and/or to eliminate the inaccuracies of the Wong approximation at energies below and above the barrier, a renormalized fusion function is usually introduced [25,26]:

$$\tilde{F}_{\text{exp}}(x) = F_{\text{exp}}(x) \frac{\sigma_W}{\sigma_{\text{CC}}}, \quad (14)$$

where $\sigma_F$ is the Wong cross section, and $\sigma_{\text{CC}}$ is the fusion cross section of a CC calculation which includes all channels, except the ones for which their effects on fusion cross section are the subject of study. In the present case the CC at energies above the barrier is small and the values of the suppression factors derived without the renormalization are practically the same. Nevertheless a decision was made to follow the full Canto renormalisation procedure to keep a formal uniformity for comparison with other systems where this correction could be important. This is usually the case at energies below the barrier. Once the data are normalized, the CF suppression factor is then extracted by comparing the reduced data with a benchmark function, the universal fusion function (UFF), defined as [25,26]:

$$F_0(x) = \ln[1 + \exp(2\pi x)], \quad (15)$$

which is obtained applying the transformations of Eqs. (12) and (13) to the Wong formula [39] for the fusion cross section. In an ideal situation where coupling effects are fully contained in the CC calculations, $\tilde{F}_{\text{exp}}(x)$ is identical to the UFF. The parameters of the Coulomb nominal barrier used in the reduction procedure were $R_B = 10.34$, $V_B = 19.48$ MeV, and $\hbar \omega = 3.82$ MeV for the $^7\text{Li} + ^{119}\text{Sn}$ system and $R_B = 10.18$ fm, $V_B = 19.74$ MeV, and $\hbar \omega = 4.16$ MeV for the $^6\text{Li} + ^{120}\text{Sn}$ system. These parameters were derived using the São Paulo potential. It should be pointed out that these parameters correspond to the nominal Coulomb barrier derived using a bare potential. In general, if a Wong-like formula is used to reproduce experimental fusion excitation functions, the obtained barrier parameters correspond to an average experimental barrier which includes effects of the coupling to all reaction channels. As a consequence, in general, if
the experimental data are strongly affected by the coupling to different reaction channels, the parameters related to the nominal barrier may differ from the ones obtained by fitting the data. In the present case the values of the barrier parameters in Eq. (11) are similar to the one obtained from the São Paulo potential.

In their systematics Wang et al. [28] show that the data concerning collisions induced by $^6\text{Li}$ on $^{90}\text{Zr}$, $^{144}\text{Sm}$, $^{152}\text{Sm}$, $^{159}\text{Tb}$, $^{198}\text{Pt}$, and $^{209}\text{Bi}$ are suppressed with respect to the UFF by factor 0.60, whereas data for collisions induced by $^7\text{Li}$ on $^{144}\text{Sm}$, $^{152}\text{Sm}$, $^{159}\text{Tb}$, $^{165}\text{Ho}$, $^{198}\text{Pt}$, and $^{209}\text{Bi}$ are suppressed with respect to the UFF by a factor 0.67. The suppression factor is defined as the value for which the benchmark function has to be multiplied to reproduce the data.

For the sake of comparison with the previously measured systems, the present authors used the reduction procedure of [25,26] to determine the CF suppression factors of the $^6\text{Li} + \text{^{120}Sn}$ and $^7\text{Li} + \text{^{119}Sn}$ systems. The data set used for this procedure has been obtained from the deconvolution curve shown, as a continuous line, in Fig. 8. The data sets are $(\sigma_{\text{mean,i}},E_{\text{dec},i})$, where $E_{\text{dec},i}$ is the energy point of the deconvolution curve which corresponds to the measured cross section $\sigma_{\text{mean,i}}$. In Fig. 11 the renormalized fusion function value $F_{\text{exp}}(x)$, Eq. (14), is plotted, for the two data sets reported in Fig. 8. The full curve in Fig. 11 corresponds to the benchmark function UFF.

In all calculations of the present work, the FRESH code was used [60]. In the CC calculations, performed to obtain the renormalized fusion functions defined in Eq. (14), since there is no bound excited state for the $^6\text{Li}$ projectile, only its g.s. was included in the coupling scheme. $^7\text{Li}$ resonance states were not included in the coupling scheme, since the effect of the whole continuum on the CF cross section was under investigation. In the case of the $^7\text{Li}$ projectile the quadrupole coupling to the first bound excited state $1/2^+$ at 0.4776 MeV was included. Concerning the target excitations, the quadrupole excitations of the $3/2^+$ and $5/2^+$ at 0.0239 and 0.9214 MeV, respectively, of $^{119}\text{Sn}$ and the $2^+$ one-phonon and the triplet of two-phonons (0+, 2+, and 4+) states of $^{120}\text{Sn}$ at 1.1714, 1.8751, 2.0972, and 2.1943 MeV, respectively, were all included. The quadrupole deformation parameters $\beta_2$ were taken from the systematics [61].

The real part of the optical potential corresponds to the parameter-free double folding São Paulo potential [62,63]. At near barrier energies this potential is a usual double folding potential with the advantage that it has a comprehensive systematics for the matter densities. This potential was the one used to obtain the systematics in Refs. [25,26,28,64], and in other works found in the literature. It is important to use the same potential because, although the qualitative results may be the same using other potentials, the quantitative results might be slightly different [65]. For the imaginary part of the optical potential, a Woods-Saxon potential with the parameters $W_0 = -50$ MeV, $r_w = 1.06$ fm and $a_w = 0.2$ fm for the depth, reduced radius, and diffuseness, respectively, was used. This choice of the parameters guarantees that the absorption occurs only after the impinging nucleus is inside the Coulomb barrier.

In the upper (a) panel of Fig. 11, the CF reduced cross sections are shown in a logarithmic scale that is more appropriate for studying the cross sections at energies below the Coulomb barrier [$x = 0$, according to Eq. (12)]. On the other hand, the lower (b) panel in linear scale is more appropriate for $E_{\text{c.m.}} > V_B$ ($x > 0$). From Fig. 11, it can be seen that by comparing the experimental reduced fusion cross section with the UFF, for both the reactions, the CF is enhanced at energies below $V_B$ and hindered above it, due to the effect of breakup plus transfer channels (these were the reaction channels left out in the CC calculations used to renormalize the data) in agreement with the results of Refs. [25,26,28]. When account of the systematic error is taken, the suppression factor for the $^6\text{Li} + \text{^{120}Sn}$ system is determined to be 0.70 ± 0.05, and for the $^7\text{Li} + \text{^{119}Sn}$ system it is 0.85 ± 0.05. Such values, while confirming the breakup threshold dependence of the suppression factors, appear to be slightly nearer to unity than the ones found in the systematics of Wang et al. [28].

It has to be noticed that recently, suppression factors even closer to unity than the ones reported in this paper have been deduced for the following systems with lighter targets: $^6\text{Li} + \text{^{64}Ni}$ (0.87) [37], $^7\text{Li} + \text{^{64}Ni}$ (0.94) [38], and $^6\text{Li} + \text{^{96}Zr}$ (0.75) [66]. To establish a definitive dependence
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of the suppression factor with target mass, it would be valuable to undertake experiments measuring CF for $^6\text{Li}$ and $^7\text{Li}$ across a range from the light $^{12}\text{C}$ to the heaviest $^{208}\text{Pb}$. Unfortunately, however, a clear separation of CF and ICF is not experimentally easy to obtain for light systems since, due to charged-particle evaporation, CF and ICF populate the same evaporation residues.

B. Complete fusion below the barrier and $n$-transfer effects

At energies below the barrier, as already observed in collisions of $^6\text{Li}$ with different targets (see, e.g., [4]), the UFF underestimates the data; this shows the combined effect of the coupling to continuum and transfer channels not explicitly taken into account in CC calculations used to renormalize the data. However, it is interesting to note with respect to the aim of the present work that the two sets of reduced data (Fig. 11) are very close in spite of the different $n$-transfer $Q$ values. This behavior seems to be consistent with the one observed in fusion reactions of heavier systems [17–19] and appears to confirm the idea, proposed in [21–23], that it is not just the

\begin{equation}
Q = \frac{1}{2} (1/2^-) + 0 (3/2^-) + 0 (1^+)
\end{equation}

This behavior seems to be consistent with the one observed in fusion reactions of heavier systems [17–19] and appears to confirm the idea, proposed in [21–23], that it is not just the

\begin{equation}
Q = \frac{1}{2} (1/2^-) + 0 (3/2^-) + 0 (1^+)
\end{equation}

\begin{table}[h]
\centering
\caption{Spectroscopic amplitudes for projectile overlaps ($^{\text{Li}}\text{Li}$) using $^6\text{He}$ as core.}
\begin{tabular}{ccc}
\hline
Initial state & $J$ & Final state & Spec. amp. \\
\hline
$^{\text{Li}}\text{Li}_x, (1/2^-)$ & $1\text{p}_{3/2}$ & $^6\text{Li}_x, (1^+)$ & 0.538 \\
& $1\text{p}_{1/2}$ & $^6\text{Li}_x, (1^+)$ & 0.657 \\
$^{\text{Li}}\text{Li} , (1/2^-)$ & $1\text{p}_{3/2}$ & $^6\text{Li}_x, (1^+)$ & -0.196 \\
& $1\text{p}_{1/2}$ & $^6\text{Li}_x, (1^+)$ & -0.924 \\
\hline
\end{tabular}
\end{table}

a$_n$ = 0.2 fm for the depth, reduced radius, and diffuseness, respectively; these parameters are the same as those used for the CC calculations discussed in Sec. VA. The prior approximation was used, and the nonorthogonal corrections and full complex remnant were taken into account. For the final partition ($^6\text{Li} + ^{120}\text{Sn}$), the São Paulo potential was used for both real and imaginary parts with strength coefficients $N_R = 1.0$ and $N_I = 0.78$, respectively. This approach has proved to be suitable for describing the elastic scattering cross sections for several systems [67] in a wide energy interval. In the entrance partition the collective states of the projectile and target were also considered, as described in Sec. VA.

The spectroscopic amplitudes for both projectile and target overlaps were obtained from shell-model calculations using

\begin{table}[h]
\centering
\caption{Spectroscopic amplitudes for target overlaps ($^{119}\text{Sn}^{120}\text{Sn}$) with $^{120}\text{Sn}$ as closed core.}
\begin{tabular}{ccc}
\hline
Initial state & $J$ & Final state & Spec. amp. \\
\hline
$^{119}\text{Sn}_x, (1/2^-)$ & $3\text{s}_{1/2}$ & $^{120}\text{Sn}_x, (0^+)$ & -1.323 \\
& $2\text{d}_{3/2}$ & $^{120}\text{Sn}_{171}, (2^+)$ & 0.263 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{171}, (0^+)$ & -0.131 \\
& $2\text{d}_{3/2}$ & $^{120}\text{Sn}_{171}, (2^+)$ & -0.021 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{160}, (0^+)$ & 0.390 \\
$^{119}\text{Sn}_{150}, (3/2^-)$ & $2\text{d}_{3/2}$ & $^{120}\text{Sn}_x, (0^+)$ & -0.570 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{171}, (2^+)$ & -0.822 \\
& $2\text{d}_{3/2}$ & $^{120}\text{Sn}_{171}, (0^+)$ & -0.178 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{171}, (0^+)$ & 0.698 \\
& $2\text{d}_{3/2}$ & $^{120}\text{Sn}_{171}, (2^+)$ & 0.009 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{171}, (0^+)$ & 0.042 \\
& $2\text{d}_{3/2}$ & $^{120}\text{Sn}_{160}, (0^+)$ & -1.094 \\
$^{119}\text{Sn}_{170}, (7/2^-)$ & $2\text{d}_{3/2}$ & $^{120}\text{Sn}_{171}, (2^+)$ & -0.365 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{171}, (2^+)$ & 0.170 \\
& $2\text{d}_{3/2}$ & $^{120}\text{Sn}_{294}, (4^+)$ & 0.861 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{294}, (4^+)$ & 0.094 \\
$^{119}\text{Sn}_{225}, (3/2^-)$ & $2\text{d}_{3/2}$ & $^{120}\text{Sn}_x, (0^+)$ & 0.375 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{171}, (2^+)$ & -0.220 \\
& $2\text{d}_{3/2}$ & $^{120}\text{Sn}_{171}, (2^+)$ & -0.145 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{171}, (0^+)$ & 0.220 \\
& $2\text{d}_{3/2}$ & $^{120}\text{Sn}_{171}, (0^+)$ & 0.165 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{171}, (0^+)$ & -0.035 \\
$^{119}\text{Sn}_{248}, (5/2^-)$ & $2\text{d}_{3/2}$ & $^{120}\text{Sn}_{160}, (0^+)$ & 1.172 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{171}, (2^+)$ & 0.966 \\
& $2\text{d}_{3/2}$ & $^{120}\text{Sn}_{171}, (0^+)$ & -0.394 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{171}, (0^+)$ & 0.280 \\
& $2\text{d}_{3/2}$ & $^{120}\text{Sn}_{294}, (4^+)$ & 0.045 \\
& $3\text{s}_{1/2}$ & $^{120}\text{Sn}_{294}, (4^+)$ & 0.198 \\
\hline
\end{tabular}
\end{table}
the NUSHELLX code [68]. For \(^7\)Li, the effective interaction “cki” [69] was used for the valence protons and neutrons in the \(1p_{3/2}\) and \(1p_{1/2}\) orbits, and considering the \(\alpha\) particle as a closed core. For the \(^{119}\)Sn, the effective interaction sn100pn [70] was used, and valence neutrons in the orbits \(2d_{3/2}, 3s_{1/2},\) and \(1h_{11/2}\) were taken into account. \(^{118}\)Sn was considered as a closed core. In Figs. 12 and 13 the projectile and target coupling schemes considered in the calculations are sketched. We verified that adding the long lived \(^3\) state of \(^6\)Li at 2.186 MeV in the coupling scheme of Fig. 12 does not change the results of the calculations.

In Tables VI and VII the results of NUSHELLX predictions for the spectroscopic amplitudes are shown. In Table VIII a comparison of the corresponding experimental spectra for \(^7\)Li, \(^6\)Li, \(^{119}\)Sn, and \(^{120}\)Sn nuclei with the results obtained using NUSHELLX code is presented. From this last table a reasonable agreement between the theoretical and experimental spectra can be seen.

For both projectile and target, Woods-Saxon form factors with reduced radii \(r_0 = 1.2\) fm and diffuseness \(a_0 = 0.65\) fm were used to obtain single-particle wave functions. The

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{Nucleus} & \text{Interaction} & J^\pi & E_{\text{exp}} & E_{\text{NUSHELLX}} & \Delta E \\
\hline
\text{\(^6\)Li} & \text{cki} & 1^+ & 0.0 & 0.0 & 0.0 \\
\text{\(^7\)Li} & \text{cki} & 3/2^- & 0.0 & 0.0 & 0.0 \\
& & 1/2^- & 0.477 & 1.068 & -0.591 \\
\text{\(^{119}\)Sn} & \text{sn100pn} & 1/2^- & 0.0 & 0.0 & 0.0 \\
& & 3/2^- & 0.024 & 0.229 & -0.205 \\
& & 7/2^+ & 0.787 & 0.660 & 0.127 \\
& & 3/2^+ & 0.9205 & 0.801 & 0.120 \\
& & 5/2^+ & 0.9214 & 0.862 & 0.059 \\
\text{\(^{120}\)Sn} & \text{sn100pn} & 0^+ & 0.0 & 0.0 & 0.0 \\
& & 2^+ & 1.171 & 0.379 & 0.792 \\
& & 0^+ & 1.875 & 1.419 & 0.456 \\
& & 2^+ & 2.097 & 1.096 & 1.001 \\
& & 0^+ & 2.160 & 1.671 & 0.489 \\
& & 4^+ & 2.194 & 0.842 & 1.352 \\
\hline
\end{array}
\]

The full curve in Fig. 14 shows the results of our CRC calculation in comparison with the CC calculation that does not include the \(1n\) transfer channel (dashed curve in Fig. 14). One can see that, for the \(^3\)Li induced reaction, which has a larger \(n\)-transfer \(Q\) value when compared with the \(^4\)Li induced collision, the effect of the \(1n\) transfer channel is almost negligible, except for the lowest energy points, and this might explain why no differences are observed for the two systems.

VI. SUMMARY AND CONCLUSIONS

This paper presents measurements of CF cross sections for the two reactions \(^6\)Li + \(^{120}\)Sn and \(^7\)Li + \(^{119}\)Sn, over a Li projectile c.m. energy range from 14 to 28 MeV. The objective of the experiment was to compare the influence of projectile breakup and neutron transfer on the magnitude of the CF cross sections for the two reactions. To emphasise the influence of these two mechanisms, these reactions were chosen since the compound nucleus for both was \(^{126}\)I, and the two heavy target nuclei have similar deformation characteristics. In the energy range investigated, the compound nucleus, \(^{126}\)I, decays predominately by neutron emission to other iodine isotopes. The yields of the isotopes produced were determined by measuring the x-ray residual activity following target bombardment by the lithium beam. The extraction of the CF excitation function from the activity yields was undertaken using the new procedure described in [51]. This procedure is particularly useful to follow when thick targets or poor quality beams are used. For the experiment reported here, good quality stable beams and thin targets were used, so this new procedure produced results close to the ones obtained by using more traditional analysis methods.

The measured cross sections and projectile bombarding energies were reduced to eliminate differences due to trivial static effects and inelastic excitations to bound states. These reduced cross sections and energies were then compared to the universal fusion function according to the prescriptions [25,26]. The renormalized experimental cross sections above the Coulomb barrier fall below the values of the UFF. The suppression factor for \(^6\)Li + \(^{120}\)Sn is 0.7 ± 0.05, and for \(^7\)Li + \(^{119}\)Sn it is 0.85 ± 0.05. These factors are a little smaller than the ones obtained with heavier targets, so it would be most interesting to undertake measurements of these factors for a wide range of target masses. However, undertaking such an experimental survey is difficult since for lighter targets CF and ICF cannot be easily separated due to charged particle evaporation.

Below the Coulomb barrier, the renormalized experimental cross sections are enhanced relative to the UFF by similar amounts for the two reactions. Such an enhancement, reported also in previous measurements (see as example [25,26,28] and references therein), was attributed to coupling to those channels left out in the CC calculations used to renormalize the data, for example breakup and neutron transfer.

The reduced fusion excitation functions, shown in Fig. 11, for the two reactions \(^6\)Li + \(^{120}\)Sn and \(^7\)Li + \(^{119}\)Sn, show little
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differences even though the $Q$ values for neutron transfer are substantially different. In addition, a CRC calculation has been undertaken for the $^7\text{Li} + ^{119}\text{Sn}$ reaction, which not only accounts for inelastic scattering but also neutron transfer. This calculation shows that in this particular case, neutron transfer has a negligible effect on the fusion excitation function in the investigated energy range. This suggests that the observed sub-barrier enhancement with respect to the UFF may be due to inelastic excitations of the projectile to the continuum for the considered system, for which there will be large overlaps between projectile and target wave functions. Nevertheless, for more neutron rich projectiles, neutron transfer could still strongly influence fusion.

In order to gain a more complete understanding of how neutron transfer $Q$ value influences fusion, an interesting possibility, being considered by the authors, is to extend the current experiment to investigate the reactions $^8\text{Li} + ^{118}\text{Sn}$, $^9\text{Li} + ^{117}\text{Sn}$, and even $^1\text{Li} + ^{115}\text{Sn}$. The compound nucleus for these reactions is again $^{126}\text{I}$, but the $Q$ values for one- and two-neutron transfers are very different for the different reactions, as shown in Table I. These experiments will require the use of radioactive beams and thick targets. When these types of experiments are undertaken in the future, the present authors strongly recommend that the extraction of the experimental excitation function, from the raw data, should follow a procedure similar to that used for these currently reported experiments. This is essential to ensure that the beam energy dispersion effects inside targets, due to a combination of the quality of the radioactive beam and straggling in thick targets, can be correctly accounted for, deducing the true excitation function.
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