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Abstract
This paper presents a simple method for modulation in multilevel converters, which is hardly affected with the number of levels. The method is based on a simple graph, whose x-axis is directly related to the extra degree of freedom associated with component γ (in the αβγ reference frame) of the desired reference vector. In the y-axis, the different possibilities for the phase averaged references are plotted. In this way, the degree of freedom is more explicit than in Space Vector Modulation (SVM) and it can be the basis of new algorithms to pursue additional control objectives such as voltage balancing or common-mode reduction, among others. A comparison with SVM based on examples is included, showing the benefits of the proposed modulation strategy.
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1 Introduction
In the control of power converters it is usual to work with averaged models where the discrete values of the gating signals are considered as continuous signals. In order to implement the control laws obtained with such models, a discretization stage, usually called modulation for extension of the well-known Carrier-Based Pulse Width Modulation (CB-PWM) method, needs to be implemented [1]. The objective of the modulation stage is the computation (and implementation) of the discrete values for the gating signals as a function of the computed averaged value that they should achieve. With the appearance of multilevel converters the number of modulation methods and their variants have growth considerably [2–4]. Among the modulations techniques, the Space Vector Modulation (SVM) plays important roles. Throughout its important benefits there is the explicit identification of redundancies [1], that is, different combinations of gating states that correspond to the same space vector. This redundancy, associated with component γ (in the αβγ reference frame) of the reference voltage vector, can be used for different control objectives such as modulation index extension, capacitor voltage balancing, switching frequency reduction, fault tolerance or common-mode voltage elimination [3, 5]. Nevertheless, as the number of level increases in multilevel converters, extensions of SVM increase their complexity. Different variants have been proposed in order to achieve these new control objectives modifying the
original SVM algorithm [6–10]. Some variants even consider points different from the three nearest vectors [11, 12].

Space vector modulation can be divided in two stages [13]. In the first stage, the active vectors and their corresponding times are computed; in the second stage the sequence of the active vectors within the sampling period is chosen. This paper deals with the first of these two stages and a new procedure for choosing, in multilevel converters, the desired levels and their corresponding times for each phase is presented. The main benefits of the proposed method are, on the one hand, its simplicity that it is hardly affected by the number of levels; on the other hand, the degree of freedom associated with component \( \gamma \) of the reference vector is much more explicit than in SVM. In fact, the method is based on a particular graph, presented in this paper, in which the \( x \)-axis is directly related to this component. Furthermore, the graph (and, consequently, the algorithm) changes just slightly when the number of levels increases. The new method is based on independent formulae for each phase and, thus, it could be considered a scalar modulation technique. Nevertheless, the vectorial nature of the modulation is taken into account since the formulae for the three phases are jointly considered in the graph previously mentioned. In this way, the redundancy of different combinations (e.g. \( ppp, ooo \) and \( nnn \) in the three-level case) is also considered.

This paper does not present a new control method that improves the performance of previous techniques for particular converters but, instead, a new paradigm that may give rise to new control methods is introduced. In [14] this paradigm is used to obtain a new control procedure for voltage balance in 3-phase, 5-level DCC rectifiers with minimization of number of switches.

The next section is devoted to the description of the method, while in Section III, the advantages and drawbacks with respect to SVM are discussed. In this section, some problems of SVM (such as a deceitful degree of freedom) are shown up. The paper ends with a section of conclusions.

2 Description of the method

The objective of the modulation stage is the computation and implementation of the duty cycles for each phase and level, in each sampling instant. The input data are the reference voltage \( \alpha-\beta \) coordinates. In this paper, normalized voltages are considered in \( abc \) coordinates (denoted as \( u_a, u_b \) and \( u_c \)) in such a way that, in the three-level case, \( u_a = -1 \) corresponds to the lower level for phase a, \( u_a = 0 \) to the central level and \( u_a = 1 \) to the upper level and analogously for the other phases. Similar normalizations can be defined for cases with higher number of levels. Normalization in \( \alpha\beta\gamma \) coordinates must be consistent to the Clarke transformation giving rise to \( u_\alpha, u_\beta \) and \( u_\gamma \). Usually, at each sampling time, the desired (averaged) values of \( u_\alpha \) and \( u_\beta \) are computed by an outer controller that it is in charge of regulating powers and currents. The modulation stage converts these values to discrete states in \( abc \) coordinates. The modulation ends with a sequencing phase and the implementation of the gating signals, which are not the object of this paper.

As it is well known, a degree of freedom appears when choosing the discrete states: coordinate \( u_\gamma \) is usually not given by the outer controller. This fact appears in SVM as redundant state vectors, that is, vectors in the \( \alpha-\beta \) plane that correspond to several vectors in the \( abc \) space. The method proposed in this paper considers explicitly this degree of freedom. For this, consider the inverse Clarke transformation from \((u_\alpha, u_\beta, u_\gamma)\) to \((u_a, u_b, u_c)\)

\[
\begin{bmatrix}
    u_a \\
    u_b \\
    u_c
\end{bmatrix} = \sqrt{\frac{2}{3}} \begin{bmatrix}
    1 & 0 & \frac{\sqrt{3}}{2} \\
    -\frac{1}{2} & \frac{\sqrt{3}}{2} & \frac{\sqrt{3}}{2} \\
    -\frac{1}{2} & -\frac{\sqrt{3}}{2} & \frac{\sqrt{3}}{2}
\end{bmatrix} \begin{bmatrix}
    u_\alpha \\
    u_\beta \\
    u_\gamma
\end{bmatrix}. \tag{1}
\]

If \( u_\alpha \) and \( u_\beta \) are given, Eq. (1) can be interpreted as a vectorial function that gives \((u_a, u_b, u_c)\) for each
value of $u_γ$. In order to simplify this equation, consider the following definitions

\[
x \overset{\text{def}}{=} \frac{1}{\sqrt{3}} u_γ \quad (2)
\]

\[
η_a \overset{\text{def}}{=} \sqrt{\frac{2}{3}} u_α \quad (3)
\]

\[
η_b \overset{\text{def}}{=} -\frac{1}{\sqrt{6}} u_α + \frac{1}{\sqrt{2}} u_β \quad (4)
\]

\[
η_c \overset{\text{def}}{=} -\frac{1}{\sqrt{6}} u_α - \frac{1}{\sqrt{2}} u_β \quad (5)
\]

Notice that $x$ depends on $u_γ$ while $η_a, η_b$ and $η_c$ are constants when $u_α$ and $u_β$ are given. With this definition, Eq. (1) yields

\[
u_a(x) = η_a + x \quad (6)
\]

\[
u_b(x) = η_b + x \quad (7)
\]

\[
u_c(x) = η_c + x. \quad (8)
\]

These equations correspond to the well-known fact that the homopolar component provides an associated degree of freedom [15–17]. Equations (6)–(8) correspond to three parallel lines as represented in Fig. 1 for $u_α = 1$ and $u_β = 0.5$. In this figure the horizontal lines at $u_{abc} = \{-1, 0, 1\}$ represent the three discrete implementable states for the three-level case. Notice that the extension to higher number of levels would lead to minor changes: only some horizontal lines should be added.

The vertical lines in Fig. 1 show the limits of implementable cases. Notice that, in this figure, for the values of $x$ inside the vertical lines, the corresponding value for $u_a, u_b$ and $u_c$ are all of them inside the implementable interval $[-1, 1]$ (in three-level converters). The values of $x$ for the vertical lines can be defined in the following way: $x_{\text{min}}$ is the maximum of the three values of $x$ such that one of the three lines takes the minimum level, and $x_{\text{max}}$ is the minimum of the values of $x$ such that one of the three lines takes the maximum level. The condition for the feasibility of the proposed method is that $x_{\text{min}} \leq x_{\text{max}}$.

In the next section, it will be shown that there is not extra conservativeness in this condition. When the input values $u_α$ and $u_β$ change so do the sloping lines as well as the vertical limits.

The modulation procedure can be divided in two steps. The first one is based on Eqs. (6)–(8) as well as their associated graph, Fig. 1. The second step is just scalar modulation.

**Step 1** Selection of the value of $x$ and computation of $u_a, u_b$ and $u_c$. In this step a value for $x$ in the feasible interval should be chosen. The associated degree of freedom can be used for additional control objectives. As it has been said, the input data $u_α$–$u_β$ are set by an outer controller in order to regulate the currents and powers, but other control objectives appear in multilevel converters such as the voltage balance in NPC converters. It is well known that $u_γ$ can be used for this purpose. One advantage of the proposed method is to clarify and put explicitly this degree of freedom as will be discussed in the next section. The specific selection methods are to be defined and will depend on the control objective and on the number of levels. This paper is restricted to present a new paradigm that may give rise to new control methods.

One possibility is to choose a value of $x$ such that the level corresponding to one of the phases does not suffer any switch in order to diminish the number of commutations. This criterium can also be accomplished in some combinations of the Nearest Three Vectors SVM (NTV-SVM) [6]. In order to achieve this situation, $x$ has to be chosen in the (feasible) intersection of any of the horizontal lines in Fig. 1 with the sloping lines. In the example corresponding to this figure, there are three of these
Fig. 1: Achievable phase levels for $u_\alpha = 1$ and $u_\beta = 0.5$ in 3-level converters.
intersections, but for other values of \( u_\alpha \) and \( u_\beta \) the number of intersections may vary. Of course, these intersections are easy to be computed analytically. Different criteria may be used for the choice of \( x \) in order to achieve other control objectives.

Once the value of \( x \) has been selected, the corresponding values for \( u_a, u_b \) and \( u_c \) are computed using (6)–(8).

**Step 2**  The second step is the discretization of the continuous values \( u_a, u_b \) and \( u_c \). As they are treated as three scalar values, this step is straightforward. The obvious procedure would be a standard scalar modulation, that is, at first, the computation of the two adjacent levels \( l_{1i} \) and \( l_{2i} \) and, secondly, their respective duty cycles:

\[
\begin{align*}
l_{1i} &= \text{floor}(u_i) \\
l_{2i} &= l_{1i} + 1 \\
d(l_{2i}) &= u_i - l_{1i} \\
d(l_{1i}) &= 1 - d(l_{2i}),
\end{align*}
\]

for \( i = a, b, c \)

Notice that if component \( \gamma \) of the reference voltage is given, Step 1 should be omitted and Step 2 leads to a (trivial) alternative to 3D-SVM [7].

Notice also that another degree of freedom may appear in this step. Some existing modulation strategies do not avoid switching among more than two levels in each sampling time, in order to pursue other control objectives such as the voltage balance among capacitors in NPC converters [18, 19]. Using this idea, Step 2 can be modified and different algorithms for discretization can be used.

**Example**  As an example of application, consider that, in a concrete sampling instant, the values of \( u_\alpha \) and \( u_\beta \) correspond to the case of Fig. 1 (\( u_\alpha = 1 \) and \( u_\beta = 0.5 \)). In this case definitions (3)–(5) give \( \eta_a = 0.8165, \eta_b = -0.0547 \) and \( \eta_c = -0.7618 \). Since \( \eta_a \) is the maximum of these values, \( x_{\text{max}} = 1 - \eta_a = 0.1835 \). On the other hand, as the minimum \( \eta \) is \( \eta_c, x_{\text{min}} = -1 - \eta_c = -0.2382 \).

Suppose that, in the considered sampling instant, it is desired to avoid commutations in one of the phases, say phase \( b \). It suffices to find a value of \( x \) such that the associated value of \( u_b \) is \(-1, 0 \) or \( 1 \). It can be checked in Fig. 1 that the line corresponding to phase \( u_b \) reaches the level \( u_b = 0 \) for a feasible value of \( x \) (marked as \( x_{bo} \) in the figure), \( x_{\text{min}} \leq x_{bo} \leq x_{\text{max}} \). This computation can be performed in an algorithmic way, since using (7) for \( u_b = 0 \), it is obvious that \( x_{bo} = -\eta_b = 0.0547 \). Substitution of this value in (6) and (8) yields \( u_a = 0.8712 \) and \( u_c = -0.7071 \). Therefore, phase \( a \) will commute during the sampling period between levels 0 and 1, while phase \( c \) will commute between 0 and \(-1 \). Of course, phase \( b \) will be connected to level 0 the full sampling period, since \( u_b = 0 \).

As was said above, the procedure is valid for any number of levels. The only modification would be that more horizontal lines, one for each level, would be added to Fig. 1. Figure 2 shows an example of the graph for the five-level case. Equations (9–12) do not change with the number of levels.

**3 Comparison with Space Vector Modulation**

The main advantages of space vector modulation with respect to other scalar modulation techniques or with respect to CB-PWM are well known. Some of them are the following:

1. The degree of freedom related to component \( \gamma \) of the reference voltage is explicitly identified. This degree of freedom is shown in the redundant states: space vector points that can be implemented using different combinations of switches. For example, in two level converters the hexagon central point can be implemented by the combinations \( ppp \) and \( mnn \).
Fig. 2: Achievable phase levels for $u_\alpha = 0.5$ and $u_\beta = -2$ in five-level converters.
2. This degree of freedom can be used for the search of sequences with low number of commutations. Indeed, if NTV-SVM strategy is used, there are combinations such that one phase does not present any switch while the other phases commute just once. Furthermore, the switches are between two consecutive levels, avoiding dangerous commutations between non-consecutive levels. Other control objectives, such e.g. voltage balance in NPC converters, may require the increase of commutations by choosing other commutations and, even other vectors (not just the nearest three) can be chosen [18].

3. Space vector can be used for obtaining overmodulation techniques that have been applied with success and are now industry standards.

4. The space vector graph may inspire algorithms that take into account other control objectives. See [12, 20] for examples of application to common mode reduction.

The objective of this section is to show that the proposed modulation strategy keeps the first two advantages and even it outperforms them. The possible direct use of the proposed method for overmodulation is not studied in this paper and it is left as future work, but in any case the modified SVM reference vector can be used as the vector input of the proposed method in order to work in the overmodulation region.

Degree of freedom One of the benefits of SVM with respect to CB-PWM [1] is the explicit identification of the additional degree of freedom related to the redundancy of some space vectors and to component $\gamma$ of the reference voltage. In the previous section, it has been seen that this degree of freedom is more explicit in the proposed method as the $\gamma$ component is the independent variable in Eqs. (6)–(8), and the horizontal axis in Fig. 1.

In the following it is shown by means of examples that the proposed modulation strategy can yield equivalent results to SVM and, thus, it preserves the degree of freedom.

Consider, as an example, that the normalized vector input is given by $u_\alpha = 1, u_\beta = 0.5$. This choice, that corresponds to the case of Fig. 1, has been arbitrarily chosen and does not correspond to any case specially suited for the proposed method. Similar reasonings can be done for other values. This space vector is shown in the Fig. 3 and the tree nearest points correspond to (the usual notation $p, o, n$ is used for levels $-1, 0$ and 1 respectively)

- Point A: $p o o$ or $o o n$.
- Point B: $p o n$
- Point C: $p o o$ or $o o n$.

Some possible combinations of these nearest three points are:

1. $p p o - p o o - p o n$.
2. $p o n - o o n - o o n$.
3. $p o o - p o n - o o n$.
4. $p p o - p o o - p o n - o o n$.

These four combinations, which are not the only ones when using the NTV-SVM, represent different cases. Combinations 1 and 2 only use three vectors (i.e. no redundant states are used) and they have been chosen in order to minimize the number of commutations: in each one, one phase does not commute and the other two phases suffer just one switch (of course, in the sequencing stage, a state can be divided in two intervals giving rise to more commutations, but remember that this paper and this discussion are
Fig. 3: Space vector for $u_\alpha = 1$ and $u_\beta = 0.5$.

devoted to the modulation stage; the sequencing stage will not change the conclusions of this discussion). Combinations 3 and 4 use redundant states, still using the nearest three points. These combinations yield a higher number of commutations, but they can be used for other control purposes. Notice that in combination 4 phase $b$ commutes among the three levels. Once a combination has been chosen, the duty cycles can be computed, but they are not necessary in this discussion.

Let us see that these four combinations are among the infinite number of combinations that can be generated using the proposed modulation technique. Notice that in combination 1, phase $a$ is always at the positive level. The associated value of $x$ corresponds to intersection of the line associated with phase $a$ and $u_a = 1$ (yielding in this case to $x_{\text{max}}$, see Fig. 1). By means of visual inspection in Fig. 1 it can be checked that phase $b$ takes a value between 0 and 1 and therefore, the proposed algorithm for step 2 would result in this phase switching between $o$ and $p$. Phase $c$ takes a value between $-1$ and 0 and the Step-2 algorithm would result in commutations between $n$ and $o$. Using Eqs. (9)–(12) the numerical values for the duty cycles can be directly obtained. It is easy to see that the resultant commutation strategy is equivalent to combination 1.

A similar reasoning can be applied to combination 2. In this case, phase $c$ is the one that does not commute. It stays at level $n$ and corresponds in Fig. 1 to the vertical line where the $u_c$ line takes the value $-1$ (in this case it corresponds to $x = x_{\text{min}}$). For this value of $x$, $u_a$ takes a value between 0 and 1 and $u_b$ between $-1$ and 0. The trivial choice in Step 2 leads to combination 2.

There are infinite possible sets of duty cycles that yield combination 3 since there exists an additional degree of freedom, corresponding to different values of $u_\gamma$. This can be verified in Fig. 1. Denoting $x_{bo}$ as the value of $x$ such that $u_b = 0$ it is direct to see that combination 3 can be obtained by any value of $x$ in the interval $(x_{\text{min}}, x_{bo})$.

Finally, combination 4 presents another additional degree of freedom since phase $b$ commutes among the three levels. It can be obtaining for any values of $x$ in the interval $(x_{\text{min}}, x_{\text{max}})$ but introducing the
new degree of freedom in step 2 for phase $b$: the value of $u_b$ associated with the selected value of $x$ can be implemented using the three states by means of infinite combinations of weighting coefficients. Notice that these two types of degrees of freedom (the one associated with the value of $u_\gamma$, and the one associated with the commutation among three levels) appear separated in the two steps of the proposed method, but they are mixed in SVM.

**False degree of freedom in SVM** Continuing with the same example ($u_\alpha = 1, u_\beta = 0.5$), consider combination 1. As it has been said above, this combination corresponds to $x = x_{\text{max}}$. The associated values for the normalized averaged levels are $u_a = 1, u_b = 0.1289, u_c = -0.5782$. Figure 4 show two sequences that correspond to these duty cycles (this sequences have been arbitrarily chosen, without taken into account any other criteria such as low harmonic distortion). The first sequence corresponds to vectors $ppo - poo - pon$, which corresponds to combination 1, but the second sequence corresponds to $ppn - pon - poo$, which is a different one. Furthermore, the state $ppn$ is not one of the nearest three vectors. The conclusion of this reasoning is that the space vector approach makes differences among combinations that are identical when they are implemented. The vectorial nature of the space vector approach considers some kind of “synchronization” among the phases. The advantages of such synchronization are not clear. In the proposed method, the two combinations of Fig. 4 are identical as they correspond to the same value of $x$, that is, the same value of $u_\gamma$. In fact, the differences between then are related to the sequencing phase and they should not correspond to the modulation or discretization stage.

**Modulation limits and overmodulation** As it was said in the previous section, the proposed modulation method only works when the two vertical lines of Fig. 1 are in the correct order, that is, $x_{\text{min}} \leq x_{\text{max}}$. In the following, it will be shown that this constraint is equivalent to the SVM requirement that the vector $(u_\alpha, u_\beta)$ lies inside the outer SVM hexagon. Indeed, the condition for the existence of implementable cases is $x_{\text{min}} \leq x_{\text{max}}$, that is

$$
\max_{i=a,b,c} \{ x : u_i(x) = l_{\text{min}} \} \leq \min_{i=a,b,c} \{ x : u_i(x) = l_{\text{max}} \},
$$

where $l_{\text{min}}$ and $l_{\text{max}}$ are the indexes associated with the minimum and maximum levels, respectively. Taking into account the fact that the three lines are parallel, the value of $i$ cannot be the same in both sides of this inequality. Therefore, the possible combinations of the min and max operators are six. Each of them yields a linear inequality. It is straightforward to check that these six linear inequalities give rise to the six sides of the SVM hexagon. Therefore, the range of validity of the proposed method is the same as the one of SVM.

Beyond the modulation limits, the overmodulation region exists where SVM provides several useful strategies [21] based on modifying the reference vector. The possible direct use of the proposed method is left as future work, but in any case the modified SVM reference vector can be used as the vector input of the proposed method in order to work in the overmodulation region. In this way, it is possible to combine the advantages of both methods, SVM and the one proposed in this paper.

**Efficient use of the redundancy** Another advantage of the proposed modulation technique is that it can use the SVM redundancy, that is, the degree of freedom associated with $u_\gamma$, without increasing the number of commutations. Notice that in SVM this degree of freedom is reflected in different vector states that correspond to the same space vector (see Fig. 3). In this figure, it can be seen that the three phases suffer commutations in the different states associated with any space vector. Any algorithm that takes advantage of this redundancy may lead to an increment in the number of switches. It could even yield one phase commuting among more than two levels.
Fig. 4: Left and right: Two arbitrary sequences for $u_a = 1, u_b = 0.1289, u_c = -0.5782$. Sampling time is denoted by $T_m$. 
With the proposed method, it is possible to cover all the possibilities associated with the $u_\gamma$ degree of freedom (step 1) at the same time that the number of levels of each phase is at most two (step 2). The cases for which one phase can remain in one level are easily identifiable in step 1.

### 4 Conclusion

In this paper, a new modulation method has been proposed. The method is extremely simple and this is its main advantage with respect to Space Vector Modulation. It has been shown, by means of examples, that not only the proposed method incorporates the extra degree of freedom present in SVM, but this degree of freedom is more explicit in such a way that the different possibilities related to it are associated with the $x$-axis of a graph. Furthermore, it has been shown that SVM may propose as different, vectors that in fact are equivalent, giving rise to a deceptive degree of freedom.

Perhaps the most important advantage of the proposed method is the very low increment of its complexity as the number of levels grows. The examples of this paper correspond to the three-level case but they can be directly extended to cases with higher number of levels.
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