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Abstract

In this work we propose a second order flux limiter finite volume method, named PVM-2U-FL, that only uses information of the two external waves of the hyperbolic system. This method could be seen as a natural extension of the well known WAF method introduced by Prof. Toro in [21]. We prove that independently of the number of unknowns of the 1D system, it recovers the second order accuracy at regular zones, while in presence of discontinuities, the scheme degenerates to PVM-2U method, which can be seen as an improvement of the HLL method (see [4], [8]). Another interesting property of the method is that it does not need any spectral decomposition of the Jacobian or Roe matrix associated to the flux function. Therefore, it can be easily applied to systems with a large number of unknowns or in situations where no analytical expression of the eigenvalues or eigenvectors are known. In this work, we apply the proposed method to Magnetohydrodynamics and to stratified multilayer flows. Comparison with the two-waves WAF and HLL-MUSCL methods are also presented. The numerical results show that PVM-2U-FL is the most efficient and accurate among them.
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1 Introduction

The goal of this article is to design a robust, simple and fast second order flux limiter numerical scheme for solving one dimensional hyperbolic systems. An interesting technique to obtain second order accurate and robust schemes is to use a non-linear combination of first and second order methods in terms of flux limiters functions. An example of this type scheme can be defined
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by a suitable combination of Roe method (which is only first order) near discontinuities, and the Lax-Wendroff method (which is second order in space and time) in regular areas. Note that the previous scheme requires the explicit knowledge of the eigenstructure of the system, which is not straightforward for some hyperbolic systems, making this scheme computationally expensive in those cases.

It is also well known that the use of incomplete Riemann solvers as Rusanov, Lax-Friedrichs, HLL, among others (see [11], [25], [5], [8], [29]) allows one to reduce the computing time required by a Roe solver (see, for instance, [9]). Although Roe scheme gives, in general, a better resolution of the discontinuities than incomplete Riemann solvers, when combined with high order methods may be indistinguishable.

In [4] Castro and Fernández-Nieto introduce a family of incomplete simple Riemann solvers named as PVM (Polynomial Viscosity Matrix), for conservative and nonconservative hyperbolic systems, defined in terms of viscosity matrices computed by a suitable polynomial evaluation of a Roe linearization, that overcome the difficulty of the computation of the spectral decomposition of Roe matrices. PVM schemes can be seen as the natural extension of the one proposed in [8] for balance laws, and, more generally, for nonconservative systems.

An interesting numerical scheme that uses flux limiters functions is the WAF (Weighted Average Flux) method, introduced by Toro in [21]. It is a one-step Godunov-type method to solve hyperbolic conservation laws that achieves second order accuracy by averaging the solution of the Riemann problem with piecewise constant initial data. As it is well known, due to Godunov’s theorem, linear schemes with high order accuracy generate spurious oscillations near discontinuities. To avoid this problem, WAF method uses flux limiter functions. The resulting scheme is a non-linear TVD (Total Variation Diminishing) scheme with second order accuracy. WAF scheme has been extensively used to approximate hyperbolic systems, see for example [22], [23], [10], [24], [28]. It has been also used as the base of higher order numerical solvers (see [27]).

Nevertheless, WAF method needs the explicit knowledge of the structure of the approximated Riemann problem to achieve second order accuracy. For example, if we only consider the information of the two external waves and we use the HLL intermediate flux we obtain a WAF method – that we will name in what follows HLL-WAF method – that has second order accuracy for 1D 2x2 hyperbolic conservative systems.

The main objective of this paper is to obtain a new flux limiter scheme that only uses the information of the two external waves, like the HLL-WAF scheme, and that achieves second order accuracy for 1D $N \times N$ hyperbolic systems with $N \geq 2$. The resulting scheme can be seen as a natural extension of the original HLL-WAF scheme and it is defined in terms of a non-linear combination of a suitable PVM scheme, that is first order, with the second order Lax-Wendroff scheme.

The paper is organized as follows: in Section 2, first we summarize how WAF and, in particular, HLL-WAF methods are derived. Next, HLL-WAF method is rewritten as a non-linear combination of two PVM schemes. In section 3, the new flux limiter scheme is defined and finally, some numerical tests for the 1D ideal magnetohydrodynamics and the multilayer shallow-water systems are presented. Comparison with HLL-WAF and the second order HLL methods with MUSCL (see [12], [13], [32]) state reconstruction are also provided.
2 Preliminaries

In this section we summarize the derivation of WAF method introduced by Prof. E.F. Toro in [21]. Let us consider the conservative hyperbolic system

$$w_t + F(w)_x = 0, \; x \in [0, L], \; t \in [0, T],$$

where $w(x,t)$ takes values on an open convex set $\mathcal{O} \subset \mathbb{R}^N$, $F$ is a regular function from $\mathcal{O}$ to $\mathbb{R}^N$.

Let us consider a partition of the domain $\{x_i\}_i = \{i\Delta x\}_i$ where, by simplicity, $\Delta x$ is supposed to be constant, and we denote $t^n = n\Delta t$ where $\Delta t$ is the time step. A finite volume method in conservative form to approximate (2.1) can be written as

$$w_{i}^{n+1} = w_{i}^{n} - \frac{\Delta t}{\Delta x} (\mathcal{F}_{i+1/2}^{n} - \mathcal{F}_{i-1/2}^{n}),$$

where $w_{i}^{n}$ denotes an approximation of the mean value of the solution on the control volume $(x_{i-1/2}, x_{i+1/2})$ at time $t = t^n$:

$$w_{i}^{n} \approx \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} w(x, t^n) dx,$$

and $\mathcal{F}_{i+1/2}^{n} = \mathcal{F}(w_{i}^{n}, w_{i+1}^{n})$ denotes the numerical flux function that characterizes each method.

Let us consider a Riemann problem associated to (2.1) with initial data $w_{i}^{n}$ and $w_{i+1}^{n}$:

$$\begin{cases} \; w_t + F(w)_x = 0, \\
\; w(x,0) = \begin{cases} w_i & x < 0; \\
\; w_{i+1} & x > 0, \end{cases} \end{cases}$$

where we have removed superindex $n$ for sake of simplicity. In what follows, the dependency of the intercell $i + 1/2$ will be dropped for clarity if there is no ambiguity.

Let us denote $S_l$ for $l = 1, \cdots, N$ the approximation of the characteristic velocities and let us consider the computational cell $V = [-\Delta x/2, \Delta x/2] \times [0, \Delta t]$. Then, the WAF numerical flux is obtained by integrating the physical flux in $V$ using the midpoint rule for the time integral:

$$\mathcal{F}_{i+1/2}^{WAF} = \frac{1}{\Delta x} \int_{-\Delta x/2}^{\Delta x/2} F(\bar{w}(x, \frac{\Delta t}{2})) dx,$$

where $\bar{w}$ is an approximated solution of the Riemann problem (2.3), composed by $N+1$ constant states.

If we define $\omega_k$, $k = 0, \cdots, N + 1$ (see Figure 1 for the case $N = 2$) as

$$\omega_k = \frac{1}{2} (c_k - c_{k-1});$$

with $c_0 = -1$, $c_{N+1} = 1$, and $c_l = \frac{\Delta t}{\Delta x} S_l$, for $1 \leq l \leq N$,
then, $\mathcal{F}_{i+1/2}^{WAF}$ can be rewritten as

$$\mathcal{F}_{i+1/2}^{WAF} = \sum_{k=1}^{N+1} \omega_k F_{i+1/2}^{(k)},$$

(2.6)

where $F_{i+1/2}^{(k)}$ is the value of the flux function in the interval $k$.

Finally, taking into account the definition of $\omega_k$, we have that:

$$\mathcal{F}_{i+1/2}^{WAF} = \frac{1}{2} (F_i + F_{i+1}) - \frac{1}{2} \sum_{k=1}^{N} c_k \Delta F_{i+1/2}^{(k)},$$

(2.7)

where $\Delta F_{i+1/2}^{(k)} = F_{i+1/2}^{(k+1)} - F_{i+1/2}^{(k)}$, and $F_i = F(w_i)$.

The WAF scheme is second order accurate in time and space, therefore according to Godunov’s theorem, it produces spurious oscillations for non-smooth solutions. To overcome this fact, a TVD stabilization must be performed. If we denote by $\chi(v)$ a flux limiter function, then a limiter function can be defined by

$$\Psi(v,c) = 1 - (1 - |c|)\chi(v),$$

and the TVD-WAF flux function becomes as follows:

$$\mathcal{F}_{i+1/2}^{WAF} = \frac{1}{2} (F_i + F_{i+1}) - \frac{1}{2} \sum_{k=1}^{N} \text{sign}(c_k) \Psi_k \Delta F_{i+1/2}^{(k)},$$

(2.8)

where

$$\Psi_k = \Psi(v^{(k)}, c_k) = 1 - (1 - |c_k|)\chi(v^{(k)}).$$

(2.9)

Some suitable choices for $\chi$ can be found in [26]. In this work we consider the Beam-Warming limiter:

$$\chi(v^{(k)}) = \min(\max(0, v^{(k)}), 1).$$
For \( v^{(k)} = v^{(k)}(S_k) \) at the interface \( x_{i+1/2} \) we consider the following definition:

\[
v^{(k)}(S_k) = \begin{cases} 
\frac{\bar{m}(p_{i+1} - p_i - p_{i+1} - p_{i+1} - p_{i+1} - p_{i+1} - p_{i+1})}{p_{i+1} - p_i}, & \text{if } S_k > 0, \\
\frac{\bar{m}((p_{i+2} - p_{i+1} - p_{i+2} - p_{i+1} - p_{i+2} - p_{i+1} - p_{i+2} - p_{i+1})}{p_{i+1} - p_i}, & \text{if } S_k < 0, \\
|p_{i+1} - p_i| \leq \varepsilon, & \text{if } 1 \leq k \leq N. \end{cases}
\] (2.10)

\( \bar{m} \) is the minmod limiter:

\[
\bar{m}(a, b, c) = \frac{\text{sgn}(a) + \text{sgn}(b) + \text{sgn}(c)}{2} \min(|a|, |b|, |c|);
\]

\( \{p_j\}_{j=i-1}^{j=i+2} \) is a set of scalar values that depend on the problem and \( \varepsilon \) is a small parameter (in the numerical tests we will consider \( \varepsilon = \Delta x^3 \)).

Finally, using the former definition of \( \Psi_k \) and \( c_k \), TVD-WAF flux can be written as follows:

\[
\mathcal{F}_{i+1/2}^{(1)} = \frac{1}{2}(F_{i} + F_{i+1}) - \frac{1}{2} \sum_{k=1}^{N} \text{sgn}(S_k)(1 - \chi_k) \Delta F_{i+1/2}^{(k)} - \frac{1}{2} \sum_{k=1}^{N} S_k \chi_k \Delta F_{i+1/2}^{(k)},
\] (2.11)

where \( \chi_k = \chi(v^{(k)}) \).

### 2.1 Two-waves WAF method

In this section we consider the TVD-WAF method resulting when only the fastest \( (S_R) \) and the slowest \( (S_L) \) wave of the Riemann problem are used. Let us denote by \( \chi_L \) and \( \chi_R \) the corresponding flux limiter evaluations. Now, as in the original paper of Prof. Toro (see [21]), using the HLL flux to evaluate the intermediate flux \( F_{i+1/2}^{(2)} \),

\[
F_{i+1/2}^{(2)} = \frac{S_R F_i - S_L F_{i+1} + S_R S_L (w_{i+1} - w_i)}{S_R - S_L}
\]

and taking into account that \( F_{i+1/2}^{(1)} = F_i = F(w_i) \) and \( F_{i+1/2}^{(3)} = F_{i+1} = F(w_{i+1}) \), the two-waves WAF scheme (HLL-WAF in what follows) can be written:

\[
\mathcal{F}_{i+1/2}^{\text{HLL-WAF}} = \frac{1}{2}(F_{i} + F_{i+1}) - \frac{1}{2} (\nu_1(\chi_L, \chi_R)(w_{i+1} - w_i) + \nu_2(\chi_L, \chi_R)(F_{i+1} - F_i)) - \frac{1}{2 \Delta x} (\mu_1(\chi_L, \chi_R)(w_{i+1} - w_i) + \mu_2(\chi_L, \chi_R)(F_{i+1} - F_i)),
\] (2.12)

where
by simply defining
\[ \nu_1(\chi_L, \chi_R) = \frac{S_LS_R((1 - \chi_L)\text{sgn}(S_L) - (1 - \chi_R)\text{sgn}(S_R))}{S_R - S_L}, \]
\[ \nu_2(\chi_L, \chi_R) = \frac{(1 - \chi_R)|S_R| - (1 - \chi_L)|S_L|}{S_R - S_L}, \]
\[ \mu_1(\chi_L, \chi_R) = \frac{S_LS_R(S_L\chi_L - S_R\chi_R)}{S_R - S_L}, \]
\[ \mu_2(\chi_L, \chi_R) = \frac{S_R^2\chi_R - S_L^2\chi_L}{S_R - S_L}. \]  \hspace{1cm} (2.13)

In [4] a family of first order finite volume methods named PVM-l method is proposed. For the case of conservative systems in the form of (2.3), they can be defined in terms of a numerical flux function written as follows
\[ \mathcal{F}_{i+1/2} = \frac{1}{2}(F_{i+1} + F_i) - \frac{1}{2}Q_{i+1/2}(w_{i+1} - w_i). \]  \hspace{1cm} (2.14)

The numerical viscosity matrix \( Q_{i+1/2} \), is defined in terms of a Roe Matrix \( A_{i+1/2} \) associated to \( F(w) \), that is, \( A_{i+1/2} \) verifies
\[ F_{i+1} - F_i = A_{i+1/2}(w_{i+1} - w_i). \]  \hspace{1cm} (2.15)

In particular \( Q_{i+1/2} \) is given by a polynomial evaluation of this Roe Matrix as
\[ Q_{i+1/2} = P^{i+1/2}(A_{i+1/2}), \]  \hspace{1cm} (2.16)

where \( P^{i+1/2}(x) \) is a polynomial of degree \( l \) verifying
\[ P^{i+1/2}(x) = \sum_{j=0}^{l} \alpha_j^{i+1/2}x^j, \text{ such that } P^{i+1/2}(x) \geq |x| \forall x \in [S_L, S_R]. \]  \hspace{1cm} (2.17)

Taking into account the Roe property (2.15), we can write (2.12) under the structure of (2.14) by simply defining
\[ Q^{HLL-WAF}_{i+1/2}(\chi_L, \chi_R) = Q^{HLL-WAF}_{\alpha_{i+1/2}}(\chi_L, \chi_R) + \frac{\Delta t}{\Delta x} Q^{HLL-WAF}_{\alpha_{i+1/2}}(\chi_L, \chi_R), \]  \hspace{1cm} (2.18)

with
\[ Q^{HLL-WAF}_{\alpha_{i+1/2}}(\chi_L, \chi_R) = \nu_1(\chi_L, \chi_R)I + \nu_2(\chi_L, \chi_R)A_{i+1/2} \]
\[ Q^{HLL-WAF}_{\alpha_{i+1/2}}(\chi_L, \chi_R) = \mu_1(\chi_L, \chi_R)I + \mu_2(\chi_L, \chi_R)A_{i+1/2}. \]  \hspace{1cm} (2.19)

That is, the usual two-waves HLL-WAF method (2.12) can be seen as a combination of two PVM schemes whose viscosity matrices are \( Q_{\alpha_{i+1/2}} \) and \( Q_{\alpha_{i+1/2}} \), respectively, associated to the first degree polynomials:
\[ P^{1}_{i}(x) = \nu_1(\chi_L, \chi_R) + \nu_2(\chi_L, \chi_R)x \quad \text{and} \quad P^{2}_{i}(x) = \mu_1(\chi_L, \chi_R) + \mu_2(\chi_L, \chi_R)x. \]
The HLL scheme can also be interpreted as a PVM method (see [4] for details) for a viscosity matrix
\[ Q_{i+1/2} = P_{1U}(A_{i+1/2}) \]
and the polynomial
\[ P_{1U}(x) = \frac{S_R|S_L| - S_L|S_R|}{S_R - S_L} + \frac{|S_R| - |S_L|}{S_R - S_L} x. \] (2.20)
Indeed, since HLL-WAF method is based on the HLL method, we can find a relation between their definitions as PVM schemes through the polynomials that define respectively their viscosity matrices. Thus, we can check that
\[
Q_{o1,i+1/2}^{HLL-WAF}(\chi_L, \chi_R) = sgn(S_L)(1 - \chi_L) + sgn(S_R)(1 - \chi_R) A_{i+1/2} \\
+ \frac{sgn(S_R)(1 - \chi_R) P_{1M}(A_{i+1/2})}{2} - \frac{sgn(S_L)(1 - \chi_L) P_{1M}(A_{i+1/2})}{2} \\
Q_{o2,i+1/2}^{HLL-WAF}(\chi_L, \chi_R) = \frac{S_L\chi_L + S_R\chi_R}{2} A_{i+1/2} + \frac{S_R\chi_R}{2} P_{1M}(A_{i+1/2}) - \frac{S_L\chi_L}{2} P_{1M}(A_{i+1/2}).
\]
where
\[ P_{1M}(x) = \frac{-2S_RS_L}{S_R - S_L} + \frac{S_R + S_L}{S_R - S_L} x. \] (2.22)
Note that for the case \( S_L < 0 < S_R \), we have that \( P_{1M}(x) = P_{1U}(x) \), the polynomial associate to the HLL method. Moreover, it can be seen that
\[ P_{1U}(x) = \frac{sgn(S_L) + sgn(S_R)}{2} x + \frac{sgn(S_R) - sgn(S_L)}{2} P_{1M}(x). \] (2.23)

Remark 2.1. Notice that:

• If \( \chi_L = \chi_R = 0 \), then \( Q_{i+1/2}^{HLL-WAF}(\chi_L, \chi_R) = Q_{o1,i+1/2}^{HLL-WAF}(\chi_L = 0, \chi_R = 0) \). Then, \( F_{i+1/2}^{HLL-WAF} \) reduces to the usual HLL flux.

• If \( \chi_L = \chi_R = 1 \), then \( Q_{i+1/2}^{HLL-WAF}(\chi_L, \chi_R) = \frac{\Delta t}{\Delta x} Q_{o2,i+1/2}^{HLL-WAF}(\chi_L = 1, \chi_R = 1) \). Then, for the case \( N = 2 \), \( F_{i+1/2}^{HLL-WAF} \) reduces to the usual Lax-Wendroff method. Therefore, HLL-WAF method achieves second order accuracy in space and time for 1D, \( 2 \times 2 \) systems, but it is not true for \( N > 2 \).

3 A two-waves PVM flux limiter method (PVM-2U-FL)
As we have seen in previous section HLL-WAF method can be interpreted as an improvement of the HLL method to achieve a second order accuracy scheme satisfying a TVD property through a flux limiter function for \( 2 \times 2 \) 1D systems. In this section we propose a new method based on the same idea, where the first order method is now replace by a suitable PVM scheme such
as the resulting method achieves second order accuracy at regular areas independently of the dimension of the system. In particular we present a new two-waves PVM flux limiter scheme with the following properties:

- if $\chi_L = \chi_R = 0$ the method reduces to the first order PVM-2U method introduced in [8] and extended in [4].
- if $\chi_L = \chi_R = 1$ the method reduces to the usual Lax-Wendroff method for $N \geq 2$.

Let us recall that the PVM-2U method is defined by the second degree polynomial, $P_{2U}(x)$ verifying that:

$$P_{2U}(S_L) = |S_L|, \; P_{2U}(S_R) = |S_R| \text{ and } P'_{2U}(S_M) = \text{sgn}(S_M),$$

where

$$S_M = \begin{cases} \frac{S_L}{|S_L|} & \text{if } |S_L| \geq |S_R|, \\ \frac{S_R}{|S_R|} & \text{if } |S_L| < |S_R|. \end{cases}$$

Moreover, the following relation can be derived:

$$P_{2U}(x) = \frac{\text{sgn}(S_L) + \text{sgn}(S_R)}{2} x + \frac{\text{sgn}(S_R) - \text{sgn}(S_L)}{2} P_{2,\bar{\alpha}}(x).$$

where

$$P_{2,\bar{\alpha}}(x) = \bar{\alpha} P_{2M}(x) + (1 - \bar{\alpha}) P_{1M}(x),$$

with

$$\bar{\alpha} = \frac{(S_R - S_L)\text{sgn}(S_M) - (S_R + S_L)}{4S_M - 2(S_L + S_R)},$$

the polynomial $P_{1M}(x)$ is defined by (2.22) and

$$P_{2M}(x) = -\frac{S_R + S_L}{S_R - S_L} x + \frac{2}{S_R - S_L} x^2.$$

**Remark 3.1.** The PVM-2U method can be seen as a generalization of HLL method, in the sense that the PVM-2U method can be obtained from the HLL method by replacing the polynomial $P_{1M}$ by the polynomial $P_{2,\bar{\alpha}}$ (see equations (2.23) and (3.2)). Moreover, if $\bar{\alpha} = 0$ then $P_{2,\bar{\alpha}} = P_{1M}$.

Remember that HLL-WAF method has been defined by (2.21) in terms of the polynomial $P_{1M}(x)$. We propose to define a new flux-limiter type scheme in terms of the polynomial $P_{2,\bar{\alpha}}(x)$ as follows:

$$F_{i+1/2}^{2U-FL} = \frac{F_i + F_{i+1}}{2} - \frac{1}{2} Q_{i+1/2}^{2U-FL}(\chi_L, \chi_R)(w_{i+1} - w_i),$$

where $Q_{i+1/2}^{2U-FL}(\chi_L, \chi_R)$ is defined by:

$$Q_{i+1/2}^{2U-FL}(\chi_L, \chi_R) = \frac{1}{\Delta_x} Q_{o2,i+1/2}^{2U-FL}(\chi_L, \chi_R),$$
with

\[ Q_{o1,i+1/2}^{2U-FL}(\chi_L,\chi_R) = \frac{\text{sgn}(S_L)(1-\chi_L) + \text{sgn}(S_R)(1-\chi_R)}{2} A_{i+1/2} \]

and

\[ Q_{o2,i+1/2}^{2U-FL}(\chi_L,\chi_R) = \frac{S_L\chi_L + S_R\chi_R}{2} A_{i+1/2} + \frac{S_R\chi_R}{2} P_{2,\alpha_R}(A_{i+1/2}) - \frac{S_L\chi_L}{2} P_{2,\alpha_L}(A_{i+1/2}), \]

(3.7)

where

\[ \alpha_K = 1 - (1 - \chi_K)(1 - \bar{\alpha}), \quad K = L, R, \]

with \( \bar{\alpha} \) defined by (3.4). Note that \( Q_{o1,i+1/2}^{2U-FL}(\chi_L,\chi_R) \) (respectively \( Q_{o2,i+1/2}^{2U-FL}(\chi_L,\chi_R) \)) can be obtained from \( Q_{o1,i+1/2}^{HLL-WAF}(\chi_L,\chi_R) \) (respectively \( Q_{o2,i+1/2}^{HLL-WAF}(\chi_L,\chi_R) \)), by replacing the polynomial \( P_{1M} \) by the polynomials \( P_{2,\alpha_R} \) or \( P_{2,\alpha_L} \) if the right or left limiters are involved, respectively.

**Proposition 3.1.** We have the following results:

a) If \( \chi_L = \chi_R = 0 \) then, \( Q_{i+1/2}^{2U-FL}(\chi_L = 0,\chi_R = 0) = Q_{o1,i+1/2}^{2U-FL}(\chi_L = 0,\chi_R = 0) = P_{2U}(A_{i+1/2}). \) Therefore, the two-waves PVM Flux limiter method reduces to the first order PVM-2U method.

b) If \( \chi_L = \chi_R = 1 \) then, \( Q_{i+1/2}^{2U-FL}(\chi_L = 1,\chi_R = 1) = \frac{\Delta t}{\Delta x} Q_{o2,i+1/2}^{2U-FL}(\chi_L = 1,\chi_R = 1) = \frac{\Delta t}{\Delta x} A_{i+1/2}^2. \) That is, the two-waves PVM Flux limiter method reduces to the Lax-Wendroff method.

**PROOF:**

Let us suppose that \( \chi_R = \chi_L = 0 \), then \( \alpha_L = \alpha_R = \bar{\alpha}. \) Therefore, using equations (3.3) and (3.4) we have that \( P_{2,\alpha_L}(x) = P_{2,\alpha_R}(x) = \bar{\alpha} P_{2M}(x) + (1 - \bar{\alpha}) P_{1M}(x) = P_{2,\bar{\alpha}}(x). \) Then, by (3.2) we obtain that

\[ Q_{o1,i+1/2}^{2U-FL}(\chi_L = 0,\chi_R = 0) = P_{2U}(A_{i+1/2}). \]

If \( \chi_R = \chi_L = 1 \), then \( \alpha_R = \alpha_L = 1 \), therefore \( P_{2,\alpha_L} = P_{2,\alpha_R} = P_{2M}(x). \) And \( P_{2M}(x) \) is the polynomial such that \( Q_{o2,i+1/2}^{2U-FL}(\chi_L = 1,\chi_R = 1) = A_{i+1/2}^2. \)

Finally, \( Q_{i+1/2}^{2U-FL} \) can be written in a more compact form as follows:

\[ Q_{i+1/2}^{2U-FL}(\chi_L,\chi_R) = \gamma_{0,i+1/2}Id + \gamma_{1,i+1/2}A_{i+1/2} + \gamma_{2,i+1/2}A_{i+1/2}^2, \]

(3.9)

where \( \gamma_{j,i+1/2} = \gamma_j(\chi_L,\chi_R) \in \mathbb{R}, j = 1, 2, 3, \) are given by:
\[
\gamma_0(\chi_L, \chi_R) = \frac{-2S_RS_L}{S_R-S_L} \left( \beta_R(1-\alpha_R) - \beta_L(1-\alpha_L) \right), \quad (3.10)
\]
\[
\gamma_1(\chi_L, \chi_R) = \beta_R + \beta_L + \frac{S_R+S_L}{S_R-S_L} \left( \beta_R(1-\alpha_R) - \beta_L(1-2\alpha_L) \right), \quad (3.11)
\]
\[
\gamma_0(\chi_L, \chi_R) = \frac{2}{S_R-S_L} \left( \beta_R\alpha_R - \beta_L\alpha_L \right), \quad (3.12)
\]

with
\[
\beta_K = \text{sgn}(S_K)(1-\chi_K) \cdot \frac{\Delta t}{\Delta x} S_K \chi_K, \quad K = L, R.
\]

**Remark 3.2.** Note that if we set \(\alpha_L = \alpha_R = 0\), then \(P_{2,\alpha_L}(x) = P_{2,\alpha_R}(x) = P_{1M}(x)\). Then, we recover the classical HLL-WAF method (see equations (3.3) and (2.21)).

### 3.1 Extension to nonconservative systems

Let us now consider the extension of the new two-waves PVM flux limiter scheme previously defined to nonconservative systems of the form:

\[
w_t + F(w)_x + B(w) \cdot w_x = G(w)H_x, \quad (3.13)
\]

where \(w(x,t)\) takes values on an open convex set \(\mathcal{O} \subset \mathbb{R}^N\), \(F\) is a regular function from \(\mathcal{O}\) to \(\mathbb{R}^N\), \(B\) is a regular matrix function from \(\mathcal{O}\) to \(\mathbb{M}_{N \times N}(\mathbb{R})\), \(G\) is a function from \(\mathcal{O}\) to \(\mathbb{R}^N\), and \(H\) is a function from \(\mathbb{R}\) to \(\mathbb{R}\).

By adding to (3.13) the equation \(H_t = 0\), the system (3.13) can be rewritten under the form

\[
W_t + \mathcal{A}(W) \cdot W_x = 0, \quad (3.14)
\]

where \(W\) is the augmented vector

\[
W = \begin{bmatrix} w \\ H \end{bmatrix} \in \Omega = \mathcal{O} \times \mathbb{R} \subset \mathbb{R}^{N+1}
\]

and \(\mathcal{A}(W)\) is the matrix whose block structure is given by:

\[
\mathcal{A}(W) = \begin{bmatrix} A(w) & -G(w) \\ 0 & 0 \end{bmatrix},
\]

where

\[
A(w) = J(w) + B(w), \quad \text{being } J(w) = \frac{\partial F}{\partial w}(w).
\]

Solutions of (3.14) may develop discontinuities and, due to the non-divergence form of the equations, the notion of weak solution in the sense of distributions cannot be used. The theory introduced by Dal Maso, LeFloch, and Murat [7] is followed here to define weak solutions of
This theory allows one to define the nonconservative product $A(W) \cdot W_x$ as a bounded measure provided a family of Lipschitz continuous paths $\Phi : [0, 1] \times \Omega \times \Omega \to \Omega$ is prescribed, which must satisfy certain natural regularity conditions, in particular

$$\Phi(0; W_L, W_R) = W_L, \quad \Phi(1; W_L, W_R) = W_R,$$

(3.15)

and

$$\Phi(s; W, W) = W.$$  

(3.16)

For example, a family of straight segments can be considered:

$$\Phi(s; W_L, W_R) = W_L + s(W_R - W_L).$$

(3.17)

We consider here path-conservative numerical schemes in the sense defined in [15], that is, numerical schemes of the general form:

$$W^{n+1}_i = W^n_i - \Delta t \Delta x \left( D^+_{i-1/2} + D^-_{i+1/2} \right),$$

(3.18)

where $\Delta x$ is, for simplicity, assumed to be constant; $W^n_i$ is the approximation provided by the numerical scheme of the cell average of the exact solution at the $i$-th cell, $I_i = [x_{i-1/2}, x_{i+1/2}]$ at the $n$-th time level $t^n = n \Delta t$, and

$$D^\pm_{i+1/2} = D^\pm(W^n_i, W^n_{i+1}),$$

where $D^-$ and $D^+$ are two Lipschitz continuous functions from $\Omega \times \Omega$ to $\Omega$ satisfying:

$$D^\pm(W, W) = 0, \quad \forall W \in \Omega,$$

(3.19)

and for every $W_L, W_R \in \Omega$,

$$D^-(W_L, W_R) + D^+(W_L, W_R) = \int_0^1 A(\Phi(s; W_L, W_R)) \frac{\partial \Phi}{\partial s}(s; W_L, W_R) \, ds.$$  

(3.20)

These conditions provide a generalization of the concept of conservative scheme introduced by Lax for systems of conservation laws. In particular, if the system (3.14) admits a conservative subsystem, a path-conservative numerical scheme is conservative in the sense of Lax for that subsystem. The influence of the family of paths in the numerical approximation of shocks and the difficulties related to the convergence to the weak solutions of the system have been discussed in [3] and [16].

Let us introduce the following notation:

$$A_\Phi(W_L, W_R) = J(w_L, w_R) + B_\Phi(W_L, W_R).$$

(3.21)

Here, $J(w_L, w_R)$ is a Roe linearization of the Jacobian of the flux $F$ in the usual sense:

$$J(w_L, w_R) \cdot (w_R - w_L) = F(w_R) - F(w_L);$$

(3.22)
and $B_\Phi(W_L, W_R)$ is a matrix satisfying:

$$B_\Phi(W_L, W_R) \cdot (w_R - w_L) = \int_0^1 B(\Phi(s; W_L, W_R)) \frac{\partial \Phi}{\partial s}(s; W_L, W_R) \, ds.$$  \hspace{0.25cm} (3.21)

$G_\Phi(W_L, W_R)$ is a vector satisfying:

$$G_\Phi(W_L, W_R)(H_R - H_L) = \int_0^1 G(\Phi(s; W_L, W_R)) \frac{\partial \Phi_H}{\partial s}(s; W_L, W_R) \, ds.$$  \hspace{0.25cm} (3.22)

Following [4] and [5], a natural extension of the two-waves PVM flux limiter method for nonconservative systems is the following:

$$w_{i+1}^{n+1} = w_i^n - \frac{\Delta t}{\Delta x} ((D_{i+1/2}^{2U-FL})^+ + (D_{i+1/2}^{2U-FL})^-),$$  \hspace{0.25cm} (3.23)

where $(D_{i+1/2}^{2U-FL})^\pm = (D(w_i, w_{i+1}, H_i, H_{i+1})2U-FL)^\pm$

$$(D_{i+1/2}^{2U-FL})^\pm = \frac{1}{2} \left( F(w_{i+1}) - F(w_i) + B_{i+1/2}(w_{i+1} - w_i) - G_{i+1/2}(H_{i+1} - H_i) \right)$$

$$+ Q_{i+1/2}^{2U-FL}(\chi_L, \chi_R)(w_{i+1} - w_i - (A_{i+1/2}^*)^-1G_{i+1/2}(H_{i+1} - H_i)),$$

with $B_{i+1/2} = B_\Phi(W_i, W_{i+1}), G_{i+1/2} = G_\Phi(W_i, W_{i+1})$ and $Q_{i+1/2}^{2U-FL}(\chi_L, \chi_R)$ defined by (3.9) with $A_{i+1/2} = A_\Phi(W_i, W_{i+1})$ and $A_{i+1/2}^*$ is some suitable evaluation of the Roe matrix $A_{i+1/2}$ on a stationary solution and it is related to the well-balancing properties of the scheme (see [5] and [4] for more details).

Nevertheless, as pointed in [5] the second order accuracy of the method is not reached when $Q_{i+1/2}^{2U-FL} = \frac{\Delta t}{\Delta x} A_i^{2UFL}$, as in the conservative case. According to [5] we consider the following modification of the numerical scheme:

$$w_{i+1}^{n+1} = w_i^n - \frac{\Delta t}{\Delta x} ((D_{i+1/2}^{2U-FL})^+ + (D_{i+1/2}^{2U-FL})^-) + \frac{\Delta t^2}{4\Delta x^2} \left( R(\chi_L, \chi_R)_{i-1/2} + R(\chi_L, \chi_R)_{i+1/2} \right)$$  \hspace{0.25cm} (3.25)

with

$$R(\chi_L, \chi_R)_{i+1/2}^n = \frac{1}{2} \left( \chi_L DA(W_i)[A_{i+1/2}(w_{i+1} - w_i) - G_{i+1/2}(H_{i+1} - H_i), w_{i+1} - w_i] \right.$$

$$+ \chi_R DA(W_{i+1})[A_{i+1/2}(w_{i+1} - w_i) - G_{i+1/2}(H_{i+1} - H_i), w_{i+1} - w_i]$$

$$- \chi_L DA(W_i)[w_{i+1} - w_i, A_{i+1/2}(w_{i+1} - w_i) - G_{i+1/2}(H_{i+1} - H_i)]$$

$$- \chi_R DA(W_{i+1})[w_{i+1} - w_i, A_{i+1/2}(w_{i+1} - w_i) - G_{i+1/2}(H_{i+1} - H_i)]$$

$$- \chi_L G_w(w_i)(A_{i+1/2}(w_{i+1} - w_i) - G_{i+1/2}(H_{i+1} - H_i)(H_{i+1} - H_i))$$

$$- \chi_R G_w(w_{i+1})(A_{i+1/2}(w_{i+1} - w_i) - G_{i+1/2}(H_{i+1} - H_i)(H_{i+1} - H_i))$$

with $DA(W)[U, V] = \left( \sum_{i=1}^N u_i \partial w_i A(W) \right) V$ and $\partial w_i A(W)$ is the $N \times N$ matrix whose $(i, j)$ element is $\partial w_i a_{ij}(W)$ (see [5]). $G_w(w)$ denotes the Jacobian matrix of $G(w)$. 
Note that if $\chi_L = \chi_R = 1$ then $\mathcal{R}(\chi_L = 1, \chi_R = 1); i+1/2/D x^2$ is a second order approximation of the term

$$
\mathcal{R}(W) = DA(W)[A(W)w_x - G(w)H_x, w_x] - DA(W)[w_x, A(W)w_x - G(w)H_x]
- G_w(w)(A(W)w_x - G(w)H_x)H_x
$$

(3.27)

**Proposition 3.2.** We have the following results:

a) If $\chi_L = \chi_R = 1$ the method defined by (3.24), (3.25), (3.26) coincides with a Lax-Wendroff method for nonconservative problems introduced in [5], and it is second order accurate.

b) If $\chi_L = \chi_R = 0$ this method coincides with the first order PVM-2U method introduced in [4] for nonconservative problems.

The proof is analogous to Proposition 3.1 taking into account that

$$
\omega(t+\Delta t) = \omega(t) + \Delta t(A(w)w_x - G(w)H_x) + \frac{\Delta t^2}{2} \partial_x(A(w)(A(w)w_x - G(w)H_x)) + \frac{\Delta t^2}{2} \mathcal{R}(W) + O(\Delta t^3),
$$

where $\mathcal{R}(W)$ is defined by (3.27).

4 Application to Magnetohydrodynamics

Let us consider the one-dimensional ideal magnetohydrodynamics (MHD) equations:

$$
\begin{cases}
\partial_t \rho + \partial_x(\rho v_x) = 0, \\
\partial_t (\rho v_x) + \partial_x(\rho v_x^2 + P^* - B_x^2) = 0, \\
\partial_t (\rho v_y) + \partial_x(\rho v_x v_y - B_x B_y) = 0, \\
\partial_t (\rho v_z) + \partial_x(\rho v_x v_z - B_x B_z) = 0, \\
\partial_t B_x = 0, \\
\partial_t B_y + \partial_x(v_x B_y - v_y B_x) = 0, \\
\partial_t B_z + \partial_x(v_x B_z - v_z B_x) = 0, \\
\partial_t E + \partial_x(v_x(E + P^*) - B_x(v_x B_x + v_y B_y + v_z B_z)) = 0,
\end{cases}
$$

(4.1)

where $\rho$ represents the mass density, $(v_x, v_y, v_z)$ and $(B_x, B_y, B_z)$ are the velocity and magnetic fields, and $E$ is the total energy. If $q$ and $B$ denote the magnitudes of the velocity and magnetic fields, the total energy can be expressed as

$$
E = \frac{1}{2} \rho q^2 + \frac{1}{2} B^2 + \rho \varepsilon,
$$

where the specific internal energy $\varepsilon$ is related to the hydrostatic pressure $P$ through the equation of state $P = (\gamma - 1)\rho \varepsilon$, $\gamma$ being the adiabatic constant. The total pressure $P^*$ is then defined
as \( P + P_M \), where \( P_M = \frac{1}{2} B^2 \) is the magnetic pressure. Notice that system (4.1) can be written in the form of conservative hyperbolic system (2.1) with

\[
w = \begin{pmatrix} \rho \\ \rho v_x \\ \rho v_y \\ \rho v_z \\ B_x \\ B_y \\ B_z \\ E \end{pmatrix}, \quad F(w) = \begin{pmatrix} \rho v_x \\ \rho v_x^2 + P^* - B_x^2 \\ \rho v_x v_y - B_x B_y \\ \rho v_x v_z - B_x B_z \\ 0 \\ v_x B_y - v_y B_x \\ v_x B_z - v_z B_x \\ v_x(E + P^*) - B_x(v_x B_x + v_y B_y + v_z B_z) \end{pmatrix}.
\]

Let us define \((b_x, b_y, b_z) = (B_x, B_y, B_z)/\sqrt{\rho}, b^2 = b_x^2 + b_y^2 + b_z^2\), and the acoustic sound speed \(a = \sqrt{\gamma P/\rho}\). The Alfvén speed is given by \(c_a = |b_x|\) and the fast and slow waves, \(c_f\) and \(c_s\), are defined as

\[c_{f,s}^2 = \frac{1}{2}(a^2 + b^2 \pm \sqrt{(a^2 + b^2)^2 - 4a^2b_x^2}).\]

The eight characteristic velocities of system (4.1) are then

\[
\lambda_1 = u - c_f, \quad \lambda_2 = u - c_a, \quad \lambda_3 = u - c_s, \quad \lambda_4 = \lambda_5 = u, \quad \lambda_6 = u + c_a, \quad \lambda_7 = u + c_s, \quad \lambda_8 = u + c_f,
\]

where the characteristic fields associated to \(\lambda_{1,8}, \lambda_{3,6}, \lambda_{2,7}\) and \(\lambda_{4,5}\) are called, respectively, the fast, slow, Alfvén and entropy waves. The spectral structure of system (4.1) is further analyzed in [1, 19]; in particular, the system admits a complete set of eigenvectors.

A Roe matrix for system (4.1) was originally presented in [1] for the case \(\gamma = 2\). Instead, the extension introduced in [2] is considered here, as it is valid for arbitrary values of \(\gamma\). This Roe matrix will be used in order to construct PVM-2U-FL method. Comparisons with the original HLL-WAF and the second order HLL method with MUSCL state reconstruction (HLL-MUSCL) are also presented.

For this problem, we consider the following definition for the two external waves (see Davis [6]):

\[
S_L = \min(\lambda_{i,i+1/2}, \lambda_{i,i}), \quad S_R = \max(\lambda_{8,i+1/2}, \lambda_{8,i+1}),
\]

where \(\lambda_{i,i}\) and \(\lambda_{8,i}\) are the minimum and the maximum eigenvalues of the Jacobian matrix of the flux evaluated at \(W_i\), respectively. And \(\lambda_{1,i+1/2}, \lambda_{8,i+1/2}\) are the ones corresponding to Roe matrix.

For the definition of the flux limiter function at each interface \(x_{i+1/2}\) (see Section 2) we define a set of scalar values \(\{p_j\}_{j=i-1}^{i+1/2}\). Here, we consider

\[p_j = E^n_j, \quad j = i - 1, \ldots, i + 2, \quad (4.2)\]

with \(E^n_j\) being the approximation of the averaged value of the total energy \(E\) at the control volume \((x_{j-1/2}, x_{j+1/2})\) at the corresponding time \(t = t^n\),

\[E^n_j \approx \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} E(x, t^n)dx.\]
4.1 Brio-Wu shock tube problem

The test developed in this section was proposed in [1] to show the formation of a compound wave consisting of an intermediate shock followed by a slow rarefaction wave. For each variable, the solution consists of five constant states separated by a left-moving fast rarefaction wave, a slow compound wave, a contact discontinuity, a right-moving slow shock and a right-moving fast rarefaction wave.

To solve this problem we consider the Riemann problem for the MHD system (4.1) with initial data

\[
(\rho, v_x, v_y, v_z, B_x, B_y, B_z, P) = \begin{cases} 
(1, 0, 0, 0, 0.75, 1, 0, 1) & \text{for } x \leq 0, \\
(0.125, 0, 0, 0, 0.75, -1, 0, 0.1) & \text{for } x > 0,
\end{cases}
\]

and \( \gamma = 2 \).

![Graphs showing mass density \( \rho \) for Brio-Wu shock tube problem 4.1: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right). General view (top) and a zoom (down).](image)

The problem has been solved for a final time \( t = 0.2 \) in the interval \([-1, 1]\) with 800 grid points and CFL number 0.8. It is found that PVM-2U-FL provide the best results. The results are shown in Figures 2-5, together with a reference solution that has been computed using HLL method with 25600 points. Finally, we represent in Figure 6 an efficiency curve is shown, in particular CPU time vs error is shown in log scale for different mesh sizes from 100 up to 1600 grid points. Note that, PVM-2U-FL is the most efficient among them and HLL-WAF and
HLL-MUSCL provide similar results. Observe that for a fixed mesh, PVM-2U-FL is also the most accurate, being HLL-MUSCL more accurate than HLL-WAF in this case.

\[
\begin{align*}
\text{Ref. sol} & \quad \text{HLL-MUSCL} & \quad \text{PVM-2U-FL} \\
\text{Ref. sol} & \quad \text{HLL-WAF} & \quad \text{PVM-2U-FL}
\end{align*}
\]

Figure 3: Velocity \(v_x\) for the Brio-Wu shock tube problem 4.1: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right). General view (top) and a zoom (down).

\[v_x\]

4.2 High Mach shock tube problem

This problem was presented also in [1] with the aim of testing the robustness of the numerical schemes for high Mach number flows. The initial conditions are

\[ (\rho, v_x, v_y, v_z, B_x, B_y, B_z, P) = \begin{cases} 
(1, 0, 0, 0, 1, 0, 1000) & \text{for } x \leq 0, \\
(0.125, 0, 0, 0, -1, 0, 0.1) & \text{for } x > 0,
\end{cases} \]

and we take \(\gamma = 2\). The Mach number of the right-moving shock is 15.5. The problem has been solved in \([-1, 1]\) using 200 grid points, CFL coefficient 0.8 and final time \(t = 0.012\). For this test we also found that PVM-2U-FL provide the best results. They are plotted in Figures 7-10. A reference solution computed using HLL method with 25600 points has been also considered.
Figure 4: Magnetic field $B_y$ for the Brio-Wu shock tube problem 4.1: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right). General view (top) and a zoom (down).

4.3 Non-planar Riemann problem

A non-planar Riemann problem with solution containing two strong rotational waves was proposed in [30]. The initial conditions are given by

$$ (\rho, v_x, v_y, v_z, B_x, B_y, B_z, P) = \begin{cases} (1.7, 0, 0, 0, 1.1, 1, 0, 1.7) & \text{for } x \leq 0, \\ (0.2, 0, 0, 1.4968909, 1.1, \cos \beta, \sin \beta, 0.2) & \text{for } x > 0, \end{cases} $$

where $\beta = 2.3$. Notice that although the problem has an unique solution, the initial conditions are close to initial conditions for which the problem admits non-unique solutions (see [30]). Figures 11-15 show the solution computed in the interval $[-1, 1.5]$ with 800 grid points, CFL number 0.8, $\gamma = 5/3$ and final time $t = 0.4$. Finally, an efficiency curve is shown in Figure 16, where CPU time vs error is shown in log scale for different mesh sizes from 100 up to 1600 grid points. Similar results to those in Test 1 are obtained: PVM-2U-FL is the most efficient among them and HLL-WAF and HLL-MUSCL provide similar results. Observe that PVM-2U-FL is also the most accurate among them for a fixed mesh, being HLL-MUSCL more accurate than HLL-WAF for a given mesh.
Figure 5: Hydrostatic pressure $P$ for the Brio-Wu shock tube problem 4.1: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right). General view (top) and a zoom (down).

Figure 6: Brio-Wu shock tube problem 4.1: efficiency curve for HLL-MUSCL, HLL-WAF and PVM-2U-FL schemes.
Figure 7: Mass density $\rho$ for the high Mach shock tube problem 4.2: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right). General view (top) and a zoom (down).

Figure 8: Velocity $v_x$ for the high Mach shock tube problem 4.2: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right).
Figure 9: Magnetic field $B_y$ for the high Mach shock tube problem 4.2: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right). General view (top) and a zoom (down).

Figure 10: Hydrostatic pressure $P$ for the high Mach shock tube problem 4.2: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right).
Figure 11: Mass density $\rho$ for the non-planar Riemann problem 4.3: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right). General view (top) and a zoom (down).
Figure 12: Velocity $v_x$ for the non-planar Riemann problem 4.3: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right). General view (top) and a zoom (down).
Figure 13: Velocity $v_y$ for the non-planar Riemann problem 4.3: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right). General view (top) and a zoom (down).
Figure 14: Velocity \( v_z \) for the non-planar Riemann problem 4.3: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right). General view (top) and a zoom (down).
Figure 15: Magnetic field $B_z$ for the non-planar Riemann problem 4.3: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right). General view (top) and a zoom (down).

Figure 16: Non-planar Riemann problem 4.3: efficiency curve for HLL-MUSCL, HLL-WAF and PVM-2U-FL schemes.
5 Application to multilayer stratified shallow flows

Let us consider the multilayer shallow water system where layers are supposed to be immiscible given by:

\[
\begin{align*}
\partial_t h_j + \partial_x q_j &= 0, \\
\partial_t q_j + \partial_x (q_j^2 h_j + \frac{1}{2} g h_j^2) + g h_j \partial_x (z_b + \sum_{k>j} h_k + \sum_{k<j} \frac{\rho_k}{\rho_j} h_k) &= 0.
\end{align*}
\]

where \( m \) is the number of layers, \( h_j, j = 1, \ldots, m \) are the fluid depths, \( q_j = h_j u_j \) are the discharges, \( u_j \) are the velocities and \( z_b(x) \) is the topography. \( g \) is the gravity constant and \( \rho_j \) the densities of each layer verifying

\[ 0 < \rho_1 < \cdots < \rho_m. \]

Notice that, \( h_1 \) is the height of the layer of fluid on the top and \( h_m \) is the height of the layer of fluid over the bottom (See Figure 17).

This system can be written under the structure of system (3.13) with

\[ w = \begin{bmatrix} w_1 \\ \vdots \\ w_m \end{bmatrix}, \quad w_j = \begin{bmatrix} h_j \\ q_j \end{bmatrix}, \quad F(w) = \begin{bmatrix} F_1 \\ \vdots \\ F_m \end{bmatrix}, \quad F_j = \begin{bmatrix} q_j \\ \frac{q_j^2}{h_j} + \frac{1}{2} g h_j^2 \end{bmatrix}, \]

\[ G(w) = \begin{bmatrix} G_1 \\ \vdots \\ G_m \end{bmatrix}, \quad G_j = \begin{bmatrix} 0 \\ g h_j \end{bmatrix}. \]
and $H = H_{ref} - z_b(x)$ being $H_{ref}$ a constant reference height. Finally, $B(w)$ is the $2m \times 2m$ matrix defined by the elements $B_{lj}(w), j = 1, \ldots, 2m$ with

$$B_{lj}(w) = \begin{cases} \frac{\rho_j}{\rho_l} gh_l & \text{for } j = 1 + 2k, \quad k = 0, \ldots, l - 2, \\ gh_l & \text{for } j = 1 + 2k, \quad k = l, \ldots, m - 1, \\ 0 & \text{otherwise.} \end{cases}$$

Finally, the term $R(w)$ (see equation (3.27)), is given by:

$$R(w) = \begin{bmatrix} R_1(w) \\ \vdots \\ R_m(w) \end{bmatrix},$$

where

$$R_j(w) = \begin{bmatrix} g \partial_x q_j(\partial_x z_b + \sum_{k > j} \partial_x h_k + \sum_{k < j} \frac{\rho_k}{\rho_j} \partial_x h_k) - g \partial_x h_j(\sum_{k > j} \partial_x q_k + \sum_{k < j} \frac{\rho_k}{\rho_j} \partial_x q_k) \end{bmatrix},$$

for $j = 1, \ldots, m$.

In order to define the numerical scheme (3.24), the matrices $A_{i+1/2}$, $B_{i+1/2}$ and $A^*_{i+1/2}$ and the vectors $G_{i+1/2}$ and $R(\chi_L, \chi_R)_{i+1/2}$ should be defined. Here $G_{i+1/2}$ is defined by

$$G_{i+1/2} = \begin{bmatrix} G_{1,i+1/2} \\ \vdots \\ G_{m,i+1/2} \end{bmatrix}, \quad G_{j,i+1/2} = \begin{bmatrix} 0 \\ gh_{j,i+1/2} \end{bmatrix},$$

$B_{i+1/2}$ is the $2m \times 2m$ matrix defined by the elements $B_{lj}^{ij}_{i+1/2}, j = 1, \ldots, 2m$ with

$$B_{lj}^{ij}_{i+1/2} = \begin{cases} \frac{\rho_j}{\rho_l} gh_{t_i,i+1/2} & \text{for } j = 1 + 2k, \quad k = 0, \ldots, l - 2, \\ gh_{t_i,i+1/2} & \text{for } j = 1 + 2k, \quad k = l, \ldots, m - 1, \\ 0 & \text{otherwise.} \end{cases}$$

with

$$h_{t_i,i+1/2} = \frac{h_{t_i} + h_{t_i+1}}{2}, \quad l = 1, \ldots, m.$$

The matrix $A_{i+1/2} = J_{i+1/2} + B_{i+1/2}$ $J_{i+1/2}$ is a matrix with diagonal blocks $J_{l,i+1/2}, l = 1 \cdots m$ given by

$$J_{l,i+1/2} = \begin{bmatrix} 0 & 1 \\ gh_{t_i,i+1/2} - u^2_{l,i+1/2} & 2u_{l,i+1/2} \end{bmatrix}$$

with

$$u_{l,i+1/2} = \frac{u_{l,i} \sqrt{h_{t_i} + u_{l,i+1} \sqrt{h_{t_i+1}}} + u_{l,i+1} \sqrt{h_{t_i+1}}}{\sqrt{h_{t_i} + h_{t_i+1}}}, \quad l = 1 \cdots m.$$
The matrix $A_{i+1/2}^{*}$ is obtained by setting $u_{l,i+1/2} = 0$, $l = 1 \cdots m$ in matrix $A_{i+1/2}$. Finally, $R(\chi_L, \chi_R)_{i+1/2}$, is defined by

$$R(\chi_L, \chi_R)_{i+1/2} = \left[ \begin{array}{c} R_{1,i+1/2}(\chi_L, \chi_R) \\ \vdots \\ R_{m,i+1/2}(\chi_L, \chi_R) \end{array} \right],$$

with

$$R_{j,i+1/2}(\chi_L, \chi_R) = \frac{\chi_L + \chi_R}{2} \left( (q_{j,i+1} - q_{j,i})(z_{b,i+1} - z_{b,i}) + \sum_{k > j} (h_{k,i+1} - h_{k,i}) + \sum_{k < j} \frac{\rho_k}{\rho_j} (h_{k,i+1} - h_{k,i}) - (h_{j,i+1} - h_{j,i}) \left( \sum_{k > j} (q_{k,i+1} - q_{k,i}) + \sum_{k < j} \frac{\rho_k}{\rho_j} (q_{k,i+1} - q_{k,i}) \right) \right),$$

where $h_{j,i}$, $q_{j,i}$ and $z_{b,i}$ denote the approximation of $h_j(t = t^n)$, $q_j(t = t^n)$ and $z_b$ at the control volume $[x_{i-1/2}, x_{i+1/2}]$, respectively, for $j = 1, \ldots, m$.

The external eigenvalues for the case of stratified shallow flows are related to the propagation speed of barotropic perturbations (see [20]). Then, for the definition of the two external waves we consider the following definition,

$$S_L = U_{\text{con},i+1/2} - c_{i+1/2}, \quad S_R = U_{\text{con},i+1/2} + c_{i+1/2},$$

where,

$$U_{\text{con},i+1/2} = \frac{\sum_{l=1}^{m} u_{l,i+1/2} h_{l,i+1/2}}{\sum_{l=1}^{m} h_{l,i+1/2}} \quad \text{and} \quad c_{i+1/2} = \sqrt{g \sum_{l=1}^{m} h_{l,i+1/2}}.$$

Let us denote by $\eta^l_i = z_{b,i} + \sum_{j=1}^{m} h^l_{j,i}$, the $l$-interface, $l = 1, \ldots, m$ at time $t = t^n$. Note that for $l = 1$ we obtain the free surface. For the definition of the flux limiter function at each interface $x_{i+1/2}$ (see Section 2) we must define a set of scalar values $\{p_j\}_{j=i+2}^{j=i+1}$. For the case of multilayer stratified flows studied here we define it as follows:

$$p_{i-1} = \eta^l_{i-1}, \quad p_i = \eta^l_i, \quad p_{i+1} = \eta^l_{i+1}, \quad p_{i+2} = \eta^l_{i+2}, \quad (5.2)$$

where $I_o$ is the number of the interface at which the maximum of $|\eta^l_{i+1} - \eta^l_i|$ is reached.

As in the previous section, comparison with HLL-WAF and HLL-MUSCL are provided for different tests for two and ten layers.
5.1 Internal dam break for the two-layer shallow water equations

In this test we consider an internal dam break. The domain length is 10 meters. The initial condition is

\[ h_1(x, 0) = \begin{cases} 
0.9 & \text{if } x < 5, \\
0.1 & \text{if } x \geq 5,
\end{cases} \]

\[ h_2(x, 0) = 1 - h_1(x, 0), \quad q_1(x, 0) = q_2(x, 0) = 0 \quad \forall x \in [0, 10]. \]

Open boundary conditions are imposed. The problem has been solved until time \( t = 20 \) with 200 grid points and CFL number 0.9. A reference solution is computed using HLL method with 25600 points. In Figure 18 we compare the numerical results corresponding to the interface position for HLL-WAF, HLL-MUSCL and PVM-2U-FL methods. It is found that PVM-2U-FL provide the best results.

![Figure 18: Free surface and comparison of the interface for the internal dam break problem 5.1: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right).](image)

5.2 Stationary transcritical non-smooth flow for the two-layer shallow water equations

For this test we study the convergence towards a stationary solution with a shock for the two-layer shallow water equations. As initial condition a dam break problem over a non flat topography is considered. The initial conditions are \( q_1(x, 0) = q_2(x, 0) = 0 \),

\[ h_1(x, 0) = \begin{cases} 
0.48 & \text{if } x < 5, \\
0.5 & \text{if } x \geq 5,
\end{cases} \]

\[ h_2(x, 0) = 1 - h_1(x, 0) - z_b(x), \]

and the bottom topography is defined by

\[ z_b(x) = \frac{1}{2} e^{-(x-5)^2}. \quad (5.3) \]
The ratio of the densities is $\rho_1/\rho_2 = 0.99$. We look for a stationary solution by imposing free boundary conditions. The numerical results presented in Figure 19 correspond to $t = 100$ s. The problem has been solved with 200 grid points in $[0, 10]$ and CFL number 0.9. A reference solution has been computed using HLL method with 25600 points. Figure 19 shows the free surface and interface computed with HLL-WAF, HLL-MUSCL and PVM-2U-FL methods. As in the previous tests, PVM-2U-FL provides the best results.

![Figure 19](image)

Figure 19: Free surface and comparison of the interface for problem 5.2: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right).

### 5.3 Stationary non-smooth flow for the ten-layer shallow water equations

In this test we consider the multilayer system with 10 layers, that is, a system with 20 unknowns: height and discharge for each layer. The test that we consider here is a generalization of the one considered in the previous section. We consider as initial condition a set of internal dam breaks and we study its convergence towards a stationary solution. As in the previous test, the last interface presents a strong discontinuity.

As initial condition we consider that the fluid is at rest, $q_j(x, 0) = 0$, $j = 1, \ldots, 10$, and a set of internal dam breaks (see Figure 20):

$$h_{2k-1}(x, 0) = \begin{cases} 0.9 & \text{if } x < 5, \\ 0.1 & \text{if } x \geq 5, \end{cases}$$

$$h_{2k}(x, 0) = 1 - h_{2k-1}(x, 0), \quad k = 1, 2, 3, 4,$$

$$h_9(x, 0) = \begin{cases} 0.48 & \text{if } x < 5, \\ 0.02 & \text{if } x \geq 5, \end{cases}$$

$$h_{10}(x, 0) = \begin{cases} 0.52 - z_b(x) & \text{if } x < 5, \\ 0.98 - z_b(x) & \text{if } x \geq 5, \end{cases}$$

where the bottom function $z_b$ is the same one that in previous test (equation (5.3)). The following ratio of densities is considered:

$$\frac{\rho_1}{\rho_{10}} = 0.974, \quad \frac{\rho_2}{\rho_{10}} = 0.976, \quad \frac{\rho_3}{\rho_{10}} = 0.978, \quad \frac{\rho_4}{\rho_{10}} = 0.980, \quad \frac{\rho_5}{\rho_{10}} = 0.982,$$

$$\frac{\rho_6}{\rho_{10}} = 0.984, \quad \frac{\rho_7}{\rho_{10}} = 0.986, \quad \frac{\rho_8}{\rho_{10}} = 0.988, \quad \frac{\rho_9}{\rho_{10}} = 0.99.$$
As in the previous test, open boundary conditions are imposed. Figure 21 shows the bottom topography and the different interfaces computed with the PVM-2U-FL, HLL-WAF and HLL-MUSCL methods at \( t = 400 \) s. A zoom of the stationary solution near the bump is presented in Figure 22.

![Figure 20: Initial free surface and interface for problem 5.3](image)

An efficiency curve is shown in Figure 23, where CPU time vs error is shown in log scale for different mesh sizes from 50 up to 800 grid points. PVM-2U-FL is the most efficient method among them and HLL-WAF is the less efficient method in this case. We observe again that PVM-2U-FL is also the most accurate among them for a fixed mesh, being HLL-MUSCL more accurate than HLL-WAF for a given mesh.
Figure 21: Free surface and comparison of the interface for problem 5.3: HLL-WAF and PVM-2U-FL schemes (top) and HLL-MUSCL and PVM-2U-FL schemes (down).
Figure 22: Zoom of Figure 21: HLL-WAF and PVM-2U-FL schemes (left) and HLL-MUSCL and PVM-2U-FL schemes (right).

Figure 23: Internal dam break problem 5.3: efficiency curve for HLL-MUSCL, HLL-WAF and PVM-2U-FL schemes.
6 Conclusions

In this paper we present a computationally fast and efficient second order flux limiter finite volume method. It can be seen as a generalization of the HLL-WAF method, in the sense that it uses flux limiter functions to combine an incomplete Rieman solver with another one that allows to recover the second order accuracy in smooth regions. Moreover, both methods: HLL-WAF and PVM-2U-FL, only uses information of the two external waves. But: (i) the HLL-WAF method only recovers second order accuracy for 1D systems with two unknowns, while PVM-2U-FL recovers second order for arbitrary 1D systems; (ii) HLL-WAF degenerates to HLL method near discontinuities, while the PVM-2U-FL method degenerates to the PVM-2U method. Let us remark that the PVM-2U can be seen as a generalization of the HLL method.

Application to conservative and nonconservative systems are provided. In both cases, the numerical tests show that PVM-2U-FL is the most efficient among the compared methods and HLL-WAF and HLL-MUSCL provide similar results for MHD, but HLL-MUSCL provides better results than HLL-WAF for the multilayer shallow water system. Moreover, PVM-2U-FL is also the most accurate among them for a fixed mesh, being HLL-MUSCL more accurate than HLL-WAF for a given mesh. The extension to higher dimensions is not straightforward and it will be considered in future works.
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