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Abstract

We study a class of abstract nonlinear equations in a separable Hilbert space for which we prove properties of the set of solutions. The results apply, in particular, in several models of hydrodynamics, such as magneto-micropolar equations, micropolar fluid equations, Boussinesq and Navier-Stokes equations.
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1 Introduction

We are concerned in the study of properties of the following class of abstract stationary nonlinear equations in a separable Hilbert space \(X\)

\[
Au + B(u, u) + B_1u + B_2u = f.
\] (1)
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In (1) $A$ is a self-adjoint, strictly positive operator in $X$ with domain $D(A)$ and inverse compact. Thus there exists an orthonormal basis of $X$, $\{w_j\}_{j \in \mathbb{N}}$ such that

$$Aw_j = \lambda_j w_j, \ j = 1, 2, \ldots \ 0 < \lambda_1 \leq \lambda_2 \leq \ldots \to \infty.$$  

The scalar product and the norm in $X$ are denoted by $(\cdot, \cdot)$ and $|\cdot|$, respectively. As $\{w_j\}_{j \in \mathbb{N}}$ is an orthonormal basis in $X$, for all $u \in X$ we have:

$$u = \sum_{j=1}^{\infty} c_j w_j, \ c_j = (u, w_j).$$

The domain of operator $A$ is characterized by

$$D(A) = \{u = \sum_{j=1}^{\infty} c_j w_j : \sum_{j=1}^{\infty} \lambda_j^2 c_j^2 < \infty\}.$$  

For $u \in D(A)$ we have $Au = \sum_{j=1}^{\infty} \lambda_j c_j w_j$. We can define the powers $A^\alpha : D(A^\alpha) \to X$, $\alpha \in \mathbb{R}$, $0 \leq \alpha \leq 1$ with domain

$$D(A^\alpha) = \{u = \sum_{j=1}^{\infty} c_j w_j : \sum_{j=1}^{\infty} \lambda_j^{2\alpha} c_j^2 < \infty\}$$

defines by $A^\alpha u = \sum_{j=1}^{\infty} \lambda_j^\alpha c_j w_j$ and $c_j = (u, w_j)$. Observe that $X^\alpha = D(A^{\alpha/2})$ is a Hilbert space with the product

$$(u, v)_\alpha = (A^{\alpha/2}u, A^{\alpha/2}v).$$

The associated norm is denoted by $|\cdot|_\alpha$. We also denoted $((u, v)) = (u, v)_1$ and $|\cdot|_1 = |\cdot|$. The dual space of $X^\alpha$ is denoted by $X^{-\alpha}$. Thus, identifying $X$ with its dual space we have

$$X^\alpha \leftrightarrow X \leftrightarrow X^{-\alpha}$$

where the injections are continuous and with dense image. In (1) $B_1$ and $B_2$ are linear continuous operators and $B$ is a bilinear continuous operator in $X$ satisfying the following assumptions: $B : D(A^{1/2}) \times D(A^{\beta}) \to X$, $B_i : D(A^{\beta}) \to X$ with $\beta \in (3/4, 1)$ such that:

$$B(u, v), v = 0, \ \forall u, v \in D(A^{1/2}), \quad (2)$$

$$B_1 u, v + (B_1 v, u) = 0, \ \forall u, v \in D(A^{1/2}). \quad (3)$$

We assume such that $B, B_i$ have continuous extensions $B : X \times X^1 \to X^{-2\beta}$, $B : X^1 \times X^1 \to X^{-2\beta+1}$, $B : X^1 \times X \to X^{-2\beta}$, $B_i : X \to X^{-2\beta}$, and $B_i : X^1 \to X^{1-2\beta}$. Note that by interpolation inequalities, (2),(3) implies that
\[(B(u, v), w) \leq c_1 |A^{1/2}u||A^{1/2}v|^{2-2\beta}|Av|^{2\beta-1}|w|, \text{ for } v \in D(A)\]

and

\[(B_i u, v) \leq c_{2i} |A^{1/2}u|^{2-2\beta}|Au|^{2\beta-1}|v|, \text{ for } u \in D(A).\]

The norms of \(B\) and \(B_i\) with values in \(X^{-\alpha}\) are denoted by \(\|B\|_\alpha\) and \(\|B_i\|_\alpha\). \(f\) is assumed in \(X\) while \(u\) is unknown.

Equations (1) cover several models of hydrodynamics, such as magneto-micropolar equations, micropolar fluid equations, classical hydrodynamics, Boussinesq and Navier-stokes equations. Many authors have studied this models separately and many results relative to existence, uniqueness, regularity of solutions, for instance, were encountered. The structure of the set of stationary solutions of the Navier-Stokes equations was considered in [3], [4],[8] and references therein. We study some of those properties for the set of solutions of (1) and the technique of analysis is closely related to those in the above cite papers. We will prove the following theorems:

**Theorem 1.1** We consider the equation (1) and the assumptions (2)-(3) hold. Then there exists a dense open set \(O \subset X\) such that for every \(f \in O\), the set of solutions of (1) is finite and odd number. Moreover, the number of solutions \(\mathcal{R}(f)\) of (1) on each connected component of \(O\) is constant.

**Theorem 1.2** (Continuous Dependence) Let \(f_0 \in O\). Then there exists a neighborhood of \(f_0\) such that for all \(f\) in it, \(\text{Card } \mathcal{R}(f) = \text{Card } \mathcal{R}(f_0) < \infty\). Moreover, if \(f\) converges to \(f_0\) in \(X\), \(\mathcal{R}(f)\) converges to \(\mathcal{R}(f_0)\) in the Hausdorff metric over \(X\).

2 Preliminaries.

We recall first some definitions and facts from the linear theory of Fredholm operators (see [5], and the references therein for details). If \(E_1\) and \(E_2\) are two real Banach spaces, a linear continuous operator \(L : E_1 \to E_2\) is called a Fredholm operator if

1. \(\ker L\) has finite dimension
2. \(\text{Range } L\) is closed
3. \(\text{Coker } L = E_2/\text{Range } L\), has finite dimension

If \(L\) is Fredholm, then its ***index*** is the integer \(\text{ind } L = \dim \ker L - \dim \text{Coker } L\). If \(L = L_1 + L_2\) where \(L_1\) is compact from \(E_1\) into \(E_2\) and \(L_2\) is an isomorphism (respectively is surjective and \(\dim \ker L_2 = q\)), then \(L\) is Fredholm operator of index 0 (respectively \(q\)). Let \(M \subset E_1\) a differentiable manifold. A *Fredholm*
map is a $C^1$ map $\mathcal{F}: M \rightarrow E_2$ such that for each $u \in M$, the differential $D\mathcal{F}(u)$ is a Fredholm operator. In this case it follows from the properties of Fredholm operators that the index doesn’t depend on $u$ [5]; in this case the index of $\mathcal{F}$ is defined as index of $D\mathcal{F}(u)$. Let $\mathcal{F}$ be a $C^1$ map from a differentiable manifold $M$ of $E_1$ into $E_2$. We recall that $u \in M$ is called a regular point of $\mathcal{F}$ if $D\mathcal{F}(u)$ is surjective and is singular if it’s not regular. The images of the singular points under $\mathcal{F}$ are called the singular values or critical values. Its complement in $E_2$ constitutes the set of regular values of $\mathcal{F}$. Thus a regular value of $\mathcal{F}$ is a point $f \in E_2$ which does not belong to the image $\mathcal{F}(M)$, or such that $D\mathcal{F}(u)$ is onto at every point $u$ in the pre image $\mathcal{F}^{-1}(f)$. To prove the Theorem 1.1, we going to make use of the following infinite dimensional version of Sard’s Theorem [5].

**Theorem 2.1 (Smale).** Let $E_1$ and $E_2$ be two Banach spaces, $M \subset E_1$ a connected open and $\mathcal{F}: M \rightarrow E_2$ a proper $C^k$ Fredholm map with $k > \max(\text{ind } \mathcal{F}, 0)$. Then the regular values of $\mathcal{F}$ form a dense set of $E_2$. If $\text{ind } \mathcal{F} = 0$ and $f$ is a regular value of $\mathcal{F}$, then $\mathcal{F}^{-1}(f)$ is a discrete set. If $\text{ind } \mathcal{F} > 0$, and $f$ is a regular value of $\mathcal{F}$, then $\mathcal{F}^{-1}(f)$ is either empty or a manifold in $M$ of class $C^k$ and dimension $\text{ind } \mathcal{F}$.

### 3 Proof of Theorems.

With respect to Equations (1) we have the following results

**Theorem 3.1** If $\|B_2\|_1 < 1$, then for all $f \in X^{-1}$ the equation (1) have at least one weak solution $u \in X^1$ in the following sense: for all $v \in X^1$, $u$ verifies

$$((u, v)) + (B(u, u), v) + (B_1 u, v) + (B_2 u, v) = (f, v).$$

If $B_2$ satisfies

$$1 - \|B_2\|_1 > (\|B\|_1 \|f\|_{-1}^2)^{1/2},$$

then the equations (1) has a unique solution.

To demonstrate the Theorem 3.1 (existence) we considered the Galerkin approximations and used the following result which is an consequence of Brouwer’s Theorem (see [2]):

**Lemma 3.2** Let $H$ a Hilbert space of finite dimension, with inner product $[\cdot, \cdot]$ and norm $[\cdot]$. If the operator $P : H \rightarrow H$ is continuous and if there
exists \( a > 0 \) with \( [y] = a : [P(y), y] > 0 \), then there exists \( y \in H \) with \( [y] \leq a \) such that \( P(y) = 0 \).

The Galerkin approximation is given by the expression

\[
\mathbf{u}^k = \sum_{j=1}^{k} c_{jk} \mathbf{w}_j, \quad k \in \mathbb{N},
\]

where the coefficients \( c_{jk} \) are real numbers which determined such that \( \mathbf{u}^k \) is solution of the following problem

\[
A\mathbf{u}^k + P_k(B(\mathbf{u}^k) + B_1\mathbf{u}^k + B_2\mathbf{u}^k) = P_k\mathbf{f}.
\]  

(6)

Here \( P_k \) represent the orthogonal projection associated to vectorial closed space \( X_k = \text{span}\{\mathbf{w}_1, ..., \mathbf{w}_k\} \) or equivalently for \( j = 1, ..., k, \)

\[
((\mathbf{u}^k, \mathbf{w}_j)) + (B(\mathbf{u}^k, \mathbf{u}^k), \mathbf{w}_j) + (B_1\mathbf{u}^k, \mathbf{w}_j) + (B_2\mathbf{u}^k, \mathbf{w}_j) = (\mathbf{f}, \mathbf{w}_j).
\]  

(7)

Taking \( \mathbf{v} = \mathbf{u} \) (\( \mathbf{u} \) solution of (1) gives by Theorem 3.1) in (4) and using (2), (3) is easy obtain the following:

**Theorem 3.3** The solutions of (1) belong to the ball \( \{\mathbf{u} \in X^1 : \|\mathbf{u}\|^2 \leq r\} \), where

\[
r = \frac{\|\mathbf{f}\|_1^2}{1 - \|B_2\|_1}.
\]

Now, with \( \mathbf{f} \in X \) we show an estimate of \( \mathbf{u} \) in the norm of \( X^2 \). From (7), for all \( \phi \in X_k \), we have

\[
(A^{1/2}\mathbf{u}^k, A^{1/2}\phi) + (B(\mathbf{u}^k, \mathbf{u}^k), \phi) + (B_1\mathbf{u}^k, \phi) + (B_2\mathbf{u}^k, \phi) = (\mathbf{f}, \phi), \quad k = 1, 2, ..., k.
\]

Considering \( \phi = A\mathbf{u}^k \in X_k \), using (2),(3), Young’s inequality and interpolation inequalities, we obtain:

\[
|A\mathbf{u}^k|^2 \leq |\mathbf{f}||A\mathbf{u}^k| + |(B(\mathbf{u}^k, \mathbf{u}^k), A\mathbf{u}^k)| + |(B_1\mathbf{u}^k, A\mathbf{u}^k)| + |(B_2\mathbf{u}^k, A\mathbf{u}^k)| \leq |\mathbf{f}||A\mathbf{u}^k| + c_1|A^{1/2}\mathbf{u}^k|^{3-2\beta}|A\mathbf{u}^k|^{2\beta} + c_2|A^{1/2}\mathbf{u}^k|^{2-2\beta}|A\mathbf{u}^k|^{2\beta} \leq c_\epsilon|\mathbf{f}|^2 + \epsilon|A\mathbf{u}^k|^2 + c_\epsilon A^{1/2}|\mathbf{u}^k|^\alpha + \epsilon|A\mathbf{u}^k|^2 + c_\epsilon|A^{1/2}\mathbf{u}^k|^2 + \epsilon|A\mathbf{u}^k|^2,
\]

with \( \alpha = (3 - 2\beta)/(1 - \beta) \). Here, we mean by \( c_\epsilon \) a generic positive constant which depend of \( \epsilon \). Taking \( \epsilon \) sufficiently small and using that \( |A^{1/2}\mathbf{u}^k| \leq r \), we obtain \( |A\mathbf{u}^k|^2 \leq C \), where \( C \) does not depend of \( k \). This estimate implies that the solutions \( u \) in \( X^1 \) of (1) belong \( D(A) \). From (1) we obtain
\[ |Au| \leq |f| + |B(u, u)| + |B_1u| + |B_2u| \]
\[ \leq |f| + c_1|A^{1/2}u|^{3-2\beta}|Au|^{\beta-1} + c_2|A^{1/2}u|^{2-2\beta}|Au|^{\beta-1} \]
\[ \leq |f| + c_1|A^{1/2}u|^{(3-2\beta)(1-\beta)} + c_2|A^{1/2}u|^2. \]

Therefore using that \(|A^{1/2}u| \leq r| \) (which depend of \(|f|\)) we have

\[ |Au| \leq c(|f|) \tag{8} \]

for some constant \(c > 0\) independent of \(u\). Now we are going to apply the Theorem 2.1 to show the Theorem 1.1. For this, we considered \(M = E_1 = D(A), E_2 = X\) and \(\mathcal{F}(u) = Au + B(u, u) + B_1u + B_2u\). From assumptions of \(B, B_i, i = 1, 2\) we have that \(\mathcal{F}\) makes since as a mapping from \(D(A)\) into \(X\). Let us remark that for any \(f \in X: \mathcal{R}(f) := \mathcal{F}^{-1}(f)\).

**Lemma 3.4** The application \(\mathcal{F} : D(A) \to X\) is proper.

**Proof.** Let \(K\) a compact set of \(X\). It follows of (8) that \(\mathcal{F}^{-1}(K)\) is bounded in \(D(A)\) because \(K\) is bounded in \(X\). Thus \(\mathcal{F}^{-1}(K)\) is compact in \(D(A)\) since \(D(A) = X^2 \hookrightarrow X^{2\beta} = D(A^{\beta})\) compactly. As \(B(u, u), B_i, i = 1, 2\) are continuous from \(D(A^{\beta}) \to X\), we have that \(B(\mathcal{F}^{-1}(K)), B_i(\mathcal{F}^{-1}(K))\) are compact in \(X\). As the set \(A^{-1}(K - B(\mathcal{F}^{-1}(K)) - \sum_{i=1}^{2} B_i(\mathcal{F}^{-1}(K)))\) is relatively compact in \(D(A)\) and contain \(\mathcal{F}^{-1}(K)\), we conclude that \(\mathcal{F}^{-1}(K)\) is compact in \(D(A)\).

**Remark 3.5** The Lemma 3.4 implies that the set \(\mathcal{R}(f) = \mathcal{F}^{-1}(f)\) is a compact subset of \(D(A)\) for any \(f \in X\).

Note that \(\mathcal{F}\) is a \(C^\infty\) mapping from \(D(A)\) into \(X\) and

\[ D\mathcal{F}(u).v = Av + B(u, v) + B(v, u) + B_1v + B_2v, \; \forall u, v \in D(A). \]

We also have that for each \(u \in D(A)\) the linear applications \(v \mapsto B(u, v), \; v \mapsto B(v, u), \; v \mapsto B_i v, \; i = 1, 2\) are continuous from \(X^{2\beta}\) into \(X\); therefore, if \((v_n)\) is a bounded sequence in \(D(A)\), then as \(D(A) \hookrightarrow X^{2\beta}\) compactly, there exists a subsequence \(v_{n_k}\) that converges strongly in \(X^{2\beta}\) to some \(v \in X^{2\beta}\). Consequently, \(B(u, v_{n_k}) \to B(u, v), \; B(v_{n_k}, u) \to B(v, u), \; B_i v_{n_k} \to B_i v\) in \(X\), i.e. \(v \mapsto B(u, v), \; v \mapsto B(v, u), \; v \mapsto B_i v, \; i = 1, 2\) are compact from \(D(A)\) into \(X\). Since \(A\) is an isomorphism from \(D(A)\) into \(X\), then using the property of Fredholm commented in the begin of this section, we concluded that \(D\mathcal{F}(u)\) is a Fredholm operator of index 0. Applying the Theorem 2.1, we have that \(\mathcal{F}^{-1}(f)\) is a discrete set for each \(f\) regular value of \(\mathcal{F}\). Since \(\mathcal{F}\) is proper \(\mathcal{F}^{-1}(f)\) is a finite set; consequently setting \(\mathcal{O} = \{\text{the set of regular values of } \mathcal{F}\}\) which is dense and open by Smale’s Theorem, we concluded a part of demonstration of Theorem 1.1. Now, we going to show that the number of solutions of (1)
an each connected component of $O$ is constant and every solution is a $C^\infty$ function of $f$. Let $O_j$, $j \in \Lambda$ be the connected components of $O$ (which are open) and let $f_0, f_1$ be two points of $O_j$, for some $j$. Take $u_0 \in F^{-1}(f_0)$. Then exists a continuous curve $t \in [0, 1] \mapsto f(t) \in O_j$, $f(0) = f_0, f(1) = f_1$. We extend the above application as $f(t + z) = f(t)$, $z \in \mathbb{Z}$ and we define the map $T : \mathbb{R} \times D(A) \longrightarrow X$ such that

$$(s, u) \longmapsto T(s, u) = F(u) - f(s).$$

Directly from the assumptions, it follows that $T(0, u_0) = 0$, the mapping $T(s, \cdot)$ is of class $C^\infty$ and moreover for $(s, u) \in \mathbb{R} \times D(A) : DuT(s, \cdot) = DF(u)$. $DuT(0, \cdot)$ is an isomorphism of $D(A)$ in $X$ since $DF(u)$ is a Fredholm operator of Index 0, hence, by the Implicit Function Theorem there exists neighborhoods $U_0, U_u$ of 0 and $u_0$, respectively, and a unique continuous function $s \mapsto u(s)$, $s \in U_0$, with $F(u(s)) = f(s)$, $u(0) = u_0$. Since $f(s)$ is regular value of $F$, for all $s \in [0, 1]$, $u(s)$ is defined for every $s$, $0 \leq s \leq 1$, and therefore $u(1) \in F^{-1}(f_1)$. Now, Card $F^{-1}(f_0) \leq$ Card $F^{-1}(f_1)$ because the uniqueness of $u(s)$. By symmetry, the number of points is the same. It remain to show that the number of solutions of (1) is odd. For fixed $f \in O$, we rewrite (1) as

$$F(u) = u + A^{-1}(B(u, u) + \sum_{j=1}^{j=2} B_j u) = A^{-1}(f) = g, \ u, g \in D(A).$$

Note that $F = (I - F_0)$, with $-F_0 := A^{-1}(B + \sum_{j=1}^{j=2} B_j)$ which is compact. If $u_\lambda$ is solution of $F(u_\lambda) = \lambda g$, $0 \leq \lambda \leq 1$, then by (8)

$$|A u_\lambda| \leq c(|f| + |f|^3) < R := 1 + c(|f| + |f|^3).$$

Therefore the Leray-Schauder degree $D(F, B_R, \lambda g)$ (see [1]) where $B_R$ is the open ball of $D(A)$ of radius $R$, is well defined. If $\lambda f$ is a regular value of $F$, then $\lambda g$ is a regular value of $F$. Hence, if $F^{-1}(\lambda g) = \{u_1, ..., u_k\}$ (finite set), we have that

$$D(F, B_R, \lambda g) = \sum_{i=1}^{k} ind(u_j).$$

There exist $\lambda_0 \in [0, 1]$, such that $B_2$ satisfies $1 - \|B_2\|_1 > (\sqrt{\|B\|_1 \|f\|^2})^{1/2}$ for all $0 \leq \lambda \leq \lambda_0$ implying that $F^{-1}(\lambda f)$ contains only one point $u_\lambda$. For this values of $\lambda$, using arguments similar to that used before, we can show that $DF(u_\lambda)$ is an isomorphism and consequently $D(F, B_R, \lambda g) = \pm 1$. As $D(F, B_R, \lambda g)$ is invariant by homotopy, we have that $D(F, B_R, g) = \pm 1$. This implies that $k$ is an odd number.

To prove the Theorem 1.2 we need the following lemma:

**Lemma 3.6** Let $f_0 \in O$, $u_0 \in R(f_0)$. There exists a neighborhoods $U_{f_0}, U_{u_0}$
of \( f_0 \) and \( u_0 \), respectively, such that \( \text{Card} (\mathcal{U}_{u_0} \cap \mathcal{R}(f)) = 1 \) for all \( f \in \mathcal{U}_{f_0} \). Moreover the application \( \mathcal{U}_{f_0} \ni f \mapsto u_f \in \mathcal{U}_{u_0} \) is of class \( C^\infty \), where \( \{u_f\} := \mathcal{U}_{u_0} \cap \mathcal{R}(f) \).

**Proof.** Let \( f_0 \in \mathcal{U}_{f_0} \). Note that \( T(f_0, u_0) = 0 \) and \( T \) is of class \( C^\infty \). As \( D\mathcal{F}(u) \) is a Fredholm operator of index 0, we have that \( D\mathcal{U}_{u_0}T(f_0, \cdot) \) is an isomorphism of \( D(A) \) to \( X \). Hence, from the Implicit Function Theorem, it follows that there exists a neighborhood \( \mathcal{U}_{f_0}, \mathcal{U}_{u_0} \) of \( f_0 \) and \( u_0 \), respectively, and a \( C^\infty \) function \( \xi : \mathcal{U}_{f_0} \to \mathcal{U}_{u_0} \) such that \( T(f, \xi(f)) = 0 \), for all \( f \in \mathcal{U}_{f_0} \). In particular for any \( f \in \mathcal{U}_{f_0} \), there exists an unique \( u_f \in \mathcal{U}_{u_0} \) with \( \xi(f) = u_f \), i.e., \( T(f, u_f) = 0 \), or equivalently \( u_f \in \mathcal{U}_{u_0} \cap \mathcal{R}(f) \). Moreover the application \( \mathcal{U}_{f_0} \ni f \mapsto u_f \in \mathcal{U}_{u_0} \) is of class \( C^\infty \).

**Proof of Theorem 1.2.**

From Theorem 1.1, the set \( \mathcal{R}(f_0) < \infty \). Let \( u \in \mathcal{R}(f_0) \). By the Lemma 3.6 there exists a neighborhoods \( \mathcal{U}_{f_0}, \mathcal{U}_{u} \) of \( f_0 \) and \( u \), respectively, such that \( \text{Card}(\mathcal{U}_{u} \cap \mathcal{R}(f_0)) = 1 \) for all \( f \in \mathcal{U}_{f_0} \). Moreover the application

\[
\mathcal{U}_{f_0} \ni f \mapsto u_f \in \mathcal{U}_{u} \tag{9}
\]

is of class \( C^\infty \), where \( \{u_f\} = \mathcal{U}_{u} \cap \mathcal{R}(f) \). As \( \mathcal{R}(f_0) < \infty \), there exists \( \delta > 0 \) so small that the ball \( B(u, \delta) \) is pairwise disjoint and for all \( u \in \mathcal{R}(f_0) \), \( B(u, \delta) \subset \mathcal{U}_{u} \). By the continuity of the function (9), there exists a neighborhood \( U \subset \mathcal{U}_{f_0} \) such that \( u_f \in B(u, \delta) \), for \( f \in U \). Making \( U = \cap \{U : u \in \mathcal{R}(f_0)\} \), we have that if \( f \in U \), then the function

\[
\mathcal{R}(f_0) \ni u \mapsto u_f \in \mathcal{U}_{u_0} \cap \mathcal{R}(f)
\]

is an injection and as a consequence, \( \text{Card} \mathcal{R}(f_0) \leq \text{Card} \mathcal{R}(f) \). To see the equality assume contrary to our claim, that the set \( \{f \in U : \text{Card} \mathcal{R}(f_0) < \text{Card} \mathcal{R}(f)\} \) is infinite. Then, there exists a sequence \( (f_k) \) in \( U \) such that \( \text{Card} \mathcal{R}(f_0) < \text{Card} \mathcal{R}(f_k) \), \( k \in \mathbb{N} \). The subset \( \{u_{f_k} : u \in \mathcal{R}(f_0)\} \) has exactly \( \text{Card} \mathcal{R}(f_0) \) elements because \( u_{f_k} \) is the unique element of the set \( \mathcal{R}(f_k) \) which is in a suitable neighborhood of the solution \( u \in \mathcal{R}(f_0) \), therefore it is not the whole \( \mathcal{R}(f_k) \). We select a sequence \( a_k \in \mathcal{R}(f_k) \setminus \{u_{f_k} : u \in \mathcal{R}(f_0)\} \). Note that \( a_k \) is not belong to set \( \cup\{\mathcal{U}_{u} : u \in \mathcal{R}(f_0)\} \). By (8), the sequence \( (a_k)_{k \in \mathbb{N}} \) is bounded in \( D(A) \), thus in virtue of the Banach- Alauglu theorem there exists \( a \in D(A) \), and an infinite subset \( \mathcal{N} \subset \mathbb{N} \) such that \( a_k \) converges weakly to \( a \) in \( D(A) \) as \( \mathcal{N} \ni k \to \infty \). As \( D(A) \hookrightarrow X \), \( a_k \to a \) strong in \( X \) and this is sufficiently for the pass the limit. Consequently, the
limit \( a \in \mathcal{R}(f_0) \). This leads to a contradiction

\[ \bigcup \{ \mathcal{U}_u : u \in \mathcal{R}(f_0) \}^C \ni a \in \mathcal{R}(f_0) \subset \bigcup \{ \mathcal{U}_u : u \in \mathcal{R}(f_0) \}. \]

Therefore the set \( \{ f \in U : \text{Card } \mathcal{R}(f_0) < \text{Card } \mathcal{R}(f) \} \) is finite and consequently we can take a neighborhood sufficiently small \( U \) such that \( \forall f \in U, \text{Card } \mathcal{R}(f) = \text{Card } \mathcal{R}(f_0) \). Now, we are going to show that if \( f \to f_0 \) in \( X \), then \( \mathcal{R}(f) \to \mathcal{R}(f_0) \) in the Hausdorff metric over \( X \). Let \( \epsilon > 0 \), then there exists \( U_f \) such that \( u_f \in B(u, \epsilon) \) for any \( f \in U_f \) hence \( u_f \in \{ u \} + B(0, \epsilon) \subset \mathcal{R}(f_0) + B(0, \epsilon) \) and consequently

\[ \mathcal{R}(f) \subset \{ u_f : u \in \mathcal{R}(f_0) \} \subset \mathcal{R}(f_0) + B(0, \epsilon). \]

As \( u_f \in B(u, \epsilon) \), then \( u \in B(u_f, \epsilon) = \{ u_f \} + B(0, \epsilon) \subset \mathcal{R}(f) + B(0, \epsilon) \), hence \( \mathcal{R}(f_0) \subset \mathcal{R}(f) + B(0, \epsilon) \). Remark that Theorem 1.2 implies that the application

\[ \mathcal{O} \ni f \mapsto \mathcal{R}(f) \in D(A) \]

is continuous if we consider the Hausdorff metric over \( X \). The function

\[ \mathcal{O} \ni f \mapsto \text{Card } \mathcal{R}(f) \in \mathbb{Z} \]

is constant on every connected component of the set \( \mathcal{O} \). (cf. Theorem 1.1).

4 Applications.

As an application of Theorem 1.1 we shall consider first a model of Micropolar Fluids. A steady in time flow of micropolar fluid filling the domain \( \Omega \) is described by the following equations in \( \Omega \) [6].

\begin{align*}
-(\nu + \nu_r) \Delta u + (u \cdot \nabla) u + \nabla p &= 2\nu_r \text{rot } w + f_1, \\
-\sigma \Delta w + (u \cdot \nabla) w - \beta \nabla \text{div } w + 4\nu_r w &= 2\nu_r \text{rot } u + f_2, \\
\text{div } u &= 0.
\end{align*}

Equations (10)-(12) are the conservation laws of momentum, momentum angular and mass, respectively. \( u \) is the velocity, \( p \) is the pressure and \( w \) is the angular velocity of rotation of particles. Moreover, \( f_1 \) and \( f_2 \) represent external fields, \( \nu, \nu_r, \sigma, \beta \) are positive constants (\( \nu \) is the usual Newtonian viscosity, \( \nu_r \) is the microrotation viscosity, \( \sigma \) and \( \beta \) are constants that depend of new viscosities connected with the asymmetry of the stress tensor). The density of fluid is considered equal to one. We assume that \( \Omega \) is a bounded set in \( \mathbb{R}^3 \) with smooth boundary \( \partial \Omega \). Let \( u = 0, w = 0 \) in \( \partial \Omega \).
By $X$ we denote the Hilbert space $H \times L^2(\Omega)^3$ where $H$ is the closure of the set

$$\mathcal{V} = \{ u \in C_0^\infty(\Omega) : \text{div } u = 0 \}$$

in the norm of $L^2(\Omega)$. The norm in $X$ is denoted by $| \cdot |$. We introduced the following operators:

$$A(U) = (-\nu + \nu_r)P \Delta u_1, -\sigma \Delta w_1 - \beta \nabla \text{div } w_1)$$

$$\equiv (A_1 u_1, A_2 w_1),$$

$$B(U, V) = (P((u_1 \cdot \nabla) u_2), (u_1 \cdot \nabla) w_2),$$

$$B_1(U) = (0, 0),$$

$$B_2(U) = (-2\nu_r \text{rot } w_1, -2\nu_r \text{rot } u_1 + 4\nu_r w_1),$$

for $U = (u_1, w_1) \in D(A), V = (u_2, w_2) \in D(A)$. The operator $P$ above is the orthogonal projection of $L^2(\Omega)^3$ on the subspace $H$. With this notation the system of equations (10)-(12) takes the form (1) with $f = (f_1, f_2)$.

We check the assumptions of Theorem 1.1. The operator $A$ is self-adjoint, positive, with domain

$$D(A) = (W^{2,2}(\Omega)^3 \cap V) \times (W^{2,2}(\Omega)^3 \cap W_0^{2,2}(\Omega)^3)$$

where $W^{2,2}(\Omega)$ and $W_0^{1,2}(\Omega)$ are the usual Sobolev spaces, and $V$ is the adherence of $\mathcal{V}$ in the norm of $W_0^{1,2}(\Omega)$; indeed, $V$ can be characterized by $V = \{ u \in W_0^{1,2}(\Omega) : \text{div } u = 0 \}$. We denoted by $X^\alpha = D(A^{\alpha/2})$ and $X^\alpha_i = D(A_i^{\alpha}), i = 1, 2$. The $X^\alpha_2 = D(\Delta^\alpha)$. From the properties of the Laplace and Stokes operator [9], we conclude that for $u \in X^1_1, v \in X^2_2$,

$$|(u \cdot \nabla)v| \leq c|u|_{L^6} |\nabla v|_{L^3} \leq c|u|_{L^6} |v|^{1/2} |v|^{1/2} \|v\|_{W^{2,2}}$$

$$\leq C|A_1^{1/2} u|_{L^2} |A_2^{1/2} v|^{1/2} |A_i v|^{1/2}.$$
As another application of Theorem 1 and Theorem 2 we consider the stationary Navier-Stokes equations

\[-\nu \Delta u + (u \cdot \nabla)u + \nabla p = f, \text{ in } \Omega\]  
\[\text{div } u = 0, \text{ in } \Omega\]  
\[u = \phi \text{ in } \partial \Omega,\]  

where \(f \in H, \phi \in H^{1/2}(\partial \Omega)\) (The space of traces of function in \(W^{1,2}(\Omega)\))^3 with \(\int_{\partial \Omega} \phi \cdot \eta ds = 0, \eta\) the unit outward normal on \(\partial \Omega\). A study of the properties given by the Theorem 1.1, Theorem 1.2, for this system is encountered in [3]. The Theorem 1.1, Theorem 1.2 also apply in the model magneto-microplar fluid. In this model, moreover of unknown \(u, v\) there exists the unknown \(h\) correspondent the magnetic field [7].
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