High energy tail in the velocity distribution of a granular gas
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The Enskog-Boltzmann equation for a homogeneous freely evolving system of smooth hard disks colliding inelastically is solved by means of the direct simulation Monte Carlo method. The distribution function shows an exponential high velocity tail, while it is Gaussian for small velocities. The numerical results are compared with recent predictions of approximate analytical theories and quite good agreement is found.
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I. INTRODUCTION

The simplest realistic model for rapid granular flows is a system of smooth hard disks or spheres colliding inelastically [1]. Energy loss in collisions is described by means of a constant coefficient of restitution \(0<\alpha=1\), which measures the decrease in magnitude of the normal component of the relative velocity of two colliding particles. It is trivial to formally modify the standard kinetic equations for molecular fluids, e.g., the Boltzmann and Enskog equations, adapting them to this dissipative dynamics. Of course, a different and nontrivial question is whether and to what extent inelasticity affects the range of validity of the kinetic equations. In this work it is assumed that the (inelastic) Enskog-Boltzmann equation is an accurate tool to describe the time evolution of a granular gas with an arbitrary value of the coefficient of restitution.

As a consequence of dissipation in collisions, there is no homogeneous steady state. The simplest possible state of a granular fluid is homogeneous but with a monotonically decreasing temperature [2]. This homogeneous cooling state (HCS) plays an essential role in any perturbative approach to the description of rapid granular flows [3–5]. The velocity distribution function corresponding to the HCS is not known exactly, although a Gaussian or Maxwell distribution (with a time dependent temperature) provides a good approximation for the region of thermal velocities, i.e., velocities of the order of \(v_0(t)=[2k_BT(t)/m]^{1/2}\) [6].

Deviations from Gaussian behavior in the HCS have been considered recently through different quantities. Goldshtein and Shapiro [7] computed the fourth velocity moment of the distribution function associated with the HCS from the inelastic Boltzmann equation and found a small correction to the Gaussian values. Although it is not an exact calculation since it is based in the first Sonine approximation, the method leads to results that are in quite good agreement with numerical solutions of the Boltzmann equation to be discussed later on. Let us point out that the expression given in Ref. [7] contains a numerical error [8,6]. More direct and qualitatively relevant evidence of non-Gaussianity has been given by Esipov and Pöschel [9]. They studied the asymptotic behavior, in the large velocity region, of the solution to the Boltzmann equation for the HCS and obtained that the decay of the distribution is not Gaussian but exponential. The aim of this paper is to present some numerical results on the high energy tail of the solution of the Enskog-Boltzmann equation for the HCS and compare them with the theoretical predictions.

II. LARGE ENERGY TAILS

The nonlinear Enskog equation for the one-particle distribution function \(f(v,t)\) of a homogeneous system of inelastic smooth hard spheres (\(d=3\)) or disks (\(d=2\)) is [7,10,11]

\[
\partial_t f(v_1,t) = g_e(\sigma) \alpha^{-1} \int dv_2 \int d\sigma \Theta(\mathbf{g} \cdot \hat{\sigma}) (\mathbf{g} \cdot \hat{\sigma}) f(v_2,t) f(v_1,v_2,t) - f(v_1,t) f(v_2,t) \]

(1)

Here \(\sigma\) is the diameter of the particles, \(d\hat{\sigma}\) is the element of the solid angle defined by the unit vector \(\hat{\sigma}\) along the line of centers of the colliding particles at contact, \(\Theta\) is the Heaviside step function, and \(\mathbf{g}=v_1-v_2\). The primes on the velocities denote precollisional velocities yielding \(v_1\) and \(v_2\) as postcollisional ones. They are given by

\[
v_{1,2}' = v_{1,2} + \frac{1}{2} \alpha^{-1} (1+ \alpha) (\hat{\sigma} \cdot \mathbf{g}) \hat{\sigma}.
\]

(2)

The only difference between Eq. (1) and the Boltzmann equation for inelastic dilute gases is in the presence of the equilibrium pair correlation function at contact \(g_e\). It is a function of the density that takes into account the increase of the collision frequency due to the finite size of the particles. By properly scaling the time, the solutions of both the Boltzmann and the Enskog equations for the HCS are the same.

Goldshtein and Shapiro [7] noticed that the normal solution to Eq. (1) describing the HCS has the form

\[
f_H(v,t) = n v_0^{-d}(t) \phi \left( \frac{v}{v_0(t)} \right).
\]

(3)

Substitution of this expression into the Boltzmann equation provides a differential equation for the function \(\phi(c)\), which becomes closed if the evolution equation for the temperature is used. The equation has not been solved exactly up to now and only approximate solutions are known. Here we are interested in the high energy tail of the velocity distribution, which is determined by the asymptotic behavior of \(\phi(c)\) for
large $c$. Esipov and Pöschel [9] realized that for large velocities the gain term in the Boltzmann equation is negligible compared to the loss term. Thus

$$\phi(c) \propto A \exp(-Ac),$$

(4)
is easily obtained for $c \to \infty$, where $A$ is an undetermined integration constant and $A$ is another constant introduced when solving the differential equation by separation of variables. The behavior in Eq. (4) represents an enhanced population for large energies compared to the usual Gaussian law. van Noije and Ernst [8] have obtained an approximated value for $A$ by solving the Enskog-Boltzmann equation in the first Sonine approximation. The result is

$$A^{-1}(\alpha) = \frac{\Gamma\left(\frac{d+1}{2}\right)(1-\alpha^2)^{\frac{1}{2}}}{\sqrt{2\Gamma}\left(\frac{d}{2}\right)^d},$$

(5)

where $a_2$ is a quantity related with the fourth moment of $\phi$ and therefore with the fourth velocity moment of the one particle distribution $f_H$. In the first Sonine approximation and neglecting contributions to the velocity moments that are nonlinear in $a_2$ it is found that [7,8]

$$a_2 = \frac{16(1-\alpha)(1-2\alpha^2)}{9 + 24d + 8ad - 41\alpha + 30(1-\alpha)\alpha^2}.$$

(6)
The above expression for $a_2$ has been compared with results obtained by means of the direct simulation Monte Carlo method and excellent agreement has been found [6]. This comparison is extended in the following to Eqs. (4) and (5).

The direct simulation Monte Carlo method was introduced as an efficient way of obtaining numerical solutions of the nonlinear Boltzmann equation [12]. The only modifications needed to apply it to the case of inelastic collisions are the expressions of the postcollision velocities. We refer to the literature for details of the method and only specific information about our simulations will be given here. The first point to be stressed is that we have solved the homogeneous Boltzmann equation, as given in Eq. (1). In the technical language of the direct simulation method, we have considered a single cell since positions of the particles do not appear in the equation and therefore there is no need to compute and store them. For the same reason, no boundary conditions are needed. Of course, this implies that the possibility of spontaneous formation of spatial inhomogeneities is eliminated in the simulation. In fact, it is the capacity of the method for forcing the system to stay in the HCS, even for small values of the coefficient of restitution, that renders it feasible to identify and measure the high velocity tails.

In our simulations we have considered a two-dimensional system of $10^6$ particles. In addition, the results have been averaged over a number of different trajectories, going from 700 for $\alpha = 0.1$ up to 2500 for $\alpha = 0.7$ and 0.9.

First, let us consider the case $\alpha = 0.1$. In Fig. 1 we present the simulation results for the scaled distribution function $\phi$ as a function of the scaled velocity $c = v/v_0(t)$. Here and in the following the velocity $c$ has been discretized in intervals $\Delta c = 0.05$. It is observed that $\ln \phi(c)$ shows a linear profile for $c \geq 2$, indicating an exponential velocity tail, as predicted by Eq. (4). Also plotted for comparison is the Gaussian $f_M = \exp(-c^2)$. The discrepancy between both functions is clear in the exponential region of $\phi$. Similar behaviors have been observed for $\alpha = 0.2, 0.4,$ and 0.6. The main difference is that as the value of $\alpha$ increases the velocity range for which the exponential behavior shows up moves towards larger velocities. Thus the relative population corresponding to the asymptotic velocity tail decreases and the simulation noise increases, rendering it very hard to detect the exponential decay law.

The highest value of $\alpha$ for which we have been able to obtain a relevant indication of exponential behavior is $\alpha = 0.7$. The results are shown in Fig. 2, where again the Gaussian has been included for reference. The quantitative deviation of $\phi$ from the Gaussian in the velocity range considered is much smaller than in Fig. 1 and in fact it is quite difficult to identify a linear region in the plot of $\ln \phi(c)$. In order to get some additional information, we also present the

![FIG. 1. Scaled velocity distribution $\phi$ as a function of the dimensionless velocity $c = v/v_0(t)$, where $v_0(t)$ is the thermal velocity at time $t$. The coefficient of restitution is $\alpha = 0.1$. The solid line is from the Monte Carlo simulation and the dashed line is the Gaussian $f_M = \exp(-c^2)$.](image1)

![FIG. 2. Same as in Fig. 1 but for $\alpha = 0.7$. Besides the numerical slope $\partial \ln \phi/c$ (crosses) and $\partial \ln f_M/c$ (dashed line) are shown in the inset. The horizontal line is the theoretical prediction from Eqs. (5) and (6).](image2)
values of the slope of \( \ln \phi \) and the corresponding Gaussian values. Although the error of the slope becomes very large for \( c \lesssim 4 \) due to the very small population for those velocities for which \( \phi \) is of the order of \( 10^{-8} \), a tendency towards a constant value of the slope is clearly identified. Moreover, this value seems to be very close to the theoretical prediction of Eqs. (5) and (6), also indicated in the figure.

The fact that the beginning of the exponential region shifts towards higher velocities as the system becomes more elastic is easy to understand since we know that the equilibrium velocity distribution is exactly Gaussian for all velocities in the elastic limit. More quantitatively, the asymptotic analysis carried out in Ref. [9] suggests that the exponential behavior requires \( c \gg (1 - \alpha^2)^{-1} \). For \( \alpha > 0.7 \) we could not reach such a region, although in all cases the results were compatible with an exponential tail, in the sense that a tendency towards a constant slope of the logarithm of the distribution as the velocity increases was observed.

In Fig. 3 we compare the simulation values for the exponent \( A(\alpha) \) introduced in Eq. (4) with the theoretical results given by Eqs. (5) and (6). The former have been obtained by fitting the numerical data for \( \ln \phi \) in the velocity region where a linear decay was found. In order to improve the statistics, each of the displayed points is the result of averaging over the value of the slope at ten different times, so that each trajectory has provided ten raw values of \( A \). The arrow in the value corresponding to \( \alpha = 0.7 \) indicates that it is only a lower bound, as discussed above. The agreement between theory and simulation is quite remarkable.

**III. DISCUSSION**

We have verified the exponential high energy tail of the velocity distribution function of a granular gas described by the Enskog-Boltzmann equation in the homogeneous cooling state. Also the accuracy of Eqs. (5) and (6) for the constant \( A \) has been verified. Although the exponential region in the velocity distribution has been clearly identified only for \( \alpha \lesssim 0.7 \), the conclusions are expected to apply for all \( 0 < \alpha \ll 1 \) since no singular values of \( \alpha \), aside from 0 and 1, appear in the Boltzmann equation. In this context, let us note that for \( \alpha \approx 0.7 \) the HCS is known to be highly unstable against spatial perturbations [13]. For this reason, it is a very difficult task to obtain the high energy tail from molecular dynamics simulation techniques. The system becomes inhomogeneous and departs from the HCS very soon so that there is no way of reaching a significant level of statistics. Although the same comment is in principle true for the complete (inhomogeneous) Boltzmann equation [6], we have taken advantage of the possibility of simulating and solving numerically the homogeneous Boltzmann equation (1), from which the HCS is a stable solution for an arbitrary value of the coefficient of restitution.

A practical result following from the numerical resolution of the Boltzmann equation is that the transition from the Gaussian behavior to the exponential one takes place over quite a narrow interval of thermal velocities \( c \). In fact, an accurate prediction of the velocity for which the exponential tail is observed is obtained by equating the slopes of the Gaussian and the exponential distributions.
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