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. 8T iﬁ}lﬁs FOR THE APLICATION OF AN MAPTEVE CG&?BOLLER
TO HYDROTURBINE GENERATOHRS

F R. Rubla, E, F Camacho, J. Arscil, 1.3, Franquelo and IMG, Prevest

ﬂ@mnt sf Automatic and Efecwmfcs E, TS Engmeerfng ind
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Abstract.

This paper describes some studies

made ‘towards

the automatization of . hydroturbine generators with mlcrccemputﬁrgg
The overall design will inelude -an automata controlling the star
ting-up and shutting—down procedurs as well as an self—tuning re .

qulatar for the speed contrcl.

A seli~tuning xegalator based on tha classical ?ole-assignmant -

- method is studied.

The algorithm uses a fast procedure for sol-

ving the polynomial equation implicit to selfturner regulators .
This procedure is very simple from a computational point of view
as only applications ¢f elementary transﬁarmations on a 2 x 2 po

Iynomisl matrix are needed.

.

“The algorithm has been programmed on a ﬁlgital PDP 1103 computar

and applied to some test problems.

Kezgorda. Adaptlve control, microproca&&ors, process centr014d

INTRODUCTION

Self-tuning requlators are désigne& -
to operaté in processes that exhibit

either £ime varying or nonlinear dyna -

mic or both, This is the case of hﬁhn‘
- turbine spﬁed regqulators where non ‘1i
nearities in the vdlves and opther. sys
tems parts are found.These systems al
‘8o, have gradual drifts and delay and
what 1s more important, slow time
changes in two of the main factors
affecting the overall -system dynamics,

naeds soms aﬁagtzve mechanism to fo -
1low parameter changes. A way of in -
troducing this mechanism is €0 use a

forgetting factor. in such a way that

the algorithm gives more wWeight to -
"the latest measurements and therefore
allows it to follow parameter ahanqeﬁ.

. Choosing an apprcpiate fcrgetting fac

"which are the water head (Elgerd, 1982}f

and the Mw/Hz constant of the system

{stiffness) depending on the governor

and -load characteristics (Sterling =
1978). Classical analog regulators,be-

_chanical and eleetro&ia, have been .

used to control the speed of hydrotur,"

bine generators. These regulators are
tuned at installation and have to be
‘retuned from time to time, Self-tu -
ning requlators seem: t¢ be the ans -
- wer to some of the problem mentioaed

Self-tuning. reguiators (aatrom ,1930}

" work basically 1ike this: The prooess para—
meters are estimated on~ling by a re-
cursive least-squares estimation and
these estimates are then used to cal-
culate the regulator para@eters.

Due to the parameter changes in the -
process, the estimation algorithh
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- work.

tor 1s essential for the algoxithm to
If a large forgetting factor =-.
is chosen. The estimation algorithm -~
has a very poor speed of adaptation -~
to parameter changes in the mo&ellan

the other hand, 1f a small forgétting

.factor is chosen, the identification

algorithm is extremely sensitive to -
disturbances and susceptible to nufiew .
rical computational dificulties when.

*hlow-up® problems in the eovariance -

matrix arise,

"ﬁhe aigmrithm used in this yapﬁr wcxks

with an identification elgorithm{For- .
tefoue and. coworkers (1981} with a’va
.riable forgetting factor that solv@a

"the problems mentioned before.|.

The adaptiva algorithm used is &aecr&
bed in next section, and is based!on
a control law equivalent to a linear
feedback of the state vector and an
obgserver. A method (Aracil,1974).,ba.
ged on elemental transformations on
a 2'x 2\pﬁ1yﬁcmial mat;ix,is used to
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solve the pelynomial equation found
in the algorithm.

The amount of computation reguired -
for adaptive regulators,and therefore
the sampling tlme;iﬁcreasescansidexa
bly with the order of the system con=
sidered. Working with a reduced model
can sometimes improve the guality of
the control as sampling time can bhe -
reduced, in this sense the paper pre-
sents some results obtained.

ADAPTIVE CONTROLLER.

The structure chosen for the adaptive
controller is the one shown in fig. 1.
This econtrol structure corresponds =
to a linear state feedback and a Luen
berger observer given certaln copdi -~
tions (®lliett and Wolovich,1878). As
it is known this control law will ar-
bitrarily assign all close-loop sys -
tem poles preserving the open loop zZg
oS,

Let us sappose that Td{z) is the desi
red close—-loop tramsfer function. T&~
gan be seen. from fig. 1 that

¥(z)_

@) = )T DHIEE o DR E T GIEE)

This.equation can be transformed in

Nz}
Di{z} + F(z)

Td({z} = 2]

when the following eguations hold

Kiz) ﬂ{g} + D{z} K{z} = ¥{z} {3

Y{z) = F(z) Giz}

As degree G{g} = n-1, with n=degree
D{z} , the degrees of K(z} and H({z)
should be egual or smaller than n-1 -
in order to obtaln a realisable -
controlier.

o sablsfy eguation (3} polynomials
K{z} and H(z} can be obtained applying
the following algorithm {(Aracil, i974}.

1., Using Euclid's algorithm calcoula-
te P{z} and Q{z} such that

Nz} B(z) + Dz} Qi{z} =1 {4}

2. Form the polynomial matrix,

N(z) G(z) (1)

" F.R. Rubioc et al.

i iz | (W2 -l ¢ (&

J{z)} = -

3oy 3 (5)
21 J22 D{z) alz) ¢ {2 «\

3. Reduce the degree of 5 and 1§
adding column 1 multipixed 2%
constant to c¢olumn 2 until it is
no longer possible to decrease -
both or either of them,

Procass

Ni{z)/Diz) |k

ref.
v

1 Identif.

Figure 1, Structure of the Adaptive

Controller,

Hetice that 1 is alwsys possible if
Wz} and D{z) are prime., A4s transfor

mations describedin 3 do not change -
the determinant of J{z} we have,

det Ji{z) = N(z)j22{z}—D(z)jll(z)x$(z) (6)

as P{z) and Q{z) satisfy (4).
Therefore the polynomizals X({z) and -
H(z) are respectively jEE{z) an mjil{z)’

IDENTIFICATTON ALCORITHM

Most of the success of an adaptive con
troller depends on how well the identd
fier behaves. It is well known that -
the forgetting factor has great influen
ge in the behaviour of the identifier
and serious problems can be found when
a oonstant forgetting factor ip used,
especially in steady-state regulation
where ©ld information is continually
forgotten and very little dynamic ine
formation is coming in from the pro -
cesz which may in turn iead {0 an ex



Application of an Adaptive Gontrollex to Hydroturbine Generators 427

penential growth of the covariance ma
trix making the identifier very sensi
tive to noisge,.

There are varicus ways of aveiding the
problems mentioned before., Some of -
them act directly om the covariance ma
trix making sure that it is always -
bounded. Other methods conslst of using
a variable forgetting factor which in
turn may be changed by different me -
thods.

We have used a variable forgetting -
:factor, which is updated with an alggo
rithm (Fortescue, 1981}which takes in-
to accotint the following fact: the -
error between the output of the pro -
cess and the one 0f the estimated sys
tem will tell usm szomething about the
hehaviour of the ildentifier. A small
2LroY can be obtained if either: the
process has not been excited:; the pa-
rameter values are nearly correct or
the identifier is sensitive enough to
reduce this srror.When we have a chap
ge in the process parameter, the pro-
cess and identifier will give a diffe
rent output and the error will be lar
gea.

In the first case a reasonable strate
gy would be te retain as much informa
tion as pessible by choosing a for -
getting factor close t0 one. In  the
second case the algorithm should for-
get the measurements corresponding to
the "0ld" process. This can be accom-
piished by choosing a low forgetting
factor. A measurement of the informa
tion cgontent of the filter can be de-—
fined as the weighted sum of the squa
res ©f the errors, which can be expre
ss5ed In a recursive way as:

£ (e)=A{e)E{E-1}+ L1-d {t-k-1)TK(c)e(t)?

where 3{t} is the forgetting factor,
¥{t) is the gain of the filter and - -

3T (4) contains the last ntl measure—
ments of the input and output of the
PIOCEEs,

The forgetting factor is then calcula-
ted In guch a way that the estimation
is hased on the same amount of infor-
maticn.That is, keeping IL{t} constant.

It can be seen that this is accompli-
shed by: -

A () =1 - 1L/N(t)
where

niE) = 2 /[0 (t-k-1) "R (6)] e(6)?

the identification algorithm can be
expregsed as :

1. P = plek-1)T00e-1)
2. eit) = v~ PE)
3. Kit)=®(e-1)¢ (t=k-1) /[1rp ey T

P(e-1) ¢{t-k-1)]
4. Bty =8lt-1) + K() e{t)

5. A = 1- [1- o (ex-1)" k(D] ew)?/ 3,
iF AlE)eA . set ME)= ) min

6. Pt} = [1k(t) ¢ltk-1T}Ptt=1)/ Ale)

‘IMPLEMENTATION OF THE ADAPTIVE CONTRO

ILLER.

Two systems based on microprocessors,
have baen used for the implementation
of the adaptive vontrcller, The first
one tegenter) is dedicated to the com-
putation of the algorithm described -
in the previous sections; the second
one {peripheral)is dedicated to actua
te on the process with the set point
received from the center and to scan
the process output and send it to the
center. This structure can be seen in
Eig., 2.

Center

Trans, Line Tﬂl 0420 ma

Microproc.

RIL 11

analog
Interface
A

Process

Figure 2, System Configuration

The main computer is libevated from the
‘tasks of controlling the analog input
sutput interface. This structure allows
the system to be used for the control
of a distributed process,connecting -
o the central computer various pexi-
pheral computers through series trang
migsion lines.

The communication protocol is of the
guestion from the center-lanswer Lrom:
the peripheral type in such a way that

" the peripheral will be quiet until an

order has been sent. A time out has -
been used in order to avoeid that both
computers remain simultaneously in &
waiting state.
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The peripheral station is normally -~
walting for a byte from the center.
When the byte is received, it puts it
through one of the ocutput channels,rea
ding the process output and sending -~
it to the center.

An analog computer and an electromecha
nical system have been connected to -
the system to test the behaviour of =
the algorithm with variocus type of pro
cesses, The results obtained are des~
cribed in next section.

APPLICATION TO BOME TEST PROBLEMS.

The adaptive controller described abo
ve has been applied to the control of
some test problems. The first process
chosen has been a second order system
gsimulated in the analog coamputer with
a transfer function

4

32433+12

Gis) =
The system has been controlled, with
the algorithm described in the pre -~
vious sections, sekting the poles of
the desired transfer function to ob-
tain a system without dgcilations and
a Tising time of 1.5 secondsg. The -
gain X, of fig. 1 is calculated at -
each S%Qp in the algorithmto obtain
a desired static gain,

Fig. 3 shows the behaviour of the sys
tem with a sampling time of 9.5 se -~
conds and using a second ordex model
for the identifier. It can be seen
how the adaptation mechanism works in
the starting up procedure and when a
sudden change is produced in the pro-
cesg transfer function.

sable I shows the mean sguare erxyor -
between the process output and the -
theoretical one for different values
of the sampling time and using a first
and a second order model for the ocon-
troller.

TABLE 1. MEAN SQUARE ERROR {MSQ)

sampling time 18t order 2749 order
1.% sec 01.255 0.314
1 sec 06.242 0,217
0.5 sec 0.192 0,139
0.20 sec 0.123 -

As it can .be seen in table 1 the MSC
decreases with the sampling time and
the results obtailned using a first or
der model for the identifier are be -
tter than the ones obtained with a sg
cond order model if the sampling time
is reduced. This can be helpful when
implementing adaptive controllers with

microprocessors, as the algorithm des
¢ribed is very simple in the case of
a first order model,

6

-5

6

"*»6

system output

560

-1 desired output

58

i

.Figure 3. Response of a second
order system.

Fig. 4 shows the process output for a
first and second order model with the
sampling time of 0.5 and 1 second res
pectively. -

One of the main problems with adapti-
ve controllers is the oscillatory be-
haviour during the starting-up peried.
This behaviour is due to the fact tha
in those moments the identifisr is -
working with very little information
and the process parameters,and there-
fore the control polynomials{ K{z}and
H{z}} are subject to sudden changes.
One way of aveoiliding this problem is
not allowing sudden changes of the para
meter of the control polynomials.This
can be accomplishedl by

PN—PO‘FG(?R - Byl
where P, is the new set of parameters,
P, 1is tge old set and ¢ is a constant
tgat can take values between 0 { no
adaptation) and 1, The value of ¢ can
be calculated as & function of the
covariance of the estimates.
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%6 gt —trh
SN R S
-4}
at system cutpat (2“6‘ order}

Figure 4. Comparison of a £¥ana
order controller

A suitable function c¢an be:

g = exp (t‘*.ﬂo ‘trace (covariance))

Fig. 5 shows the output of the system
with a sampling time of 0.5 seconds -
when this omechanism is introduced.As
it can be seen, the starting up proce
dure i1s improved.

4 ¥ (gystem output)
10 ( ‘ r
m. a i I k3 V'l A R-
R el RO o
- b N
4 ydit} {desired output)

]
Y

—L L
U

1
b

Figure 5.Modified adaptation
mechanism

A& process consisting ‘of a DC motor,me
chanical gear, servoamplifier and ;th;‘?‘t
co has been chosen as a sgcond exam -
ple. The main charagteristic of this
system is its non linearities due to
a dead zone produced by static fric -
tionsg.

A gecond and first order model have -~
been used to control the speed of this
gystem., A square wave signal has bean
usaed as reference for the speed. The
output ©f the Bystem and some of the
egtimated parameters are shown in fig.
6. The sudden changes of the parane -
ter correspond to the crossing of the
dead zons by the process.

5.6 4
2.
. 4
BEC. -
A )
B
-z, 84—
- N T
2t desired output
T ettt
-3

Figure 6. Speed control of a DC
motor

Ag & third example we have chosen a -
model of a hydroturbine generator. -
and the hydraulic amplifier. This pro
cess responds to a step change in. the
valve position with a momentary power
decrease and can be modelled with a
third order nomnminimum phase system.
The results obtained using a first -
and second order controller are shown
in fig. 7.

As it ¢an be seen the algerithm can ~
not control the system with a first
order model. This is due to the fact
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that the identifier gets the parame -
ters corfresponding to the momentary -

qrop of the output when a step change
is produced in the input,

As the algorithm used does not change
the zercs of the process, the overail
Zystem is a nonminimum phase and thig
behaviour can be seen in fig. 7. Note
?hat the zero cam not be cancelled as
it is outside the unit circle. This -
problem is golved in practice by a -
double feedback of speed an yalve po-
sition,

81
M system output (2" order)
S A
i s 8RO,
-4%
4
desired cutput {ﬁﬁﬁ
\-- TR S —tmed
_4k
4k
systgq cutput
L order) e e
T S s — Tod
é' desived output
(1™ order) /
ﬁ — ) + T 280
—4h

Figure 7. Adaptive control of
& nopminiman phase
system,

an automata for controlling the star-
ting-up ang shutting down procedure -
of this process is also being desig——
ned, This automata is being implemen-
ted with a Motorola 6800 microprocemm
sgoy. More than a hundred digital in-
put-gutput signals must be handled.

the auvtomata should transfer control

to the adaptive regulator cnecs the tur -

bhine is staryrted.

COHCLUSIONS

The paper presents some studies made
with adaptive controllers, An algo -~
rithm using Buclid's algoxithm and ele
mentary transformation on a 2 x 2 po
lynomial matrix have been used to sol
ve the polynomial equation implicit
t0 pole placement adaptive controller.
The algorithm has been tested on seve
ral systems using first and =mecond
order models. It can be sieen in two
of the examples chosen that the re -
sults obtained with a first order mo

del with smaller sampling time are si
milar to those obtained with a second
order model. This fact can be of in-
terest when implementing adaptive con
trollers with microprocesscrs.

A smoother way of adaptation to solve
some of the problems of the starting
up period of an adaptive controller
has been used and we feel that this
heuristic aproach should work well in
practice. ; .
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