Dynamics of the Davydov-Scott monomer in a thermal bath: Comparison of the full quantum and semiclassical approaches
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The quantum state diffusion equation is applied to the problem of energy transfer in proteins. Lindblad operators, capable of coupling the full quantum Davydov-Scott monomer to a thermal bath, are derived. Numerical simulations with the QSD equation show that the Lindblad operators derived do recreate the exact equilibrium ensemble for the Davydov-Scott monomer. Comparison of the results obtained with the full quantum and with the semiclassical systems shows that, at biological temperatures, the latter provides a good approximation of the former.
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I. INTRODUCTION

The possibility that protein function involves the creation and transfer of vibrational excited states was first put forward in a classical paper by McClare [1]. This suggestion was then taken up by Davydov who was interested in muscle contraction [2]. In a series of studies, Davydov proposed that these vibrational excited states are amide I vibrations and that they can be stabilized by the interaction with local vibrations of the peptide group, thus affecting, and being affected by, the hydrogen bond length between peptide groups in a protein [3]. The analytical studies of Davydov on continuum models of α helices were extended to numerical simulations of discrete models by Scott and co-workers (for a review of the whole field until 1992 see Ref. [4]). The general conclusion from these studies was that, at low temperatures, the amide I excitation is localized and induces a shortening of the neighboring hydrogen bonds, a state that bears strong resemblances with the polaron [7,8] and that has been designated in the literature as the Davydov soliton. Proteins, however, must function at biological temperatures, and to be useful, the Davydov soliton must survive at these temperatures. The Davydov-Scott model includes two types of vibration: an intrasite vibration, the amide I vibration and intersite vibrations, the vibrations of the amide sites as a whole. Many of the studies assume that the latter vibrations can be treated classically, an approximation that we shall refer to here as semiclassical. The first simulations at finite temperature were performed within the semiclassical approximation and affected a coupling of the classical part of the system to a classical bath [9]. The result was that the Davydov soliton dispersed in a few picoseconds at biological temperatures. This result clashed with others, obtained later by Monte Carlo simulations of the full quantum system (QMC), which showed that, at thermal equilibrium, the local distortion induced by the presence of an amide I excitation increases with temperature [10]. This conflict was resolved by showing that, in a semiclassical system, the coupling of the classical part to a classical bath leads to a classical behavior for the quantum part as well [11]. Thus, while the states of a classical amide I excitation, as described by the Davydov-Scott model, are predominantly delocalized at finite temperature, the states of a quantum amide I excitation in the same conditions are predominantly localized [12]. A set of dynamic equations, within the semiclassical approximation, was proposed [11] that leads to the same equilibrium averages as the QMC simulations at biological temperatures. While at low temperatures, these equations lead to localized amide I excitations that travel in an almost coherent fashion along protein α helices, as in the low temperature studies [3,4], at biological temperatures, although still localized, the amide I excitations jump stochastically from site to site, changing their shape and their velocity as they travel [11,13]. These finite temperature dynamical equations couple the stationary Schrödinger equation for the amide I excitations to a Langevin equation for the lattice and thus are only truly valid when the amide I excitations are much faster than the lattice motions [13]. In a recent study, the finite temperature dynamical equations in Refs. [11,13] were applied to amide I energy transfer in a real protein [14]. As it is not possible to treat all the degrees of freedom of a protein quantum mechanically, it is important to assess the accuracy of the dynamical equations in Refs. [11,13]. The main purpose of this study is to assess the degree of accuracy of the semiclassical model, and of the specific set of equations proposed in Refs. [11,13], with respect to the full quantum model, particularly in what concerns dynamics at finite temperature. To simulate the quantum dynamics at finite temperature we will use the Quantum State Diffusion (QSD) theory [15]. QSD has been developed to describe open quantum systems and finds applications in phenomena such as the crossing of the quantum to the classical domain, decoherence and measurement processes. Here we will apply it to the study of the influence of a thermal bath on a quantum system. Since the number of variables needed to represent quantum states increase with the power of the number of amide sites, the comparison we make here is for the simplest possible Davydov-Scott Hamiltonian, representing just one peptide group (one site for amide I excitations), hydrogen bonded to a nonexcitable group. The paper is organized as follows. In Sec. II the theoretical framework to deal with finite temperature dynamics in full quantum systems is developed. In Sec. III results ob-
II. FINITE TEMPERATURE DYNAMICS OF THE DAVYDOV MONOMER

The Hamiltonian for the full quantum Davyov monomer is
\[ \hat{H}_q = \hbar \omega \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right) + \chi (\hat{b}^\dagger \hat{b}) + \hbar \Omega \hat{b}^\dagger \hat{b}, \]
where \( \chi = \sqrt{\chi' \hbar/(2M\Omega)} \) and \( \Omega = \sqrt{\kappa/M} \).

The Hamiltonian (1) only includes an extrinsic anharmonicity, due to the interaction of the amide I excitation with the hydrogen bond that connect the carbonyl groups, C==O to the amine groups H-N. Although multiquanta amide I states have a certain degree of intrinsic anharmonicity, as has been established experimentally [5] and considered theoretically [6], we do not include it here because we restrict ourselves to one amide I quantum states only. This is because the sources for amide I vibrations we envisage here are biological processes such as the hydrolysis of ATP, which release, at most, energy for two amide I excitations. In future work we will consider also two-quantum energy states.

We are mainly interested in what happens at finite temperature. Let us first consider the thermal equilibrium situation. Because at biological temperatures the amide I energy is approximately \( 8k_B T \), thermalizing the whole system, that is, both the amide I vibrations and the lattice displacements, at these temperatures or below, leads to zero amide I quanta, on average, and an amide site that is decoupled from the lattice, which fluctuates as a harmonic oscillator. We are not interested in this trivial total thermalization. What we want to know is the dynamics of the lattice when one amide I quantum is present. The Hamiltonian (1) conserves the number of amide I excitations and thus the thermal average of the number of amide I excitations is specified by the initial condition that we consider. On the other hand, the Hamiltonian (1) does not conserve the number of quanta in the lattice, which fluctuates, at finite temperature. To determine the thermal equilibrium averages for the full quantum system, under the conditions just described, we note that the Hamiltonian (1) can be diagonalized by the Lee, Low, and Pines transformation [16], \( \hat{R} = \exp \left[ \frac{\hbar}{\Omega} (\hat{b}^\dagger \hat{b}) \hat{a}^\dagger \hat{a} \right] \), a procedure that leads to the transformed Hamiltonian \( \hat{H} \):

\[ \tilde{H} = \hbar \omega \left( \hat{A}^\dagger \hat{A} + \frac{1}{2} \right) + \hbar \Omega \left( \hat{B}^\dagger \hat{B} + \frac{1}{2} \right) - \frac{\chi^2}{\hbar \Omega} (\hat{A} \hat{A}^\dagger)^2. \]

where the transformed operators \( \hat{A} \) and \( \hat{B} \) are given by
\[ \hat{A} = \hat{R}^\dagger \hat{a} \hat{R} = \hat{a} \exp \left[ \frac{\chi \hat{b}^\dagger - \hat{b}}{\hbar \Omega} \right], \quad \hat{B} = \hat{R}^\dagger \hat{b} \hat{R} = \hat{b} + \frac{\chi \hat{a}^\dagger}{\hbar \Omega}. \]

It is readily verified that \( \hat{a}^\dagger \hat{a} = \hat{A}^\dagger \hat{A} \), so that these two operators have the same eigenvectors and eigenvalues. Using the diagonalized Hamiltonian (2), it is easy to show that the thermal averages over lattice fluctuations, for the full quantum system, are

\[ \langle \langle \hat{n}_K \rangle \rangle = v_{BE} \left( \frac{\chi n}{\hbar \Omega} \right)^2, \quad \langle \langle \hat{a} \rangle \rangle = -\frac{\chi n}{\hbar \Omega}. \]

where \( n_{BE} = \langle \hat{n} \rangle = n \), is the number of amide I excitations, \( v_{BE} = 1/(\exp(h\Omega/k_B T) - 1) \) is the Bose-Einstein distribution, and \( \langle \langle \cdots \rangle \rangle \) stands for equilibrium averages over thermal fluctuations of the lattice.

The corresponding thermal equilibrium values for a semiclassical Hamiltonian, in which the lattice displacement and momentum are real, are

\[ \langle \langle n_K \rangle \rangle = \frac{k_B T}{\hbar \Omega} \left( \frac{\chi n}{\hbar \Omega} \right)^2, \quad \langle \langle \hat{a} \rangle \rangle = -\frac{\chi n}{\hbar \Omega}. \]

where \( k_B \) is Boltzmann’s constant. Comparing Eq. (4) with Eq. (5) shows that the equilibrium average number of quanta in the semiclassical lattice only differs from the full quantum value because of the first term. However, as expected, the semiclassical thermal average number of lattice quanta (5) tends to the quantum expression (4) as temperature increases. At biological temperatures, i.e., \( T = 37 \, ^\circ C \), \( k_B T/\hbar \Omega \approx 4.9 \), while the full quantum Bose-Einstein distribution \( v_{BE} = 4.4 \), corresponding to a relative error of 11%. Moreover, the average displacements from the equilibrium position are exactly the same in the full quantum regime and in the semiclassical regime, at all temperatures.

Let us now consider the non-equilibrium situation. For the full quantum system we resort to the QSD equation [15]

\[ d|\psi\rangle = -\frac{i}{\hbar} \hat{H} |\psi\rangle dt + \sum_j \left( \hat{L}_j - \langle \hat{L}_j \rangle \right) |\psi\rangle d\xi_j \]

\[ + \frac{1}{2} \sum_j \left( 2(\hat{L}_j^\dagger \hat{L}_j - \hat{L}_j^\dagger \hat{L}_j) - \langle \hat{L}_j \rangle \langle \hat{L}_j \rangle \right) |\psi\rangle dt, \]

where \( \hat{H} \) is given by Eq. (1), \( |\psi\rangle \) is the wave function of the full quantum system, \( \hat{L}_j \) are the Lindblad operators [17] that represent the influence of the environment on the system, and \( \langle \hat{L}_j \rangle = \langle \hat{L}_j | \psi \rangle |\psi\rangle \). In Eq. (6) the first term describes the deterministic evolution of the system, while the two other terms describe its interaction with the thermal bath. \( d\xi \) are independent normalized complex stochastic variables with a zero mean and a zero covariance [15]. The Lindblad operators \( \hat{L}_j \) are not unique and can be defined by the Lindblad
form of the master equation for the system [17]

$$\frac{d\hat{\rho}}{dt} = -\frac{i}{\hbar}[\hat{H}, \hat{\rho}] + \sum_j \left( \hat{L}_j \hat{\rho} \hat{L}_j^\dagger - \frac{1}{2} \hat{L}_j^\dagger \hat{L}_j \hat{\rho} - \frac{1}{2} \hat{\rho} \hat{L}_j \hat{L}_j^\dagger \right),$$

(7)

where $\hat{\rho}$ is the density operator of the system. For a harmonic oscillator, the thermalization process can be achieved by the action of two Lindblad operators with the following form:

$$\hat{L}_1 = \sqrt{\gamma (1 + \nu_{\text{BE}})} \hat{b}, \quad \hat{L}_2 = \sqrt{\gamma \nu_{\text{BE}}} \hat{b}^\dagger,$$

where $\gamma$ is an arbitrary parameter related to the intensity of the heat bath, i.e., the larger the $\gamma$, the stronger the interaction with the bath and the faster the relaxation to thermal equilibrium. As explained above, the thermalization we are interested in is that in which the number of amide I quanta is conserved, while the number of lattice quanta is allowed to fluctuate. To derive Lindblad operators capable of thermalizing the Davydov-Scott Hamiltonian (1) in this way we resort to a heuristic reasoning. The diagonalized Hamiltonian $\hat{H}$ (2) is linear in the lattice operators $\hat{B}$, so, in terms of $\hat{B}$, the Lindblad operators are the same as for the harmonic oscillator. Using the relationship between $\hat{B}$ and $\hat{b}$ given by Eq. (3), we get the following Lindblad operators for our system:

$$\hat{L}_1 = \sqrt{\gamma (1 + \nu_{\text{BE}})} (\hat{b} + \frac{\chi}{\hbar \Omega} \hat{a}^\dagger \hat{a}),$$

(8)

$$\hat{L}_2 = \sqrt{\gamma \nu_{\text{BE}}} \hat{b}^\dagger (\hat{b} + \frac{\chi}{\hbar \Omega} \hat{a}^\dagger \hat{a}).$$

(9)

With the latter Lindblad operators the bath is constituted by phonons with the same discrete energy levels as the lattice.

Having obtained the Lindblad operators that thermalize the full quantum Davydov-Scott Hamiltonian, we can derive the quantum dynamical equations at finite temperature by making use of the fact that the time dependent expression for the thermal average of a given operator $\hat{A}$, and of its derivative, are obtained from the time dependent density matrix using the relations $\langle \hat{A}(t) \rangle = \text{Tr} \{ \hat{\rho}(t) \hat{A} \}$ and $\langle d\hat{A}(t)/dt \rangle = \text{Tr}(d\hat{\rho}/dt \hat{A})$. Using the latter expressions together with Eqs. (7)–(9), leads to the following differential equations for the thermal averages of $\langle \hat{n}_b(t) \rangle$ and $\langle \hat{b}(t) \rangle$:

$$\frac{d\langle \hat{n}_b(t) \rangle}{dt} = -i \frac{\chi n}{\hbar} \langle \hat{b}^\dagger \rangle - \langle \hat{b}(t) \rangle - \gamma \chi n \frac{2}{\hbar \Omega} \langle \hat{n}_b(t) \rangle,$$

(10)

$$\frac{d\langle \hat{b}(t) \rangle}{dt} = i \frac{\chi n}{\hbar} \left( i \Omega + \frac{\gamma}{2} \right) \langle \hat{b} \rangle - \gamma \frac{\chi n}{2 \hbar \Omega}.$$

(11)

In the latter equations and in what follows $\langle \cdot \rangle$ denotes thermal average of the quantity in the square parenthesis and $\langle \langle \cdot \rangle \rangle$, which was used in Eqs. (4) and (5), denotes its thermal equilibrium value.

III. RESULTS

A. Averages

One problem in comparing the full quantum approach with the semiclassical approach is that the states of the quantum lattice are represented by a wave function and there can be many wave functions that, when averaged over the displacement and momentum operators, lead to the same values of the displacement and momentum. Thus, one well-defined initial value problem in the semiclasical system can be mapped into a multitude of equivalent initial value problems in the corresponding quantum system. To minimize this problem we choose initial values of zero for the lattice displacement and momentum. With this choice, the solutions to the full quantum dynamical Eqs. (10), (11) are

$$\langle \hat{n}_b(t) \rangle = \langle \langle \hat{n}_b \rangle \rangle + \left[ 2 \left( \frac{\chi n}{\hbar \Omega} \right)^2 - \langle \langle \hat{n}_b \rangle \rangle \right] e^{-\gamma t},$$

$$-2 \left( \frac{\chi n}{\hbar \Omega} \right)^2 \cos(\Omega t) e^{-\gamma t},$$

(12)

$$\langle \hat{b}(t) \rangle = -\frac{\chi n}{M \Omega^2} \left[ 1 - \cos(\Omega t) e^{-\gamma t} \right],$$

(13)

$$\langle \hat{\rho}(t) \rangle = -\frac{\chi n}{\Omega} \sin(\Omega t) e^{-\gamma t}.$$  

(14)

It is readily verified that equations (12)–(14) lead to the correct thermal equilibrium averages (4) for the respective variables. Thus, the Lindblad operators (8) and (9) do allow for a correct thermalization of the quantum Davydov-Scott Hamiltonian (1) in that they lead to the exact quantum thermal equilibrium values.

In the semiclassical approximation [11,13], the nonequilibrium equations for the Davydov-Scott monomer are reduced to a single stochastic equation for the classical lattice displacement $u$, in which the number $n$ of amide I excitations, appears as a factor in a constant driving force

$$M \ddot{u} + M \Omega^2 u + M \gamma n \dot{u} = F(t) - \chi^* n,$$

(15)

where $F(t)$ is a stochastic variable that represents the classical bath and its time correlation obeys the fluctuation-dissipation theorem $\langle F(t_1) F(t_2) \rangle = 2M \gamma \delta(t_1 - t_2)$. The $\delta$ function in time means that the stochastic forces $F(t)$ are Markovian. In this way, the nature of the bath is the same in the semiclassical and in the quantum systems. For $\chi^* = 0$, Eq. (15) describes a Brownian harmonic oscillator [19]. For $\chi^* \neq 0$ we have a shifted Brownian harmonic oscillator, for which the oscillations take place not around zero, but around the thermal equilibrium average (4), as in the full quantum system. Two different dynamical regimes can be distinguished: overdamped (for $\gamma > 2\Omega$) and underdamped (for $\gamma < 2\Omega$). In both the semiclassical and the quantum approaches, we concentrate on the underdamped regime (for $\gamma < 2\Omega$), more interesting because the system undergoes intrinsic oscillations. Also, a small $\gamma$ corresponds to a weak coupling to the thermal bath, something that minimizes the effect of the Markovian nature of the stochastic forces.
Another problem that arises when comparing the dynamics, at finite temperature, predicted by the two approximations, are the different representations of the thermal bath in each approximation. Indeed, inspection of Eqs. (15) and (6) shows that while thermalization of the semiclassical system involves one real stochastic variable, the thermalization of the corresponding quantum system involves four independent real stochastic variables. For this reason, we first compare the time evolution of thermal averages in the two approximations and only consider individual trajectories later. Initial states for the classical lattice are specified by two real values: its displacement and its momentum. With the same initial conditions as before, integration of Eq. (15) leads to the following solutions:

\[
\langle n(t) \rangle = \frac{k_B T}{\hbar \Omega} \left[ 1 - \frac{\gamma^2}{2\Omega^2} \cos(\beta t) e^{-\gamma t^2} - \frac{\Omega^2}{\beta^2} e^{-\gamma t^2} \right] \\
+ \left( \frac{\chi n}{\hbar \Omega} \right)^2 \left[ 1 - 2 \cos(\beta t) + \frac{\gamma}{\beta} \sin(\beta t) \right] e^{-\gamma t^2} \\
+ \left( 1 + \frac{\gamma}{2\beta} \sin^2(\beta t) + \frac{\gamma}{2\beta} \sin(2\beta t) \right) \right], \tag{16}
\]

\[
\langle u(t) \rangle = \frac{\chi n}{\hbar \Omega^2} \left[ 1 - \left( \cos(\beta t) + \frac{\gamma}{2\beta} \sin(\beta t) \right) e^{-\gamma t^2} \right], \tag{17}
\]

\[
\langle p(t) \rangle = \frac{\chi n}{\Omega^2} \left( \beta + \frac{\gamma^2}{4\beta} \right) \sin(\beta t) e^{-\gamma t^2}, \tag{18}
\]

where \( \beta = \sqrt{\Omega^2 - \gamma^2}/4 \). We see that, for \( t \to \infty \), all variables tend to their correct thermal equilibrium values, given by Eq. (5). Also, in the limit \( \Omega \gg \gamma/2 \), the semiclassical displacement and momentum tend to the full quantum expressions (12)–(14). Thus, when comparing the two regimes we concentrate on the variable that differs most in the two regimes, namely, \( \langle \dot{n}(t) \rangle \).

Figure 1 shows the dependence of the cumulative average of \( \langle \dot{n}(t) \rangle \), which is defined as \( C(\langle \dot{n}(t) \rangle) = \int_{0}^{t} \langle \dot{n}(t) \rangle d\tau \), for \( T = 10 \) and 310 K. This figure displays this dependence for the full quantum and semiclassical system together with the result of the integration of the QSD equation, using the program written by Schack and Brun [20]. Both at 10 and 310 K, we see that the averages obtained with the QSD equation (dotted line) are approximately on top of the exact analytical quantum results (solid line). On the other hand, we conclude that, at \( T = 10 \) K, quantum effects of the lattice are important and the semiclassical system is a poor approximation to the full quantum system. For the more biologically relevant temperature \( T = 310 \) K, the quantum effects of the lattice are much less important and the semiclassical system leads approximately to the same time evolution as the full quantum system.

As explained above, a direct comparison of single trajectories at finite temperature in the two regimes is precluded by the different ways in which the coupling to the thermal bath is made in each regime. However, it is of interest to know what the single trajectories look like, especially for the full quantum system. Such single trajectories are displayed in Fig. 2 for the time evolution of the lattice displacement and for the number of quanta obtained in the full quantum system, from the numerical integration of the QSD equation (6) (solid line), and in the semiclassical system, from the integration of Eq. (15) (dashed line), at \( T = 10 \) K and \( T = 310 \) K. Also shown in Fig. 2 is a trajectory obtained with the QSD equation (6) for \( \chi = 0 \), in which case the Davydov-Scott monomer reduces to a simple harmonic oscillator with frequency \( \Omega \), uncoupled to the amide I vibrations. As expected, while the Davydov-Scott monomer oscillates around a displaced equilibrium position, the harmonic oscillator oscillates around zero. The oscillations of all three systems have the frequency \( \Omega \) of the lattice and, in spite of the differences between the coupling to the thermal baths in the two regimes, the oscillations in the semiclassical system are approximately in phase with the oscillations in the quantum system.

FIG. 1. (Color online) Time evolution of \( C(\langle \dot{n}(t) \rangle) \) for the full quantum system (solid line) and for the semiclassical system (dashed line), for \( \gamma = 0.01 \Omega \) and \( n = 1 \). The horizontal lines represent the corresponding thermal equilibrium averages. The dotted line was obtained numerically using the QSD program written by Schack and Brun [20] and represents an average over 500 individual trajectories, with a basis set with 200 levels for the lattice quanta and a time step of 0.01/\( \Omega \). Top panel corresponds to \( T = 10 \) K, and bottom panel to \( T = 310 \) K. The QSD line is not visible as it is almost coincident with the Quantum line.
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system for the first four cycles. At 310 K temperature, dephasing occurs faster, as expected, but recurrences are also visible. Comparing with the oscillations of the simple harmonic oscillator it becomes apparent, particularly at low temperatures, that the Davydov-Scott monomer extracts energy from the bath at a much higher rate. Indeed, the number of lattice quanta at $T=310$ K for $\chi=0$ (dotted line) is generally below that for $\chi \neq 0$ (solid line) and for $T=10$ K, the number of lattice quanta for $\chi=0$ is so small that it is practically on top of the horizontal axis, as can be seen in the inset at the bottom left of Fig. 2. All figures show that, even at biological temperatures, when the noise becomes significant, the quantum beats of the lattice, induced by the mere presence of an amide I excitation and enhanced by the thermal bath, are clearly visible.

B. Standard deviations

A variable of great interest when comparing quantum and classical approximations is the standard deviation. Let us first consider the standard deviations $\sigma_\alpha$ and $\sigma_\beta$ of $\hat{u}$ and $\hat{\beta}$, respectively, where $\sigma_A = (\langle A^2 \rangle - \langle A \rangle^2)$ is calculated in the full quantum regime. To this end we need the value of $\langle \hat{u}^2 \rangle$ and $\langle \hat{\beta}^2 \rangle$, which are given by

$$\langle \hat{u}^2 \rangle = \frac{h}{2m\Omega} \left( \langle \hat{b}^\dagger \hat{b}^\dagger \rangle + \langle \hat{b} \hat{b} \rangle + 2\langle \hat{n}_b \rangle + 1 \right)$$

$$\langle \hat{\beta}^2 \rangle = -\frac{m\hbar\Omega}{2} \left( \langle \hat{b}^\dagger \hat{b}^\dagger \rangle + \langle \hat{b} \hat{b} \rangle - 2\langle \hat{n}_b \rangle - 1 \right),$$

where $\langle \hat{b} \hat{b} \rangle$ obeys the following differential equation:

$$\frac{d\langle \hat{b} \hat{b} \rangle}{dt} = -2i\Omega + \gamma \left( \langle \hat{b} \hat{b} \rangle - \frac{\chi n}{\hbar \Omega} \langle \hat{b} \rangle \right),$$

$\langle \hat{b} \rangle$ being the solution to the differential equation (11) with initial condition $\langle b(0) \rangle = 0$, given by

$$\langle \hat{b}(t) \rangle = \frac{\chi n}{\hbar \Omega} \left( e^{-\gamma t} \right) \left( 1 - e^{-\gamma t} \right).$$

Introducing this solution in Eq. (21) we get
\begin{equation}
\langle \hat{b} \hat{b} \rangle = \left( \frac{\chi n}{\hbar \Omega} \right)^2 \left( 1 - e^{-\alpha \Omega t} \right) + Ce^{-2\alpha \Omega t}
\end{equation}

in which \( C \) is a complex constant.

In order to determine the value of \( C \) we need to know the initial values of \( \sigma_n \) and \( \sigma_r \) (which are the same as for the harmonic oscillator), together with their equilibrium values. They are as follows [21]:

\begin{equation}
\sigma_n(0) = \frac{\hbar}{2M \Omega}, \quad \sigma_r(0) = \frac{\hbar M \Omega}{2},
\end{equation}

\begin{equation}
\sigma_n(\infty) = \frac{\hbar}{2M \Omega} \coth \frac{\hbar \Omega}{2KBT}, \quad \sigma_r(\infty) = \frac{\hbar M \Omega}{2} \coth \frac{\hbar \Omega}{2KBT}.
\end{equation}

With these values it can be shown that the complex constant \( C = \chi n / (\hbar \Omega) \) and that the quantum standard deviations of \( \hat{u} \) and \( \hat{\rho} \) become

\begin{equation}
\sigma_u(t) = \frac{\hbar}{2M \Omega} \left[ 2n_{BE} (1 - e^{-\gamma t}) + 1 \right],
\end{equation}

\begin{equation}
\sigma_r(t) = \frac{\hbar M \Omega}{2} \left[ 2n_{BE} (1 - e^{-\gamma t}) + 1 \right].
\end{equation}

These results, that do not depend on \( \chi \), are the same as for the harmonic oscillator [21].

On the other hand, it can be shown that in the semiclassical approximation, the standard deviations \( \sigma'_u \) and \( \sigma'_r \) have the following expressions:

\begin{equation}
\sigma'_u(t) = \frac{\gamma K_BT}{2M \beta^2} \left[ -\left( \frac{\gamma}{2 \Omega^2} \cos(\beta t) + \frac{\beta}{\Omega^2} \sin(\beta t) \right) \exp(-\gamma t/2) - \frac{2}{\gamma} \exp(-\gamma t) + \frac{2 \beta^2}{\gamma \Omega^2} \right].
\end{equation}

\begin{equation}
\sigma'_r(t) = \frac{M \gamma K_BT}{2 \beta^2} \left[ -\left( \frac{\gamma}{2} \cos(\beta t) - \beta \sin(\beta t) \right) \exp(-\gamma t/2) - \frac{2 \gamma}{\beta} \exp(-\gamma t) + \frac{2 \beta^2}{\gamma} \right].
\end{equation}

As was found in the full quantum regime, the standard deviations in the semiclassical regime do not depend on \( \chi \). In the limit \( \Omega \gg \gamma/2 \), their expressions can be approximated by

\begin{equation}
\sigma_u(t) = \frac{\hbar \nu_{MB}}{M \Omega} (1 - e^{-\gamma t}),
\end{equation}

\begin{equation}
\sigma_r(t) = M \hbar \Omega \nu_{MB} (1 - e^{-\gamma t}).
\end{equation}

The latter equations only differ from those obtained in the full quantum regime Eqs. (26) and (27) for two reasons: first, the quantum expressions include a term associated with the uncertainty principle that states that the standard deviations cannot both be zero, even for well defined initial conditions, and, secondly, because where in the quantum expressions we have the Bose-Einstein distribution \( \nu_{BE} \) in the semiclassical expressions we have the classical number \( \nu_{MB} = \frac{\nu_{BE} T}{\nu_{BE} + 1} \).

The time evolution of the cumulative standard deviation is shown in Fig. 3. As was observed in Fig. 1, the semiclassical approximation is worse at \( T = 10 \) K, where the relative error in the standard deviation of the displacement is approximately 67\%, than at \( T = 310 \) K, where that error is virtually zero, something that lends further support for the lack of importance of quantum effects of the lattice at biological temperatures.

**IV. DISCUSSION**

As far as we know, this is the first time that the QSD equation is applied to the problem of energy transfer in proteins and that Lindblad operators, capable of providing a correct thermalization of the Davydov-Scott system, are derived. Our main purpose is to make use of this full quantum formalism to evaluate the validity, at finite temperature, of the semiclassical approximation of the Davydov-Scott model. The relatively small system considered here allowed us to derive analytical expressions to important physical
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