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ABSTRACT. In this paper, we prove the local and global existence and attrac-
tivity of mild solutions for stochastic impulsive neutral functional differential
equations with infinite delay, driven by fractional Brownian motion.

1. INTRODUCTION

The theory of impulsive differential equations has become an active area of in-
vestigation due to their applications in the fields such as mechanics, electrical engi-
neering, medical biology, economical systems etc. One can find detailed information
in [3, 5, 14, 21, 22, 23, 24, 28] and references therein.

Neutral differential equations arise in many areas of applied mathematics and,
for this reason, these equations have received much attention over the last few
decades. Some good literature for ordinary neutral functional differential equations
are the books of Benchohra et al. [5], Graef et al. [14], Lakshmikantham et al.
[20] and the references therein. On the other hand, for partial neutral functional
differential equations we refer the reader to Balachandran [4], Benchohra et al. [6],
Jiang [17], Hale [15] and Hernandez [18].

The existence of neutral stochastic functional differential equation driven by
a fractional Brownian motion have attracted great interest of researchers. For
example, Boufoussi and Hajji [9] analyzed the existence and uniqueness of mild
solutions for a neutral stochastic differential equation with finite delay,driven by
a fractional Brownian motion in a Hilbert space, and established some sufficient
conditions ensuring the exponential decay to zero in mean square for the mild
solution. In [12] Caraballo and Diop, studied the existence and uniqueness of
mild solutions to neutral stochastic delay functional integro-differential equations
perturbed by a fractional Brownian motion. The existence and stability of second
order stochastic differential equations driven by a fractional Brownian motion has
been examined by Revathi et al. [34].

Recently, Boudaoui et al. [8] and Ren et al. [32] proved the existence of mild
solutions to stochastic impulsive evolution equations with time delays driven by
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fractional Brownian motion by using a Krasnoselski-Schaefer type fixed point theo-
rem. The existence of integral solution of non-densely impulsive neutral stochastic
differential equation was studied by Ren et. al. [31]

In this paper, our main objective is to establish sufficient conditions for the local
and global existence and attractivity of mild solutions to the following first order
neutral stochastic impulsive functional equation with time delays:

dly(t) — g(t. )] = [Ay(t) + f(t,yo))dt + o (t)dBG (1), teJ:=[0,T],  (L1)

Ay|t=tk = y(t;q‘r) - y(tk) = Ik(y(tk))’ k= 17 cee,Mm, (12)
y(t) = ¢(t) € Dg,, for ae. te Jy=(—00,0], (1.3)
in a real separable Hilbert space H with inner product (-, ) and norm || -||, where A

is the infinitesimal generator of an analytic semigroup of bounded linear operators
{S(t),t > 0}, Bg is a fractional Brownian motion on a real and separable Hilbert
space KC, with Hurst parameter H € (1/2,1), and with respect to a complete proba-
bility space (2, F, Fi, P) furnished with a family of right continuous and increasing
o-algebras {F;,t € J} satisfying F; C F. The impulse times tj satisfy 0 = tg <
1 <ty < ... bty <T (if T = o0, t), satisfies 0 =g < t; <tg < ...,tpm <--- ). As
for y;, we mean the segment solution which is defined in the usual way, that is, if
y(+y )+ (=00, T] x Q — H, then for any t > 0, y¢(-,-) : (—00,0] x Q@ — H is given
by:
y(0,w) =yt + 0,w), for 6 € (—0,0], w € .

Before describing the properties fulfilled by the operators f, g, o and I, we need to
introduce some notation and describe some spaces.

In this work, we will employ an axiomatic definition of the phase space D,
introduced by Hale and Kato [16].

Definition 1.1. Dy, is a linear space of a family of Fo-measurable functions from
(—00,0] into H endowed with a norm || -||p,, , which satisfies the following axioms.
(A-1): Ify: (=00, T] — H, T > 0, is such that yo € Dg,, then for every
t €[0,T) the following conditions hold:
(i): y+ € Dy,
(1): [yl < Lllyellps, »
(i) el < K () sup{ly(s)] -0 < s < 1} + N(@) oo
where £ > 0 is a constant; K, N : [0,00) — [0,00), K is continuous,
N is locally bounded and K, N are independent of y(-).
(A-2): For the function y(-) in (A—1), y¢ is a Dx,-valued function on [0,T).
(A-3): The space Dg, is complete.

Denote B B
K =sup{K(t):te€ J} and N =sup{N(¢) : t € J}.
Now, for a given T' > 0, we define

Dgr, = {y: (=00, T| X QY —=H, yp € C(Jp,H) for k=1,...m, yo € Dg,, and there exist

y(t,) and y(t;) with y(tx) = y(t;), k=1,--- ,m, and s[up] (ly()?) < oo},
te[0,T

endowed with the norm

1
1Yllps, = l¢llos, + sup (Ely(s)|?)?,
0<s<T
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where yy, denotes the restriction of y to Jy = (tg—1,tx], k =1,2,--- ;m, and Jy =
(—00,0].

Then we will consider our initial data ¢ € Dg,.

Let K be another real separable Hilbert and suppose that Bg is a K-valued
fractional Brownian motion with increment covariance given by a non-negative
trace class operator @ (see next section for more details), and let us denote by
L(K,H) the space of all bounded, continuous linear operators from K into H.

Then we assume that g : J xDx, — H, f: JxDx, = Hand o : J — L (K, H).
Here, L%(IC, H) denotes the space of all @Q-Hilbert-Schmidt operators from K into
‘H, which will be also defined in the next section.

As for the impulse functions, we will assume that Iy € C(H,H) (k=1,...,m),
and Ayli=, = y(t{) —y(ty ) y(t) = lm y(te +h) and y(t;) = lim y(t, —h).

The plan of this paper is as follows. In Section 2 we introduce notations, defi-
nitions, and preliminary facts which are useful throughout the paper. In Section 3
we prove existence of mild solutions for problem (1.1)-(1.3). Our approach to prove
the local existence of mild solutions is based on a fixed point theorem of Burton
and Kirk ([10]) for the sum of a contraction map and a completely continuous one.
The global existence and uniqueness of mild solutions are discussed in Section 4 by
using the Banach fixed point theorem. In Section 5 we provides sufficient conditions
for the attractivity of mild solutions to problem (1.1)-(1.3). Finally, in Section 6,
an example is given to demonstrate the applicability of our results.

2. PRELIMINARIES

In this section, we introduce notations, definitions, and preliminary facts which
will be used throughout this paper. In particular, we consider fractional Brownian
motion as well as the Wiener integral with respect to it. We also establish some
important results which will be needed throughout the paper.

Recall that (Q, F, F;, P) is a complete probability space furnished with a family
of right continuous increasing o-algebras {F;,t € J} satisfying F; C F.

Definition 2.1. Given H € (0,1), a continuous centered Gaussian process 1 =
{BH(t),t € R}, with the covariance function

Ryt s) = E[3" (t)3" (s)] = %(It\”’ s = [t = s[*T) b5 €R

is called a two—sided one—dimensional fractional Brownian motion, and H is the
Hurst parameter.

Now we aim at introducing the Wiener integral with respect to the one-dimensional
pH.
Let T > 0 and denote by A the linear space of R—valued step functions on [0, 77,
that is, ¥ € A if

n—1

B(t) =D will, (1),
=1
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where t € [0,T],2; e Rand 0 = 51 < 89 < -+ < 8, = T. For ¢ € A we define its
Wiener integral with respect to 37 by

/w a5 (o le (s511) = B (51)).

Let H be the Hilbert space defined as the closure of A with respect to the scalar
product

(Ljo,s Ljo,s))n = Ru(t, s).
Then, the mapping

n—1 T
_ , . H
= ; 2iliss o) /0 W(0)dB" (o)

is an isometry between A and the linear space span {37 (t),t € [0,7]}, which can
be extended to an 1sometry between H and the first Wiener chaos of the fractional

Brownian motion 3pan’ Q){5H( t),t € [0,T]} (see [29]). The image of an element
1) € ‘H by this isometry is called the Wiener integral of 1 with respect to 7. Our
next goal is to give an explicit expression for this integral. To this end, consider
the kernel

t
Kpy(t,s) = cHsl/%H/ (u— s)H=3/2H-1/2y,

S

1/2
where cy = (%) , with B(-,-) denoting the Beta function, and t < s.
) 2
It is not difficult to see that
oK t\s—H
atH(t s) = cH(;)2 (t—s)3.

Consider the linear operator Kj; : A — L2([0,T]) given by

(K3 ®)(s) = / <I>(t)6g{—tH(t,s)dt.

S

Then

(KrL0,0)(s) = Kn(t, 5)1,4(s),
and Kj; is an isometry between A and L?([0,77]) that can be extended to A (see
[2]). Considering W = {W(t),t € [0,T]} defined by

W (t) = B ((K5) 1),

it turns out that W is a Wiener process and $7 has the following Wiener integral
representation:

510 = [ Kult.dW (o).
0
In addition, for any ® € A,
T T
| ewsm i = [ aeware
0 0
if and only if K3® € L2([0,T]).

Also denoting
L3 ([0,T) = {® € A, Kj;® € L*([0, 7))},
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since H > 1/2, we have
LY ([0,7]) < L2,((0,TY), (2.1)

see [26]. Moreover, the following useful result holds:

Lemma 2.2. ([27]) For ® € LY ([0,T)),

a1 [ [ I R < 1 o

Next, we consider a fractional Brownian motion with values in a Hilbert space
and give the definition of the corresponding stochastic integral.

Let @ € L(K,H) be a non-negative self—adjoint operator. Denote by LOQ(IC, H)

the space of all £ € L(K,H) such that §Q% is a Hilbert-Schmidt operator. The
norm is given by

|§|i%(;¢,n) = tr(§Q¢").
Then £ is called a Q-Hilbert-Schmidt operator from IC to H.

Let {82 (t)},en be a sequence of two-sided one-dimensional standard fractional
Brownian motions that are mutually independent on (€2, F, P). The following series

Z ena >0,

where {e, }nen is a complete orthonormal basis in X, does not necessarily converge
in the space KC. Thus, we consider a K—valued stochastic process Bg (t) given
formally by the following series:

=Y BE®)Q%e,, t>0,
n=1

which is well-defined as a KC-valued Q-cylindrical fractional Brownian motion.
Let ¢ : [0,T] — LY (K, H) such that

. 1
Z HKH((PQ2en)HLl/H([O,T];H) < 0. (2.2)

n=1
Definition 2.3. Let ¢ : [0,T] — L (K, H) satisfy (2.2). Then, its stochastic
integral with respect to the fractional Brownian motion Bg is defined, fort > 0, as

t
/0 5)dBH (s Z / (5)Q " 2endB" (5) Z / (K (9Q2e,)) ()dW (s).
Notice that if
Z ||90Q1/2€n||L1/H([0,T];H) < 00, (2.3)

n=1

then in particular (2.2) holds, which follows immediately from (2.1).
Lemma 2.4. ([11]) If ¢ : [0,T] — LY (K, H) satisfies

T
2
1o s < o

then the series in (2.3) is well defined as a H-valued random variable and we have
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t
E\/‘ B (s)] < 21 [ (o) g s

Assume that S(t) is an analytic semigroup with infinitesimal generator A such
that 0 € p(A) (the resolvent set of A). Then, it is possible to define the fractional
power (—A)* 0 < a < 1 as a closed linear invertible operator with its domain
D((—A)%) being dense in H. We denote by H, the Banach space D((—A)*) en-
dowed with the norm ||y||o = ||(—A4)%y||, which is equivalent to the graph norm of
(—A)*. In the sequel, H, represents the space D((—A)%*) with the norm || - |4
Then, we have the following well-known properties that appear in ([30]).

Lemma 2.5. (i): If0 < B < a <1, then H, C Hp and the embedding is
compact whenever the resolvent operator of A is compact.
(ii): For each 0 < ae < 1, there exists a positive constant C,, such that
[(—A)S()|| < Soe ™, t>0, A>0.

Lemma 2.6. ([18]) Let v(-),w(-) : [0,T] — [0,00) be continuous functions. If
w(-) is nondecreasing and there are constants @ >0 and 0 < o < 1 such that

t

v(s)

v(t) <wl(t) + 0/ ——=—ds, t € J,
o (t—s)t=
then
o re S (07
@ no
v(t) <e Z( - ) w(t),

7=0
for every ¢t € [0,T] and every n € N such that nao > 1, where I'() is the Gamma
function.

Definition 2.7. The map f : J x Dg, — H is said to be L*-Carathéodory if

(i): t — f(t,v) is measurable for each v € Dg,;
(ii): v — F(t,v) is continuous for almost allt € J;
(iii): for each g > 0, there exists ay € L'(J,RT) such that

E|f(t,v)* < ay(t), for all ||v||%$0 < gq and for a.e. t € J.

3. EXISTENCE RESULT
Now we first define the concept of mild solution to our problem.

Definition 3.1. Given ¢ € Dx,, a H—valued stochastic process {y(t),t € (—oo, T}
is called a mild solution of the problem (1.1)-(1.3) if y(t) is measurable and Fi-
adapted, for each t > 0, y(t) = ¢(t) on (—00,0], Ayli—s, = Ip(y(t,)), k =
1,2,--- ,m, the restriction of y(-,-) to [0,T) — {t1,ta, - ,t;m} is continuous, and
for each s € [0,t), the function AS(t — s)g(s,xs) is integrable, and y satisfies the
integral equation

y(t) 6(0) — g(s, )] + g(t. ) t/AS@—ﬂ(&%MS

/St—s (s,ys ds+/St—s dBQ() (3.1)
+ > S(t—t)In(y(ty), tEe

0<tp<t
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Notice that this concept of solution can be considered as more general than the
classical concept of solution to equation (1.1)-(1.3). A continuous solution of (3.1)
is called a mild solution of (1.1)-(1.3).

Our main result in this section is based on the following fixed point theorem due
to Burton and Kirk [10].

Theorem 3.2. Let X be a Banach space, and ®1,P5 : X — X be two operators
satisfying:

(1) @4 is a contraction, and

(2) ®q is completely continuous

Then, either the operator equation y = ®1(y) + P2(y) possesses a solution, or the

set 2 = {y € X 1 A0 (§) + A2 (y) =y, for some A € (0, 1)} is unbounded.

We are now in a position to state and prove our local existence result for the
problem (1.1)-(1.3). First we will list the following hypotheses which will be im-
posed in our main theorem.

e (H1) A is the infinitesimal generator of an analytic semigroup of bounded
linear operators S(t), ¢ > 0 and there exists a constant M such that
{IS@®|?> < M} for all t > 0 and ||[(—A)'=AS(t)| < tl —=£ forallt > 0.
(H2) There exist constants 0 < § < 1, Ly > 0 and a bounded continuous
function ¢ : J — IR such that g is Hg-valued, (—A)”g is continuous, and

@): El(-4)7g(t.y)I> <cWlylp,, . t€J, y € Dx,

(i1): B|(=A4)%g(t,y1) — (=A)g(t,12)]> < Lyllyr — 213, , t € 7,

y1 and y € Dy, with Lo = 4f<2Lg(|(—A)—ﬁ|2 ”;”) <1.
e (H3) For all y € H, there exist constants d, > 0, k =1,...,m,... for each

Ii(y)] < di, and Y dg < oc.
k=0
(H4) f is a L?-Caratheodory map and for every t € [0,7] the function
t— f(t,y:), y+ € Dx,, is mesurable.
(H5) The function o : J — Lg (K, H) satisfies

T
| I gds < .

(H6) For the initial value ¢ € Dz, there exists a continuous nondecreasing
function ¢ : [0,00) — [0,00), ¥(0) = 0 and p € L*(J,IR;) such that
Elf(t,y)? <p®)¢(lylp,, ), for ae. t € J and y € Dg,

with
> du T
>77K2/ p(s)ds,
/77K0 ¢(u) 0
ARZMEB|G(0)?+4N?||93, +4K7F B TR
where K¢ = 17241?2(,,4)7;94*0  Be = s Cayae and
n = KT TEA=1)"T 7D /D(n(25-1) i T
281

7=0
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Theorem 3.3. Assume that hypotheses (H1)-(H6) hold. If 12K2(—A)~P6; < 1,
then, problem (1.1)-(1.8) possesses at least one mild solution on (—oo,T).

Proof. Transform the problem (1.1)-(1.3) into a fixed point problem. Consider the
operator ® : D, — Dy, defined by

¢(t)7 lf te (—OO, 0]7
S(0)[6(0) — 9(0, )] + g(t, ) + / AS(t — 5)g(s, ys)ds

) = +/Ot S(t—s)f(s)ds+/OtS(t—s)g(s)ng(s)
+ Y S(t—t)Lu(y(ty), ifted

For ¢ € Dx,, we define 9/5 by

"o (b(t)a te (—OO, 0]7
50 ={ sthotn, L7

then (;AS € Dxr,.
Let y(t) = 2(t) + ¢(t),—o0 < t < T. It is evident that z satisfies zy = 0,¢ €
(—00,0] and

At) = —S(B)9(0,8) + glt, 20 + dr) + / AS(t = 8)g(s, 2 + &)
+/ S(t—s)f szs+¢s / (t—s)g dBQ()

/\

+ Y S(t—te)Iu(2(ty) + oty ).t € J.

O<trp<t

Set D;ET ={y € Dg,, suchthat yo=0¢€ Dx,}; for any y € Dx, we have

1 1
1Yll7 = llgollps, +§1€1§(E||y( %)z = (Elly( %)z,

Then (D%, | - || ;) is a Banach space.
Let B, = {y € D-;'-T7 ||y||§), <gq, q¢> 0}. Clear that the set B, is a bounded
Fr
closed convex set in D/}-T for each ¢ > 0 and for each y € B,;. we have
12t + dillp,, < 2(12lB,, + ||¢t||pf )
< 4(N2||¢||Df + K2(q+ ME|6(0)[2))
=4
Let the operator P D_/FT — leT be defined by
0, if t € (—00,0],
t
~S(0)g(0,6) + g(t, 7+ B) + / AS(t ~ 5)g(s, 7+ 52)

(2) = +/t5’(t5) sngr(;S S(t—s)g dBQ()
+ ) St I(a(t) + </> teld

0<tp<t

)\
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Now, consider the two operators &)1, ‘52 defined by:

0, if te€ (—o00,0],
By(2)(t) = —S(tt)g(o,¢)+g(t,zt+$t)+/o AS(t — 8)g(s, 25 + bs)
+/ S(t = )9(s)dBg (5), it telo,7),
0
and
0 if te(—o00,0]

Clear that

©a(2)(t) = /OtS(t—s)f(s,zs)—l— Yo S(t—t)(z(ty) + 6(ty)), it te€0,T].

0<tp<t

D) + By = .

Then the problem of finding a solution of (1.1)-(1.3) is reduced to finding a
solution of the operator equation y(t) = ®1(y)(t) + ®2(y)(t), t € (—o0,T]. We
shall show that the operators ®; and ¥, satisfy all the conditions of Theorem

3.2. The proof will be given

in several steps.

Step 1: ®, is a contraction.

Let v,u € DIFT. Then, for t € J,

B|®1(v)(t) — D1 (u)(t)]> <

IN

IN

<

Since ||u0||2DfU = 07 ||U0H2D]:0

@1 (v) —

2FE|g(t,v: + (Et) —g(t,u + ¢A5t)|2
t
+2F / AS(t = 5)(g(5,vs + Bs) — 9,115 + B))

0
2L, |(CA) 2 (0) — u(t) B,
t 02_
2 [l L) = )l d

2Lg<||(_A)ﬁ||2+<C12g*_Tf>2) X [21?2 sup Elo(s) — u(s)|?
0<s<T

2

+2N oolly, + 2N uoll3, |

Lo sup Elv(s) —u(s)]?.
0<s<T

= (0. Taking the supremum over ¢, we obtain

B2, < Lollo—ul?,
T T

12,

where Ly = 4I~(2Lg ((—A)_BH2 + (C%:Tf)z> < 1. Thus @, is a contraction.

Next, we prove that the operator 52 is completely continuous.

Step 2: &, is continuous.

Let 2™ be a sequence such that 2z — z in D}T. Then, for ¢t € J, and thanks
to (H1),(H3) and (H4), I, , k =1,2,--- ,m, is continuous.
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By the dominated convergence theorem, we have

E$y(z")(t) — Bo(2)(1)2
<2E’/ (t— $)(F(5, (27 + Bs)) — F(5, 25 + Bs))ds

F2B| 30 IS0 - )P + 0(t0) — Inlz,; +0(t))

0<t, < <t

2
| :
<2MT/ E’ (28 + 64)) — f (5.2 + 0s))d ‘2

+2ME‘1k () + D(tD)) — Tu(2(t5) + o(t; ] — 0 as n — +oo.
Thus, @5 is continuous.

Step 3: <T>2 maps bounded sets into bounded sets in D/}-T.

Indeed, it is enough to show that for any ¢ > 0, there exists a positive constant
I such that for each z € B, = {2 € D/}-T : ||z||3), < ¢}, one has H<I)2(2)||2D, <l
Fr Fr

Let z € By; then for each t € [0,T], we have

2

oz < /St—sms ot dds+ Y S Iz + ()

0<tp <t
2
< 2M’/ fszs—i—(bs)ds’ +2M Y ‘Ik (ty) + o(t7))
0<trp<t
Thus,
E|®,z(t)]2 < 2TM/ ||zs+ci>é,||2 )
+2M Y B (t,c)+<z5(tk))|2
0<t, <t
’ T - 2
< 2MT¢(q)/ p(s)ds—i-ZM(de).
0 k=1

Then we have
m

~ , 2
E[@a2()|? < 2MTo(g )pllos +2M (Y di) =L
k=1

Step 4: C/I;g maps bounded sets into equicontinuous sets in D-;'-T'
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Let 0<e<m<meJ m,m2#t;,i=1,--- ,m, and B, be a bounded set of
D/}-T as in Step 3. Let z € By; then we have

~

E|(@a)(r) — Bop)(m)]? < Wéwﬂﬂw—ﬁ—ﬂﬁ—ﬂﬁﬁ@%+&w%
%Tfjwm—@—ﬂﬁ—ﬂ%W@%+&W%

%’2 ~
%T/Iﬂw*ﬂ%V@%+%W®

F10Y 1S(r— 1) - S(r — ) PEILG () + (¢
0<tp<m1 .

+4> 0 |S(m = ) PH(2" () + ot )]
T1 <t <T2

IN

6T/ |S(m2 —s) = S(m — s)|2aq/ (s)ds
0

—|—6T/ |S(r2 —8) — S(m1 — s)\Qaq/ (s)ds

—€
1 o

+6TM a,(s)ds

+4 Z (12 — tr) — S(11 — ti)di|?
0<trp <71

+anm( Y dk)2.

T1 <t <T2

The right-hand side tends to zero as 7 — 71 — 0, and ¢ sufficiently small, since
the compactness of S(t) for ¢ > 0 implies the continuity in the uniform operator
topology [30]. This proves the equicontinuity. Here, we consider the case 0 <
1 < 1o < T, since the cases 1 < 7, < 0and 14 < 0 < 75 < T are easier to
handle. N

Step 5: (®28,)(t) is precompact in H

As a consequence of Steps 2 to 4, together with the Arzela-Ascoli theorem, it
suffices to show that <T>2 maps B, into a precompact set in H.

Let 0 <t < T be fixed and let € be a real number satisfying 0 < € < ¢t. For
y € By, we define

(Doe2)(t) = S(e) /0 B S(t—s—€)f(s, zetps)ds+S(e) > S(t—ti—e)Iu(2(t; )+(t;))-

O<tp<t—e

Since S(t) is a compact operator, the set

Yilt) = {Bou(2)(0) : 2 € By}

is precompact in H for every € and 0 < € < t. Moreover, for every z € B, we
have

I
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E@)(t) ~ @alp)F < 47 [ ISP E s+ 50
HOYD IS - PEIRGE) + 3t

t—e<ttk<t
2
< ATM aq/(s)ds+4M( 3 dk>

t—e 0<tp<t—e

Therefore, there are precompact sets arbitrarily close to the set Y, (¢) = {625(2)(@ 12 €
B,}. Hence theset Y(t) = {ZI;Q (2)(t) : y € By} is precompact in H, and therefore,
the operator D, D/}-T — D,]_-T is completely continuous.

Step 5 : A priori bounds.

Now it remains to show that the set

E:{ZED}T Lz = ADy(2) + AD, (%),for some 0 < A < 1}

is bounded. For each t € J

A = —S(B90 ¢> +g<t s+ d) + / AS(t = 9)g(s. 7+ Bu)ds
—|—f0 (5,25 + bs)ds + fo — 5)o(s)dBE (s)
+ Z S( t— ti) In(2(tr) + ¢(tk))~
O<trp<t

This implies, for each t € J,
Elz()P < 6(=A) I MCB)I6]3,, +6(—A) )1z + o3,
t C2 =N t =N
+6T/ (I)WC( s)|lzs + ¢s||%70d3 + 6MT/O p(s)(|lzs + (bs”zvfo)ds

m 2
FI2MHEPI [ o (s) 2 ds + GM(de)

k=1
< F+6(-A C()||Zt+<f)t||7>f0
t C?
6T / % ()12 + a3, ds
LeMT / p()86(1|2 + Bsll%,. )ds

where

2
F=6(—A)""M¢|¢llp,, + 12MHT2H—1/ lo ()7 ds + 6M(de) ;
k=1
and
(" = sup [¢(#)].
teJ
But

lz¢ + Gl 2(lzl%,, + 19]1%,)

<

< 4K? up Bl(s )+ AR2MEIGO) + 4N 6]l
se|0,

< AK? sup Blz(s)|? + 4o (M +1)[|¢]3,., ,
s€[0,T]
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where
o? = max{K? N?}.
If we set w(t) the right hand side of the above inequality we have that

|2 + ¢tH%rD < w(t),
and therefore (3.2) becomes

2

t Cl—
E|z(t)* <F + 6(—A)P¢(t)w(t) + 6T/O (%C(S)w(s)dg

t—s)
+ 6MT/0 p(s)Y(w(s))ds. (3.2)

Using (3.2) in the definition of w, we have that

t 2
w(t) < 4K? [ F+6(—A)"PCw(t) +6T/ %C*w(s)ds
0 (t - 5) (33)
t
+6MT/ p(s)ip(w(s))ds) +4K2ME|§(0)* + AN 0|l -
0
Thus, we obtain
R T ACLC R d 3.4
w(t) < Ko+ loms‘f' 2Op(5)w(w(5)) S. (3.4)
where B R R B
. AK?ME|$(0)|* +4N?||¢ 3, +4K*F
o 1 — 24K2(—A)-AC> ’
UTK2C?_,¢*
LT o4R2(—A)-Be
and B
B 24TK2M
ST 1 24K2(—A)BCe
By Lemma 2.6, we get
t
wlt) < (Koot Ko [ plspututenis) (35)
0
where
) n—1 26—1
_ O EA-)) TP r(n(ap-1) N (KT
n=e’ Jz_(:)( 26—-1 )°

Let us denote the right-hand side of the inequality (3.5) by v(¢). Then we have
v(0) = nKo, w(t) <v(t), t € J,
and
v'(t) = nEap(t)y(w(t)), t € J.
Using the increasing character of ¢, we obtain

v'(t) < nKap(t)y(v(t)), for a.e. t € J.
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This implies, for each t € J, we have

’L)(t) dS T
/ B K, / p(s)ds = T(v(t)) < nEallplz1,
v(0) 1/’(3) 0

where I' is nondegreasing function defined by
 du

I'(z) = / —.

nKo T/J(U)

v(t) KT (nK|pllzr) = K = w(t) <v(t) <K, t € J.

Hence

From equation (4.5), we obtain that

2
E|z(t)]? <F +6(—A) P K + 6T t AC*K
B o (t—s)21=H

T
+6MT /0 p(s)0(K)ds = L, (3.6)

Thus
2
< L.
4l <L

As a consequence of Theorem 3.2, we deduce that ® has a fixed point, since
y(t) = z(t) + &(t), t € (—oo, T]. Then y is a fixed point of the operator ® which
is a mild solution of the problem (1.1)-(1.3). O

4. GLOBAL EXISTENCE AND UNIQUENESS RESULT

In this section we establish a result for the global existence of mild solutions
(T' = o0) for our semilinear equations with infinite delay. In order to achieve
this end, we need to impose some stronger assumptions, but will obtain the mild
solutions defined in R, something that will be necessary for the study of attractivity
of solutions in the next section.

We will need to introduce the following hypotheses which are assumed thereafter:

e (H1')The semigroup S(t) satisfies the additional condition:
3\ > 0 and 3M > 0 such that ||S(t)| < Me .
e (H2') There exist constants, L and a function p € L'(R*, RT) such that:
(@): Blf(t.y) — f(t,2)]> < Lylly — 2llp,, . t € J =1[0,00);
(ii): E|f(t,y)* < p(t)(||y||2DF0 +1) for a.e. t € [0,00) and each y € Dx,;

(iii): Foreveryt € [0, 00) the functiont — f(¢,v:), y+ € D, is mesurable.
e (H3') The function o : J = [0,00) — LY (K, H) satisfies

oo
/0 6275||0(5)H%%d5 < o0, 7> 0.
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Theorem 4.1. Assume that f(t,0) = g(¢t,0) = 0, ¥t > 0, k € N. Assume that
hypotheses (H2)(ii), (H3) and (H1')-(H3') hold. If

r?(8)
g /\25

L, = 6K? <Lg(—A)5|2 + M7 gL + M2Lf)\2> <1,

then, there exists unique mild solution to (1.1)-(1.3) defined on (—oo, 00).
Proof. We shall consider the space

= {y: (—00,00) x Q@ — H, ykEC’(Jk,’H)forkzl,...,yOEDfU,
and there exist y(t; ) and y(t) with y(ty) = y(t;), k=1,2,--,

and  sup E(|y(t)|2) <oo}7
te[0,00)

where y;, denotes the restriction of y to Jy = (tx—1,tk), k=1,2,--; limp_ oo tp =
oo and Jy = (—00,0]. Then we will consider our initial data ¢ € Dg,.
Consider the set Z% = {y € Dz, : sup E|ly||*> < oo} endowed with the norm
teJ

lyllzg., = lI¢los, + sup (Elly(s)[*)=.

<s<oo

We transform the problem (1.1)-(1.3) into a fixed point problem. Consider the
operator U : Z?_—OO — Z%w defined by

o(t), if t € (—o0,0],
S(B)[6(0) — g(0, )] + gt ) + / AS(t — )g(5, y)ds

Y©) = +/0t S(t—s)f(s)ds—i—/ot S(t — s)g(s)dBE (s)
+ Y S(t—t)Lu(y(ty), if t € ]0,00).

0<tp<t

For ¢ € Dx,, we define (/5 by

” { é(t),  te (—o00,0],
S(t)p(0), te[0,00).

Then ¢ € Dr_. Let y(t) = z(t) +$(t), —00 < t < oo. It is evident that z satisfies
20 = 0,t € (—00,0] and

2ty = —S()g(0,0) + gt 2+ B) + / AS(t— )9(5, 2 + Ba)

/St—s szs+¢s /St—s dBQ()
+ Y S(t—te)Iul2(ty) + olty ).t € J.

0<tr<t
Set
5. ={z: (m00,00) x Q= H, 2z, € O(Jy, H) for k=1,...m, z € Z%_
and zg = 0, and there exist z(¢; ) and z(t}) with z(t;) = 2(¢;,), k> 1,
and  sup E(|z(t)]*) < oo}.
te[0,00)
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For any z € Z}_, we have

1 1
I2llz2_ = llz0llps, +sup(El2(t)[*)2 = sup(E|z(t)|*)?
o teJ teJ

Thus, (Z3_, IlzL_) is a Banach space.
Let the operator T Z}_—m — Z}-oo be defined by

0, if t € (—00,0],
—5()g(0,6) + gt 2 + dr) + /fwu—@<a%+$o

\fl(z): /St—s sz3+¢s /St—s dBQ()
+ Y St =t Iu(2(ty) + 6ty ).t € 0,+00).

0<trp<t

The problem of finding a solution of problem (1.1)-(1.3) is reduced to finding a
solution of the operator equation ¥(z)(t) = z(t), t € [0, 00).
Consider the set

B={z¢ Z} :3a >0, M* = M*(¢,a) such that E|z(t)|> < M*e™, t > 0};

then, B C Z} _ is closed.

Now, we Wlll show that by using the Banach fixed point theorem, the operator
U has a fixed point.

Step 1: We first verify \/I\I(B) C B. We denote by M*,i =1,2,- - -finite positive
constants depending on ¢ and a.

For any z € B, we have

T(2)(t) = — S(t)g(0,6(0)) + g(t, 2 + 1)
/ AS(t — s)g(s, zt+¢t ds+/ St —s)f(s, zt+¢t)

/St—s $)ABH (s)+ > S(t — t) I (2(t) + (1))
O<tp<t
=: Z ni(t).

1<i<6

By assumption (H1'), we have

Elm(t)]* < M2E|g(0,$(0))[?e ™ < Mje ™. (4.1)

To estimate 7;(t), ¢ = 2,--- , 5, we observe that for z € D;cm,
the following useful estimate holds

E|z(t)|> <2K*M*e " 4 2N||z|3,, e~
< QI?QM*e—at,

where H20||%f0 =0
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By assumption (H2)(ii) we have
Elna()[* <|(=A4) P EI(=A) g(t, 2 + d) — (=4) (2, 0)?
<|(=A)PPLyE|(t)?
< 2K2M||(—A) 7P| Zem
Then we have
Elna(t)* < Mye™ . (4.2)
Using Lemma 2.5, Holder’s inequality and assumption (H3) we obtain that

t ~ |2
Elns()F <E| [ AS(t = s)gtt,z +.

</Ot ‘(_A)l—ﬁs(t — s)’ds /Ot ‘(_A)l_ﬁS(t _ S)‘E|(—A)ﬂg(s,zs + (;ASS)|2ds

t t
SMf_ﬁLg/ (t— s)ﬁflef)‘(tfs)ds/o (t — s)P~Le M) B2 (s) 2 ds.
0

r . t
SZMffﬁLg%KQM*e_at A (t _ s)ﬁ—le(a—k)(t—s)ds
NG -
2 2ar%,—a
S?Ml_ngmK M*e t.
We therefore have
Elns(t)]? < Mze™® (4.3)

Similarly, by assumption (H 2l),
t ~ 2
Bl (0 <] [ S(t =97tz + 6.)ds|
0
t t
§M2Lf/ e_)‘(t_s)ds/ e I B|2(s)2ds
0 0

t
§2M2fo1K2M*/ e M=) emas g
0

<2MPLAT (N —a) P K2 MFe
< Mje ™

Therefore,
Ellna(t)|* < Mye™™. (4.4)

Now, for the term 75(t), we have
t
() S 2PHET [ o)} d, (45)
0
From this inequality we can ensure that
t
Elns(8)2 < 2M2H{2H 120t /O 253 (s) 2, ds, (4.6)
where A1 = A A Asg. Indeed, if A < Ao, then A\ = X and we have

t
Elns(0 <221 [ ()|, ds
0
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t
§2M2Ht2H_16_2)‘1t/ e”‘””a(s)”%st.
0
If Ao < A, then A\{ = Ay and we have

t
Elns(t)|? <2M2H{?H- 12t / e 20 22)179) 2225 5 ()| s
0

o0
§2M2Ht2H_1e_2)‘1t/0 62/\25||0'(S)H%Qd8.

t2H71€7>\1t)

Since sup( < 00 , this, together with (4.6), gives us

>0
Elns(t)* < Mge™".
From (H3) and Holder’s inequality, we obtain the following estimate for ng(t)
. 2
Elns()2 < B| Locy <0 S~ t)Ik(z(te) + 9(t0))|

~ 2
B (| Sty <0 St — ta)|| Tea(te) + 6(t2))
MPem 3702 di Yoy die™ M < Mge™ .

IN

We therefore have
Ellna(t)[]* < Mge™™. (4.7)
Combining (4.1)-(4.7) we see that there exist M" >0 and @ > 0 such that
E|P@)|>P <M e, t>0

Hence, we can conclude that U(B) C B.
Step 2: Now, we prove that ¥ is a contracting mapping in B5.
For every z1,29 € B and t € [0,00), we obtain

E|¥(z1)(t) - U(z) ()

< 3E|g(t, z1t + &%) —g(t, 2o + $t)|2
2

t
+3E‘ | A8 =)ot 210+ 8 — gl 220+ )| ds
0

2

t o~ ~
—|—3E‘/0 St —s)(f(s,215 + ¢s) — f(s, 225 + ¢s))| ds

< BLg|(—A)PIPElz1(t) — 2015,

t t
+ 3M575L9/0 (t— s)ﬁ_le_’\(t_s)ds/o (t — )P te M= B2 (1) — ZQ(t)HfZD}_OdS,

t t
+3M>L; / e M=) s / e NTIE |21 (8) - 22()|3,, ds
0 0
<3Lg[[(=A) PIPEl|z1 (1) — 22015,

r2(g
MLy s Bl (1) — (0,

+3M2LIAT2E||21(t) — 22113,
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)
g )\zﬁ

< (:’>Lg||(—A)—ﬂ||2 +3M7_4L - 3M2fo2)

 [2Rsup Bl ) = a0 + 282101, + 25 el |

< Lysup Bz (t) — (b))%
>0

Hence, T is a contraction mapping on B and therefore U has a unique fixed point,
since y(t) = z(t) + ¢(¢), t € (—o0,00). Then y is a fixed point of the operator ¥
which is a mild solution of the problem (1.1)-(1.3). This completes the proof. [

5. ATTRACTIVITY OF SOLUTIONS

In this section we study the local attractivity of solutions of the problem (1.1)-
(1.3)

Definition 5.1. ([13]) We say that solutions of (1.1)-(1.8) are locally attractive if

there exists a closed ball B(z*,p) in the space Z}_—m for some z* € Z%x such that
for arbitrary solutions z and Z of (1.1)-(1.3) belonging to B(z*, p) we have

. s 2 _
tirilooE\z(t) Z(t)]* =0.

~ Under the assumptions of Section 3 and 4 , let 2* be a solution of (1.1)-(1.3) and
B(2*,p) the closed ball in D with p satisfying
T

2y—1
. 6112\~ ]|

. - - .
1- 12Lg<||(—A)—5||2 n C—;I;“)) x K2 — 24M2A-1R2||p|| 1x

Moreover, we assume that
t o= A(t—s)

t
tkllmC(t) =0, lim ; WC(S) =0and lim_ ; e M=9)p(s)(s) = 0.
(5.1)

Then, for z € B(z*,p) by (Hll), (H2/) and (H2) we have
Bla(t) — 2" (t)?
= E|T(2)(t) — Ty () (1)
<3Blg(t,z + d0) — g(t, 2 + 67)[

+3/0 AS(t —s)(g(s,zs + (gs) —9g(s, 25 + 3:))

2

¢
+3E/S(t—s)f(s,zs—i—(gs)—f(s,z;‘+<$;)|2ds
0

< 3Ly || (=A)PIPI(2(8) + 0(8) = (1) + 6" (D)lI5,

t Cr —oA(t—s oy * o* 2
+3FA(’§)/O T TILel 0 + 60) - () + 6 @) B, ds

t
A2 [N [+, + 17+ Ty, +2
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. CI_sl2(B)\  ~
< 12Lg(|<A> A2+ M) x K%
+6MATH (4K p + 1)||pll L < p,
Therefore, we have ®(B(z*, p)) C B(z*, p).

So, for each solution of problem (1.1)-(1.3) z € B(z*,p) and t € J = [0, 00), we
have

Ela(t) - z* (1)

2

E|2(z)(t) = (=) (0))*
3E|g(t, ze + o) — g(t, 27 + ¢7)?
(

t
+3E‘ / AS(t — 3)(g(s, 25 + bs) — g(s, 25 + ¢%))ds
0
2

IN

+38) [[5(0 510,20+ )~ flo.52 + B
6||<—A>-ﬂ||2<<t><||z<t> + W), + 125 + 6" (D3,

t e*)\(tfs) R ~
s et 1) + 6oy, + 11°(5)) + 6 (5o, .

t
oA 02 [ N6 [+ Bl + 1 + T, +2]
12[|(=A) PP (4(a®(M + 1)ll9l3,., + K2p)((1)
7)\(t s)
11202 ;S0 (4(02(M + 1)[6l13,. + K2p) /0 = Bg 5)ds

7)\(t s)

IN

+6C%_ 3 AB

IN

HI2ATI M2 (4( (M + 1)1]13,, + K2p+2) ds

o\;

)

where R R
1613, = max{lgll%,. . 16" 1, }-

Hence, from (5.1), we conclude that
Jim EJz(t) Z(H))* = 0.
Consequently, the solutions of problem (1.1)-(1.3) are locally attractive.

6. AN EXAMPLE

Consider the following stochastic partial differential equation with delays and
impulsive effects

dlu(t,§) + G(t,u(t — h,§))] =
+a()dBQ t>0, t#t, 0<E<m

dt ’ - ’ - (6.1)
u(th, ) —u(ty,€) = agulty €, k=1, .m,
u(t,0) = u(t,7) =0, t>0,
u(t,§) = ¢(t,§), —oo=<t<0,0<{<m,

2

0
gz(t:€) + Flt.u(t = b,©)

where aj > 0, Bg denotes a fractional Brownian motion and G, F : R x R — R
are continuous functions.
Let

y() (&) = u(t,§) t € J =10,T], £ €[0,],
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Ik(y(tk)) u(t];7€) §€ [0777}7 k=1, , M,
9(t,9)(§) = G(t, ¢(=h, ), 0 € (—00,0], £ € [0,7],
f(t,0)(€) = F(t,6(=h,§)), 0 € (—o0,0], £ €[0,7],

¢(9)( ) ( ) NS (_OO7O]a f € [077'[']-
Take K = H = L2([0,7]). We define the operator A by Au = ", with domain

D(A)={ue H,u €H and u(0) = u(r) = 0}.

Then, it is well known that
(o)
Z (z,en)en, 2 €H,

and A is the inﬁnitesimal generator of an analytic semigroup {S(t)}+>o on H, which

is given by S(t)u = Ze (u, en)en, u € H, where e, (u) = (2/7)"? sin(nu),n =
n=1

1,2,---, is the orthogonal set of eigenvectors of A. Due to the fact that the semi-
group {S(¢)} is analytic and compact, there exists a constant M > 1 such that
IS#)|I? < M for all t € J.

In order to define the operator Q : K — K, we choose a sequence {7, },>1 C RT,
set Qe,, = o,¢e,, and assume that

o0
:Z\/a<oo.
n=1

Define the process Bg(s) by

BE = oyl (ten,
n=1

where H € (1/2,1), and {72}, cy is a sequence of two-sided one-dimensional frac-
tional Brownian motions that are mutually independent. Assume now that

(i): There exist positive number, di, k = 1,--- ,m such that
k()] < di,

for any £ € R

(ii): The function g : [0,T] x H — H defined by g(¢,u)(.) = G(t,u(.)) is
continuous and we impose suitable conditions on G to satisfy assumption
(H2) .

(iii): Assume that there exists an integrable function 7 : [0,7] — R such
that

E|F(t, u(w)* < n(t)(Elu(w)]?)

for any ¢t € [0,7] and any random variable u(-) € L2(f2), where ¢ :
[0,00) — (0, 00) is continuous and nondecreasing with

< ds

L ouls)
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(iv): The function g : [0, T] — L (K, H) is bounded, that is, there exists a
positive constant L such that

T
| ez <.
0

The problem (6.1) can be written in the abstract form

dly(t) + g(t, ye)] = [Ay(t) + f(t,yo)ldt + o (t)dBE (t), t€J:=[0,T],
y(tz) - y(tk) = Ik(y(tk))’ k=1,...,m
y(t) = ¢(t), for a.e.t € (—o0,0].

Thanks to those assumptions, it is straightforward to check that all the conditions
of Theorem 3.3 hold. Hence, we can conclude that the problem (6.1) has at least
one mild solution on (—oo, T7.

In the case of t € J = [0,400) we observe that

(@) SO < e, and [|[(~4)F] = 1;

(7 ): The function f : [0,00) x H — H defined by f(t,u)(.) = F(t,u(.))
is continuous and it is easy to impose suitable conditions on F' to make
assumption (H2') hold;

(iii'): The function g : [0,7] — L% (K, H) is bounded, that is, there exists a
positive constant L such that

oo
/ o320 < L
0 Q

(iv,): There exist positive number, di, k= 1,--- ,m,--- such that

1:(§)] < dy and Y dg < o0
k=1

for any £ € R.
Thus, the problem (6.1) can be written in the abstract form

dly(t) + g(t, yo)] = [Ay(t) + f(t.y)]dt + o (t)dBE (t), t € J:=[0,00);

(2_) (k)_Ik(( ))7k:13am77
y(t) = ¢(t), for ae.te (—o0,0].

Thanks to these assumptions, it is straightforward to check that (H1')-(H3'),
(H2) and (H3) hold. The assumptions in Theorem 4.1 are fulfilled, and conclude
that system (6.1) has a unique mild solution on (—o0, 00), which implies that the
mild solution of (6.1) is locally attractive.

7. CONCLUDING REMARKS

In this paper, by using the fixed point theory we investigated the problem (1.1)-
(1.3) under various assumptions on the right hand-side and we have obtained a
number of new results regarding the existence of mild solution and the local at-
tractivity of mild solution. The main assumptions on the right hand-side are the
Carathéodory or Lipschitz conditions, and for jump functions we require they be
continuous bounded or satisfy a Lipschitz condition.
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In the case where the jump functions I, = 0 the existence and exponential
stability of mild solutions for (1.1) and (1.3) was studied by Boufoussi and Hajji

[9],

Caraballo et al. [11], Caraballo and Diop [12] and Revathi et al [33] . Also, it

is interesting to consider the case when the jump functions I are multivalued and
coupled system of impulsive stochastic differential equations and inclusions. Such a
case is motivated by some models from control theory [1, 7]. In the current paper,
we have focused on the existence and attractivity of mild solutions for impulsive
neutral stochastic differential equations with infinite delay.

Acknowledgements. We would like to thank the referees for the helpful sug-
gestions and comments which allowed us to improve the presentation of this paper.

(1

[9]
(10]

(11]

(12]

(13]

(14]

(15]
(16]

(17)

18]

(19]

REFERENCES

N.U. Ahmed, Systems governed by impulsive differential inclusions on Hilbert spaces, Non-
linear Anal. 45 (2001), 693-706.

E. Alos, O. Mazet and D.Nualart, Stochastic calculus with respect to Gaussian processes,
Ann Probab, 29 (1999), 766-801.

D. D. Bainov and P. S. Simeonov, Systems with Impulsive effect, Horwood, Chichister, 1989.
K. Balachandran and R. Sakthivel, Existence of solutions of neutral functional integrodiffer-
ential equations in Banach spaces, Proc. Indian Acad. Sci. Math. Sci. 109 (1999), 325-332.
M. Benchohra, J. Henderson and S. K. Ntouyas,Impulsive Differential Equations and Inclu-
sions, Hindawi Publishing Corporation, Vol 2, New York, 2006.

M. Benchohra, J. Henderson, S. K. Ntouyas, Existence results for impulsive semilinear neutral
functional differential equations in Banach spaces, Mem. Differential Equations Math. Phys.
25 (2002), 105-120.

T. Blouhi, J. Nieto and A. Ouahab, Existence and uniqueness results for systems of impulsive
stochastic differential equations, Ukrainian Math. J., to appear.

A. Boudaoui, T. Caraballo and A. Ouahab, Existence of mild solutions to stochastic delay
evolution equations with a fractional Brownian motion and impulses, Stoch. Anal. Appl. 33
(2015), 244-258.

B. Boufoussi, S. Hajji, Neutral stochastic functional differential equations driven by a frac-
tional Brownian motion in a Hilbert space. Statist Probab Lett., 82 (2012), 1549-1558.

T. A. Burton and C. Kirk, A fixed point theorem of Krasnoselskiii-Schaefer type, Math.
Nachr. 189 (1998), 23-31.

T. Caraballo, M. J. Garrido-Atienza and T. Taniguchi, The existence and exponential behav-
ior of solutions to stochastic delay evolution equations with a fractional Brownian motion.
Nonlinear Anal., 74 (2011), 3671-3684.

T. Caraballo and Mamadou A. Diop, Neutral stochastic delay partial functional integro-
differential equations driven by a fractional Brownian motion Front. Math. China 8 (2013),
745-760.

B. C. Dhage, V. Lakshmikantham, On global existence and attractivity results for nonlinear
functional integral equations, Nonlinear Anal. 72 (2010), 2219-2227.

J. R. Graef, J. Henderson and A. Ouahab, Impulsive differential inclusions. A fized point
approach, De Gruyter Series in Nonlinear Analysis and Applications 20. Berlin: de Gruyter,
2013.

J. K. Hale, Partial neutral functional differential equations (English. English summary), Rev.
Roumaine Math. Pures Appl. 39 (1994), 339-344.

J. K. Hale and J. Kato, Phase space for retarded equations with infinite delay, Funkcial.
Ekvac., 21 (1978), 11-41.

F. Jiang and Y. Shen, A note on the existence and uniqueness of mild solutions to neutral
stochastic partial functional differential equations with non-Lipschitz coefficients. Comput.
Math. Appl., 61 (2011), 1590-1594.

E. Hernandez, Existence results for partial neutral functional integrodifferential equations
with unbounded delay, J. Math. Anal. Appl. 292 (2004), 194-210.

Y. Hino, S. Murakami, T. Naito, Functional-Differential Equations with Infinite Delay, in:
Lecture Notes in Mathematics, vol. 1473, Springer-Verlag, Berlin, 1991.



24

A. BOUDAOUI, T. CARABALLO, AND A. OUAHAB

[20] V. Lakshmikantham, D. D. Bainov and P. S. Simeonov, Theory of Impulsive Differential

Equations, World Scientific Press, Singapore. 1989.

[21] X. Li and M. Bohner, An Impulsive delay differential inequality and applications, Comput.

Math. Appl. 64 (2012), 1875-1881.

[22] X. Li and X. Fu, On the global exponential stability of impulsive functional differential

equations with infinite delays or finite delays, Commun. Nonlinear Sci. Numer. Simul. 19
(2014), 442-447.

[23] X. Li, Q. Zhu and D. O’Regan, p-th Moment exponential stability of impulsive stochastic

functional differential equations and application to control problems of NNs, J. Franklin
Institute 351 (2014), 4435-4456.

[24] X. Li, H. Akca and X. Fu, Uniform stability of impulsive infinite delay differential equations

with applications to systems with integral impulsive conditions, Appl. Math. Comput. 219
(2013), 7329-7337.

[25] Y. Li and B. Liu, Existence of solution of nonlinear neutral functional differential inclusions

with infinite delay, Stochastic Anal. Appl. 25 (2007), 397-415.

[26] Y. Mishura, Stochastic Calculus for Fractional Brownian Motion and Related Topics. Lecture

Notes in Mathematics, Vol 1929. Berlin: Springer-Verlag, 2008.

[27] D. Nualart, The Malliavin Calculus and Related Topics. 2nd ed. Berlin: Springer- Verlag,

2006.

[28] A. M. Samoilenko and N. A. Perestyuk, Impulsive Differential Equations, World Scientific,

Singapore 1995.

[29] S. Tindel, C. Tudor and F. Viens, Stochastic evolution equations with fractional Brownian

motion. Probab Theory Related Fields, 127 (2003), 186-204.

[30] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations.

Springer-Verlag, New York, 1983.

[31] Y. Ren, T. Hou and R. Sakthivel, Non-densely defined impulsive neutral stochastic functional

differential equations driven by fBm in Hilbert space with infinite delay, Front. Math. China
10 (2015), 351-365.

[32] Y. Ren, X. Cheng and R. Sakthivel, On time-dependent stochastic evolution equations driven

by fractional Brownian motion in a Hilbert space with finite delay, Math. Methods Appl. Sci.
37 (2014), 2177-2184.

[33] Y. Ren, Y. Qin and R. Sakthivel, Existence results for fractional order semilinear integro-

differential evolution equations with infinite delay, Integral Equations Operator Theory 67
(2010), 33-49.

[34] P. Revathi, R. Sakthivel, D. Y. Song, Y. Ren and P. Zhang, Existence and stability results for

second-order stochastic equations driven by fractional Brownian motion, Transport Theory
Statist. Phys. 42 (2013), 299-317.

AHMED BOUDAOUI

LABORATORY OF MATHEMATICS, UNIV SIDI BEL ABBES
PoBox 89, 22000 SipDI-BEL-ABBES, ALGERIA.

E-mail address: ahmedboudaoui@yahoo.fr

TomAs CARABALLO

DEPTO. ECUACIONES DIFERENCIALES Y ANALISIS NUMERICO,
UNIVERSIDAD DE SEVILLA, CAMPUS DE REINA MERCEDES
41012-SEVILLA, SPAIN

E-mazil address: caraball@us.es

ABDELGHANI OUAHAB

LABORATORY OF MATHEMATICS, UNIV SIDI BEL ABBES
PoBox 89, 22000 SipI-BEL-ABBES, ALGERIA.

E-mail address: agh_ouahab@yahoo.fr



