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1 Introduction

Indirect effect refers to species interactions which can occur through chains of
direct species interaction, such as predation or interference competition. The
studies of indirect effects are of great importance to the biology and ecology
communities, as they can link the population dynamics of species that do not
interact directly (see [3,4,6,12,15,17,18] and references therein). The following
mathematical model has been introduced to study indirect effects of predation
in a Plankton community (see [10] and [11]):





Ż = Z(−e+ ucC + ugG),

Ċ = C[acI0 − (ac + uc)Z − acC − acG] − I1(Z,C,G),

Ġ = G[agI0 − (ag + ug)Z − agC − agG] + I2(Z,C,G).

(1)

where Z represents the density of a population of Zooplanckton (Predator), C
and G represents the densities of two populations of Phytoplanckton (Preys)
with different sizes, e, uc, ug, ac and ag are nonnegative parameters, and I1

and I2 are functions describing the indirect effects. A typical choice of I1 and
I2 is

Ii(Z,C,G) = miCZ, mi > 0, i = 1, 2, (2)

which indicates that the predator prefers to predate the prey of smaller size
(C) and the other group of prey (G) takes advantage of it.

System (1) is an autonomous system with constant parameters, for which
traditional stability analysis relies on the concept of equilibriums or steady
states. For example, it has been proved in [10] by stability analysis that there
is a large region of variation of parameters for which any positive solution of
(1) exhibits coexistence. However, most natural populations fluctuate greatly
with respect to the variation of their environments, and may exhibit dynam-
ical patterns within observable times that cannot be fully characterized by
stationary steady states. Various replacements for the equilibrium exist, such
as limit cycles, strange attractors and stationary probability distributions. For
example, the attractor of the system has been studied in [11] by bifurcation
theory, and turned out to be an interior fixed point or a limit cycle. Neverthe-
less, these alternatives are merely equilibria on different time scales, and do no
apply to systems with time-varying or random parameters due to fluctuating
environments.

Mathematically, the time-varying or random parameters preclude conver-
gence of a system to a traditional steady state. Instead, the population process
may converge on a time-dependent or random object, which is independent
of the initial population densities. In the context of dynamical systems, this
convergence may occur in two senses, the forward or the pullback sense. In the
forward sense, the difference between the population process and limiting ob-
ject approaches zero as time t increases. In the pullback sense, the dependence
of population density on a starting density is lost as the starting time recedes
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into the far past. The pullback attractor is a concept well suited to popula-
tion models including system (1), when one observes at a certain time the
system which has been running “from ages”. Therefore the newly developed
mathematical theory of non-autonomous and random dynamical systems [1,
14] becomes powerful tools to analyze the asymptotic dynamics of population
models, in temporarily-varying or random environments.

In [7], we studied system (1) in time-varying environments by introducing
seasonal, i.e., time-dependent indirect effect functions of the form

Ii(Z,C,G) = gi(t)CZ, 0 ≤ gi(t) ≤ Gi, Gi ∈ R i = 1, 2,

and investigated the existence of uniqueness of a pullback attractor, upper
bound of its dimension, as well as its coexistence structure, by using the the-
ory of non-autonomous dynamical systems. In this paper we will study the
long term dynamics of system (1) under random environments, by using the
theory of random dynamical system. The randomness of environments will
be characterized in two different means: introducing random parameters or
introducing stochastic noise terms in the system.

Let us write system (1) with indirect effect (2) in a more general format:




ẋ(t) = x(t)(−b1 + a12y(t) + a13z(t)),
ẏ(t) = y(t)(b2 − a21x(t) − a22y(t) − a23z(t)) −m1x(t)y(t),
ż(t) = z(t)(b3 − a31x(t) − a32y(t) − a33z(t)) +m2x(t)y(t),

where all the parameters ai,j(i, j = 1, 2, 3), bj(j = 1, 2, 3), mj(j = 1, 2) are
nonnegative. We will first study its random counterpart by considering that
the carrying capacities bj are affected or perturbed by random environmental
influences modeled by the paths of a probability space (Ω,F ,P), in other
words, we will study the system:

ẋ(t, ω) = x(t)(−B1(θtω) + a12y(t) + a13z(t)), (3)

ẏ(t, ω) = y(t)(B2(θtω) − a21x(t) − a22y(t) − a23z(t)) −m1x(t)y(t), (4)

ż(t, ω) = z(t)(B3(θtω) − a31x(t) − a32y(t) − a33z(t)) +m2x(t)y(t), (5)

where the properties of the random parameters Bj(θtω), (j = 1, 2, 3) will be
specified later. Essentially, these equations are random ordinary differential
equations which can be solved for each ω ∈ Ω fixed. In other words, we have
a system of ordinary non-autonomous differential equations depending also
on a random parameter (see, e.g. [5], [14]). Secondly, we will also consider its
stochastic counterpart

dX(t) = X(t)(−b1 + a12Y (t) + a13Z(t))dt+ µX(t) ◦ dW (t), (6)

dY (t) = Y (t)(b2 − a21X(t) − a22Y (t) − a23Z(t) −m1X(t)Y (t))dt

+µY (t) ◦ dW (t), (7)

dZ(t) = Z(t)(b3 − a31X(t) − a32Y (t) − a33Z(t) +m2X(t)Y (t))dt

+µZ(t) ◦ dW (t), (8)
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where µ is a non-negative constant, W (t) is a standard Wiener process on
a probability space and ◦ denotes the Stratonovich sense of stochastic inte-
gration. We note that the equivalent Ito stochastic differential equations are
obtained by adding the quantity 1

2µ
2 to the bj coefficients. Namely the system

(6)-(8) becomes

dX(t) = X(t)(−b1 +
1

2
µ2 + a12Y (t) + a13Z(t))dt+ µX(t)dW (t), (9)

dY (t) = Y (t)(b2 +
1

2
µ2 − a21X(t) − a22Y (t) − a23Z(t) −m1X(t)Y (t))dt

+µY (t)dW (t), (10)

dZ(t) = Z(t)(b3 +
1

2
µ2 − a31X(t) − a32Y (t) − a33Z(t) +m2X(t)Y (t))dt

+µZ(t)dW (t), (11)

and the main difference with the random system (3)-(5) is that the latter
cannot be solved pathwise.

In particular, we will prove the existence of a random pullback attractor
for systems (3) – (5) and (6) – (8), along with some detailed properties of the
attractor.

The rest of this paper is organized as follows. In Section 2 we will recall a
brief preliminary review of classical random dynamical system (RDS) theory,
in Section 3 we will analyze the random system (3) – (5). In Section 4 we will
analyze the stochastic system (6) – (8). Some closing remarks will be stated
in Section 5.

2 Preliminaries

In this section we first present some concepts (from [1]) related to general
random dynamical systems (RDSs) and random attractors that we require in
the sequel.

Let (X, ‖ · ‖X) be a separable Banach space and let (Ω,F ,P) be a prob-
ability space where F is the σ−algebra of measurable subsets of Ω (called
“events”) and P is the probability measure. To connect the state ω in the
probability space Ω at time 0 with its state after a time of t elapses, we define
a flow θ = {θt}t∈R on Ω with each θt being a mapping θt : Ω → Ω that
satisfies

(1) θ0 = IdΩ,
(2) θs ◦ θt = θs+t for all s, t ∈ R,
(3) the mapping (t, ω) 7→ θtω is measurable and
(4) the probability measure P is preserved by θt, i.e., θtP = P.

This set-up establishes a time-dependent family θ that tracks the noise, and
(Ω,F ,P, θ) is called a metric dynamical system [1].
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Definition 1 A stochastic process {ϕ(t, ω)}t≥0,ω∈Ω is said to be a continuous
RDS over (Ω,F ,P, (θt)t∈R) with state space X if ϕ : [0,+∞) × Ω ×X → X
is (B[0,+∞) × F × B(X), B(X))- measurable, and for each ω ∈ Ω,

(i) the mapping ϕ(t, ω) : X → X , x 7→ ϕ(t, ω)x is continuous for every t ≥ 0;
(ii) ϕ(0, ω) is the identity operator on X ;
(iii) (cocycle property) ϕ(t+ s, ω) = ϕ(t, θsω)ϕ(s, ω) for all s, t ≥ 0.

Definition 2 (i) A set-valued mapping K : ω → 2X\∅ is said to be a random
set if the mapping ω 7→ distX(x,K(ω)) is measurable for any x ∈ X .

(ii) A random set K(ω) is said to be bounded if K(ω) is bounded for a.e.
ω ∈ Ω; a random set K(ω) is said to be compact if K(ω) is compact for
a.e. ω ∈ Ω; a random set is said to be closed if K(ω) is closed for a.e.
ω ∈ Ω.

(iv) A bounded random set K(ω) ⊂ X is said to be tempered with respect to
(θt)t∈R if for a.e. ω ∈ Ω,

lim
t→∞

e−βt sup
x∈K(θ

−tω)

‖x‖X = 0, for all β > 0;

a random variable ω 7→ r(ω) ∈ R is said to be tempered with respect to
(θt)t∈R if for a.e. ω ∈ Ω,

lim
t→∞

e−βt sup
t∈R

|r(θ−tω)| = 0, for all β > 0.

In what follows we use D(X) to denote the set of all tempered random sets
of X .

Definition 3 A random set Γ (ω) ⊂ X is called a random absorbing set in
D(X) if for any K ∈ D(X) and a.e. ω ∈ Ω, there exists TK(ω) > 0 such that

ϕ(t, θ−tω)K(θ−tω) ⊂ Γ (ω), ∀t ≥ TK(ω).

Definition 4 Let {ϕ(t, ω)}t≥0,ω∈Ω be an RDS over (Ω,F ,P, (θt)t∈R) with
state space X and let A(ω)(⊂ X) be a random set. Then A(ω) is called a
global random D attractor (or pullback D attractor) for {ϕ(t, ω)}t≥0,ω∈Ω if
ω 7→ A(ω) satisfies

(i) (random compactness) A(ω) is a compact set of X for a.e. ω ∈ Ω;
(ii) (invariance) for a.e. ω ∈ Ω and all t ≥ 0, it holds

ϕ(t, ω)A(ω) = A(θtω);

(iii) (attracting property) for any K ∈ D(X) and a.e. ω ∈ Ω,

lim
t→∞

distX(ϕ(t, θ−tω)K(θ−tω), A(ω)) = 0,

where
distX(G,H) = sup

g∈G

inf
h∈H

‖g − h‖X

is the Hausdorff semi-metric for G,H ⊆ X.
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Proposition 1 [9,13] Let Γ ∈ D(X) be an absorbing set for the continuous
random dynamical system {ϕ(t, ω)}t≥0,ω∈Ω which is closed and satisfies the
asymptotic compactness condition for a.e. ω ∈ Ω, i.e., each sequence xn ∈
ϕ(tn, θ−tn

ω)Γ (θ−tn
ω) has a convergent subsequence in X when tn → ∞. Then

the cocycle ϕ has a unique global random attractor with component subsets

A(ω) =
⋂

τ≥TΓ (ω)

⋃

t≥τ

ϕ(t, θ−tω)Γ (θ−tω).

If the pullback absorbing set is positively invariant, i.e., ϕ(t, ω)Γ (ω) ⊂ Γ (θtω)
for all t ≥ 0, then

A(ω) =
⋂

t≥0

ϕ(t, θ−tω)Γ (θ−tω).

Remark 1 When the state space X = R
d as in this paper, the asymptotic

compactness follows trivially. Note that the random attractor is path-wise
attracting in the pullback sense, but does not need to be path-wise attracting
in the forward sense, although it is forward attracting in probability, due to
some possible large deviations, see e.g., Arnold [1].

3 Random population model

In this section we will study the random system (3) – (5). In particular, we
assume that the system inputs are perturbed by real noise, i.e., Bj(θtω), (j =
1, 2, 3) are continuous and essentially bounded:

Bj(θtω) ∈ bj · [1 − σj , 1 + σj ], bj > 0, 0 < σj < 1, j = 1, 2, 3.

Bounded noise can be modeled in various ways. For example in [2], given
a stochastic process Zt such as an Ornstein-Uhlenbeck process, the stochastic
process

ζ(Zt) := ζ0

(
1 − 2σ

Zt

1 + Z2
t

)
, (12)

where ζ0 and σ are positive constants with σ ∈ (0, 1), takes values in the
interval ζ0[1− σ, 1 + σ] and tends to peak around ζ0(1± σ). It is thus suitable
for a noisy switching scenario. In another example, the stochastic process

η(Zt) := η0

(
1 −

2σ

π
arctanZt

)
, (13)

where η0 and σ are positive constants with σ ∈ (0, 1) takes values in the interval
η0[1−σ, 1+σ] and is centered at η0. In the theory of random dynamical systems
the driving noise process Zt(ω) is replaced by a canonical driving system θtω.
This simplification allows a better understanding of the path-wise approach
to model noise: a system influenced by stochastic processes for each single
realization ω can be interpreted as wandering along a path θtω in Ω and thus
may provide additional statistical/geological information to the modeler.
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3.1 Properties of solutions

In this subsection we will prove that solutions to equations (3)-(5) exist and
are non-negative for any non-negative initial conditions and generate a random
dynamical system. For convenience, denote by u(t) = (x(t), y(t), z(t))T and let

R
3
+ = {(x, y, z) ∈ R

3 : x ≥ 0, y ≥ 0, z ≥ 0}.

Lemma 1 For any ω ∈ Ω, any t0 ∈ R, and any initial data u0 := (x(t0),
y(t0), z(t0))

T ∈ R
3
+, system (3)-(5) admits a unique non-negative bounded

solution u(·; t0, ω, u0) ∈ C([t0,∞),R3
+) with u(t0; t0, ω, u0) = u0 provided that

m1 −m2 + a21 − a12 > 0 and a31 − a13 > 0.

Moreover the solution generates a random dynamical system ϕ(t, ω)(·) defined
as

ϕ(t, ω)u0 = u(t; 0, ω, u0), ∀t ≥ t0, u0 ∈ R
3
+, ω ∈ Ω.

Proof With u(t) = (x(t), y(t), z(t))T , system (3)-(5) can be written as

u̇(t) = L(θtω) · u+ f(u),

where

L(θtω) =




−B1(θtω) 0 0
0 B1(θtω) 0
0 0 B3(θtω)


 ,

and f : R
3
+ → R

3 is given by

f(u) =




a12xy + a13xz

−(a21 +m1)xy − a22y
2 − a23yz

m2xy − a31xz − a32yz − a33z
3



 .

Since each Bj(θtω) is bounded, operator L generates an evolution sys-
tem on R

3. In addition, function f is continuously differentiable and locally
Lipschitz in R

3. Hence system (3)-(5) possesses a unique local solution. For
u(t) ∈ R

3
+, define ‖u(t)‖1 = x(t)+y(t)+z(t) := S(t). Then the time derivative

of S(t) along solutions to (3)-(5) satisfies

dS(t)

dt
= −B1(θtω)x+B2(θtω)y +B3(θtω)z − a22y

2 − a33z
2 − (a23 + a32)yz

−(m1 −m2 + a21 − a12)xy − (a31 − a13)xz

≤ −b1(1 − σ1)x+ b2(1 + σ2)y + b3(1 + σ3)z − a(y + z)(x+ y + z)

≤ (y + z)[b− aS] (14)

where

a := min{a22, a33, a23 + a32,m1 −m2 + a21 − a12, a31 − a13}, (15)

b := max{b2(1 + σ2), b3(1 + σ3)}. (16)
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For any S(t0) ≥ b/a, S(t) will be non-increasing as long as it stays in the
region {S : S ≥ b/a}. If it ever enters the region {S : S < b/a}, then we have
y + z ≤ S < b/a and hence

dS(t)

dt
<
b

a
· (b − aS). (17)

This implies that

S(t) ≤
b

a
+ S(t0)e

−bt ≤
b

a
+ S(t0)e

−bt0 for any t ≥ t0,

and hence ‖u(t)‖1 is bounded and the local solution can be extended to a
global solution u(·; t0, ω, u0) ∈ C1([t0,∞),R3).

It is straightforward to check the cocycle property

u(t+ t0; t0, ω, u0) = u(t; 0, θt0ω, u0)

for all t0 ∈ R, t ≥ t0, ω ∈ Ω, u0 ∈ R
3
+. This allows us to define a mapping

ϕ(t, ω)(·), which will be our random dynamical system, as

ϕ(t, ω)u0 = u(t; 0, ω, u0), ∀t ≥ 0, u0 ∈ R
3
+, ω ∈ Ω. (18)

From now on, we will simply write u(t;ω, u0) instead of u(t; 0, ω, u0). Also in
what follows, when ω ∈ Ω fixed, we will not mention explicitly the random
parameter and will write u(t;ω, u0) as u(t) in short.

By continuity of solutions, each solution has to take value 0 before it reaches
a negative value. (1) With x = 0, equation (3) becomes ẋ(t) = 0 which implies
that x will vanish once it reaches 0. (2) With y = 0, (4) becomes ẏ(t) = 0
which implies that y will also vanish once it reaches 0. (3) With z = 0, (5)
becomes ż(t) = m2xy ≥ 0 for x, y ≥ 0. Hence u(t) ∈ R

3
+ for any u0 ∈ R

3
+, i.e.,

R
3
+ is positively invariant.

For any u0 ∈ R
3
+, solution u(·;ω, u0) ∈ R

3
+ for t ∈ [0,∞). Since function

f(u) is continuous in u, u : [0,∞) × Ω × R
3
+ → R

3
+, (t;ω, u0) 7→ u(t;ω, u0)

is (B[0,∞) × F0 × B(R3
+),B(R3

+))-measurable. It then follows directly that
(3)-(5) generate a continuous random dynamical system ϕ(t, ω)(·) defined by
(18).

3.2 Existence of a unique global random attractor

In this subsection we will prove that the random dynamical system (RDS)
ϕ(t, ω)(·) possesses a random attractor. To this end, we will first prove in
the next lemma that the RDS ϕ(t, ω)(·) has a tempered random bounded
absorbing set.
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Lemma 2 Assume that m1 − m2 + a21 − a12 > 0 and a31 − a13 > 0. Then
for each ω ∈ Ω, there exists a tempered bounded closed random absorbing set
Γ (ω) ∈ D(R3

+) of the random dynamical system {ϕ(t, ω)}t≥0,ω∈Ω such that
for any K ∈ D(R3

+) and each ω ∈ Ω, there exists TK(ω) > 0 yielding

ϕ(t, θ−tω)K(θ−tω) ⊂ Γ (ω), ∀t ≥ TK(ω).

More precisely, for a given ε > 0, the set Γ (ω) can be chosen as the determin-
istic set

Γε :=

{
(x, y, z) ∈ R

3
+ : x+ y + z ≤

b

a
+ ε

}

for all ω ∈ Ω, i.e. Γ (ω) = Γε for all ω ∈ Ω.

Proof For any ε > 0, define the set

Γε :=

{
(x, y, z) ∈ R

3
+ : x+ y + z ≤

b

a
+ ε

}
,

where a and b are as defined in (15) and (16), respectively.

We first prove that Γε is invariant.

(a) For any solution of (3) - (5) starting from a point inside Γ0 := {(x, y, z)
∈ R

3
+ : x+ y + z ≤ b/a

}
, since R

3
+ is positively invariant and Ṡ(t) ≤ 0 on

x+ y + z = b/a according to (17), we have S(t) ≤ b/a for all t ≥ t0. This
implies the positive invariance of Γ0. In addition, it follows from inequality
(17) that any S(t) ∈ Γ0 satisfies

Ṡ(t) ≤ S(b− aS). (19)

Integrating the Bernoulli type inequality (19) gives

S(t) ≤
bS(t0)

aS(t0) + (b− aS(t0))e−b(t−t0)
, (20)

which implies that

lim
t→∞

S(t) ≤
b

a
, and lim

t0→−∞
S(t) ≤

b

a

(b) For any solution starting from a point inside Γε \Γ0, Eq. (19) implies that
Ṡ(t) ≤ 0 and thus the solution cannot escape from Γε.

(a) and (b) together indicate that Γε is positively invariant. It then remains
to show that Γε is absorbing.

(c) Recall that u(t;ω, u0) = ϕ(t, ω)u0 denotes the solution of system (3) - (5)
satisfying u(0;ω, u0) = u0. Then for any u0 := u0(θ−tω) ∈ K(θ−tω),

‖ϕ(t, θ−tω)u0‖1 = ‖u(t; θ−tω, u0(θ−tω)‖1 ≤ S(t; θ−tω, S0(θ−tω)).
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Since we have already proved the positive invariance of Γε, we only need
to check the situation where S(t) ≥ b/a+ ε. Following a similar procedure
to (14), we obtain

Ṡ ≤ −b1(1 − σ1)x+ (y + z)[b− aS] ≤ −b1(1 − σ1)x− aε(y + z)

≤ −min{b1(1 − σ1), aε} · S,

which can be integrated to obtain

S(t, ω) ≤ S0e
−min{b1(1−σ1),aε}·(t−t0). (21)

Substituting ω by θ−tω in (21) gives

S(t; θ−tω, S0(θ−tω)) ≤ sup
u∈K(θ

−tω)

‖u‖ · e−min{b1(1−σ1),aε}·(t−t0).

Collecting (a), (b) and (c) we conclude that there exists a time TK(ω) such
that when t > TK , ϕ(t, θ−tω)u0 ∈ Γε for all u0 ∈ K(θ−tω), i.e., Γε is a compact
absorbing set for any ε > 0 and absorbs all bounded sets of R

3
+.

Lemma 1, Lemma 2 together with Proposition 1 and Remark 1 imply
immediately the following Theorem.

Theorem 1 The random dynamical system generated by system (3) - (5) pos-
sesses a global random attractor provided that

m1 −m2 + a21 − a12 > 0 and a31 − a13 > 0.

3.3 Coexistence analysis

In this subsection we will discuss the coexistence of the three species in random
environments. These results provide indirectly information about geometric
structures of the random attractor.

To simplify notations, we first define the following quantities:

aM := max{a21 − a12, a31 − a13, a22, a23, a32, a33}

α := max{2aM , 2aM −m2 +m1}

bm := min{b2, b3}

λ := (1 − max{σ2, σ3})bm

Theorem 2 The compact set

Σ :=

{
(x, y, z) ∈ R3

+ : y + z ≥
λ

α
, x+ y + z ≤

b

a

}
, (22)

is a positively invariant set provided that

b1(1 + σ1)

aM

≤
λ

α
. (23)
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Proof Summing equations (3) through (5), we obtain

Ṡ = −B1(θtw)x+B2(θtw)y +B3(θtw)z + (m2 −m1)xy

−[(a21 − a12)xy + (a31 − a13)xz + a22y
2 + (a23 + a32)yz + a33z

2]

≥ −b1(1 + σ1)x+ (1 − max{σ2, σ3})bm(y + z)

+(m2 −m1)xy − aM (y + z)S.

If m2 −m1 > 0 we have

Ṡ ≥ −b1(1 + σ1)S + (1 − max{σ2, σ3})bm(y + z)

+aM (y + z)S − 2aM (y + z)S

= S[aM (y + z) − b1(1 + σ1)] + (y + z)[(1 − max{σ2, σ3})bm − 2aMS].

On the other hand, for m2 −m1 < 0 we have

Ṡ ≥ −b1(1 + σ1)S + (1 − max{σ2, σ3})bm(y + z)

−aM (y + z)S + (m2 −m1)(y + z)S

= S[aM (y + z) − b1(1 + σ1)]

+(y + z)[(1 − max{σ2, σ3})bm − (2aM −m2 +m1)S].

Hence, in summary, we deduce

Ṡ ≥ S[aM (y + z) − b1(1 + σ1)] + (y + z)[λ− αS].

The set Σ is nonempty since λ
α
≤ b

a
. Moreover, using b1(1+σ1)

aM
≤ λ

α
we arrive

at

Ṡ ≥
b1(1 + σ1)

aM

(λ − αS),

by which we complete the proof.

Note that in order for the set Σ to be nonempty, the density of predator, x
must be smaller than the quantity

b

a
−
λ

α
,

which implies that the predator plays a crucial role in the coexistence of the
three species. This motivates the investigation on conditions to avoid the ex-
tinction of the predator.

By using Theorem 2 and equation (3) we have

ẋ ≥ x

[
−bi(σ1 + 1) + min{a12, a13}

λ

α

]
,

then if
min{a12, a13} · λ > α · bi(σ1 + 1), (24)
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the predator never goes to extinction. Hence assuming (24) and (23) the preda-
tor and at least one of the preys persist.

To obtain more insight for the coexistence of the two preys, we first suppose
that z = 0, then equation (5) of the system becomes

ż = m2xy > 0,

which implies that the prey z never goes to extinction, i.e., the system is
persistent. The only possibility against persistence of the system is represented
by the extinction of the prey y. In this case since y = 0 is an invariant set the
system (3) - (5) becomes

ẋ(t, ω) = x(t)(−B1(θtω) + a13z(t)),

ż(t, ω) = z(t)(B3(θtω) − a31x(t) − a33z(t)),

and the attractor of this systems falls into the region:

0 < x ≤
b

a
−
λ

α
, z ≥

λ

α
.

Summarily, a sufficient condition for the persistence of the whole system
should preclude the instability of the attractor on y = 0. Hence we impose an
easier condition to avoid the convergence to a set on the plane y = 0. Noticing
that equation (4) implies

ẏ(t, ω) ≥ y(t)

[
b2(1 − σ2) − (a21 +m1)

(
b

a
−
λ

α

)
− a22y(t) − a23

b

a

]
,

then if a21, m1 and a23 are sufficiently small to ensure

b2(1 − σ2) − (a21 +m1)

(
b

a
−
λ

α

)
− a23

b

a
> 0,

we obtain that y never goes to extinction and the system is persistent.

4 Stochastic population model

In this section we will investigate the stochastic system (6) - (8). To this end,
we first transform stochastic equations (6), (7) and (8) into random equations
with random coefficients and without white noise.

Let Ω be defined by

Ω = {ω ∈ C(R,R) : ω(0) = 0} = C0(R,R),

F be the Borel σ−algebra on Ω generated by the compact open topology [1],
and P be the corresponding Wiener measure on F . Letting

θtω(·) = ω(· + t) − ω(t),
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(Ω,F ,P, (θt)t∈R) is a metric dynamical system. Now introduce the following
Ornstein-Uhlenbeck process on (Ω,F ,P, (θt)t∈R)

δ(θtω) = −

0∫

−∞

esθtω(s)ds, t ∈ R, ω ∈ Ω0. (25)

which solves the following Ornstein-Uhlenbeck equation [1,8]

dδ + δdt = dW (t), t ∈ R, (26)

where W (t)(ω) = W (t, ω) = ω(t) for ω ∈ Ω, t ∈ R, is a two sided Wiener
process.

Proposition 2 ([1,8]) There exists a θt-invariant set Ω̃ ∈ F of Ω of full P

measure such that for ω ∈ Ω̃, we have

(i) the random variable |δ(ω)| is tempered, i.e., for ω ∈ Ω̃,

lim
t→+∞

e−βt sup
t∈R

|δ(θ−tω)| = 0, ∀β > 0;

(ii) the mapping

(t, ω) → δ(θtω) = −

0∫

−∞

esω(t+ s)ds+ ω(t)

is a stationary solution of Ornstein-Uhlenbeck equation (26) with continu-
ous trajectories;

(iii) In addition, for any ω ∈ Ω̃:

lim
t→±∞

|δ(θtω)|

t
= 0; (27)

lim
t→±∞

1

t

∫ t

0

δ(θsω)ds = 0; (28)

lim
t→±∞

1

t

∫ t

0

|δ(θsω)|ds = E[δ] <∞. (29)

In what follows we will consider θ defined in (25) on Ω̃ instead of Ω. This
mapping has the same properties as the original one if we choose for F the
trace σ−algebra with respect to Ω̃ also by F . For simplicity, we will still denote
Ω̃ by Ω when the content is clear.
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4.1 From stochastic system to random system

To get quantitative analysis of (6) - (8), we first transform them into random
ordinary differential equations with random parameters, but with no white
noise, by performing the change of variables

X̃ = X · e−µδ(θtω), Ỹ = Y · e−µδ(θtω), Z̃ = Z · e−µδ(θtω),

equations (6) - (8) become (with δ(θtω) written in short as δ)

dX̃

dt
= X̃

[
−b1 + µδ + eµδ

(
a12Ỹ + a13Z̃

)]
, (30)

dỸ

dt
= Ỹ

[
b2 + µδ − eµδ

(
(a21 +m1)X̃ + a22Ỹ + a23Z̃

)]
, (31)

dZ̃

dt
= Z̃

[
b3 + µδ − eµδ

(
a31X̃ + a32Ỹ + a33Z̃

)]
+m2e

µδX̃Ỹ . (32)

Notice that (30)-(32) is a random system of ordinary differential equations but
the main difference with the system (3)-(5) is that the random terms in the
latter are unbounded, what makes necessary the use of the properties of the
Orstein-Uhlenbeck process established in Proposition 2.

For simplicity denote by

v(t, ω) := (X̃(t, ω), Ỹ (t, ω), Z̃(t, ω))T ,

and rewrite (30) - (32) as

dv

dt
=




−b1 + µδ 0 0

0 b2 + µδ 0
0 0 b3 + µδ



 v + g(v, θtω), (33)

where

g(v, θtω) = eµδ(θtω)




a12X̃Ỹ + a13X̃Z̃

−(a21 +m1)X̃Ỹ − a22Ỹ
2 − a23Ỹ Z̃

m2X̃Ỹ − a31X̃Z̃ − a32Ỹ Z̃ − a33Z̃
2



 .

First observe that R
3
+ is positively invariant. In fact, since

dX̃

dt

∣∣∣∣∣
X̃=0

= 0,
dỸ

dt

∣∣∣∣∣
Ỹ =0

= 0,

the plane X̃ = 0 and the plane Ỹ = 0 are invariant. In addition

dZ̃

dt

∣∣∣∣∣
Z̃=0

= m2X̃Ỹ ≥ 0 for all X̃, Ỹ ≥ 0

on the plane Z̃ = 0.
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4.2 Properties of solutions

In this subsection we show that for any initial condition v(0) = v0 ∈ R
3
+,

solutions to (33) and equivalently to (30) - (32) exist and generate a random
dynamical system.

Lemma 3 Assume that

m1 −m2 + a21 − a12 > 0 and a31 − a13 > 0.

Let T > 0 and v0 ∈ R
3
+ be fixed. Then for every ω ∈ Ω, system (33) admits a

unique solution v(·, ω, v0) ∈ C([0, T ],R3
+) and the solution generates a random

dynamical system ψ(t, ω)(·) defined by

ψ(t, ω)v0 = v(t; 0, ω, v0), ∀t ≥ 0, v0 ∈ R
3
+, ω ∈ Ω.

Moreover, defining η by

η(t;ω, v0) = eµδ(θtω)ψ(t;ω, e−µδ(θtω)v0), ∀t ≥ 0, v0 ∈ R
3
+, ω ∈ Ω,

then η is another random dynamical system for which the process

(ω, t) 7→ η(t;ω, v0)

solves the original system (6) - (8) for any initial condition v0 ∈ R
3
+.

Proof For any fixed T > 0, notice that function g(t, v) is continuous in t and
locally Lipschitz in v, with a uniformly bounded Lipschitz constant on [0, T ],
hence by classical results from the theory of ordinary differential equations,
system (33) has a local solution v(·, ω, v0) ∈ C([0, Tmax),R3) where [0, Tmax)
is the maximal interval of existence of the solution to (33). Define

‖v(t)‖ := X̃ + Ỹ + Z̃,

then from (30) - (32) it follows that

d

dt
‖v‖ = −b1X̃ + b2Ỹ + b3Z̃ + µδ(X̃ + Ỹ + Z̃) − eµδ

[
a22Ỹ

2 + (a23 + a32)Ỹ Z̃

+ (a12 − a21 +m2 −m1)X̃Ỹ + (a31 − a13)X̃Z̃ + a33Z̃
2
]

≤ −b1‖v‖ + b̃(y + z) + µδ‖v‖ − aeµδ(y + z)‖v‖,

= (−b1 + µδ)‖v‖ + (y + z)
(
b̃− aeµδ‖v‖

)
, (34)

where a is as defined in (15) and

b̃ := max{b1 + b2, b1 + b3}.

We next discuss the inequality (34) case by case.
(1) When aeµδ‖v‖ ≥ b̃, we have

d

dt
‖v‖ ≤ (−b1 + µδ)‖v‖,
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which implies that

‖v(t)‖ ≤ ‖v0‖e
−b1t+µ

R

t

0
δ(θsω)ds ≤ ‖v(0)‖eµ

R

t

0
|δ(θsω)|ds. (35)

(2) When aeµδ‖v‖ < b̃, we have y + z ≤ ‖v‖ < b̃
a
e−µδ and consequently

d

dt
‖v‖ ≤ (−b1 − b̃+ µδ)‖v‖ +

b̃2

a
e−µδ. (36)

Integrating (36) gives

‖v‖ ≤ ‖v0‖e
−(b1+b)t+µ

R

t

0
δ(θsω)ds

+
b̃2

a
e−(b1+b)t+µ

R

t

0
δ(θsω)ds

∫ t

0

e(b1+b̃)s−µδ(θsω)−µ
R

s

0
δ(θτ ω)dτds (37)

≤ ‖v0‖e
µ

R

t

0
|δ(θsω)|ds + γ(ω), (38)

where

γ(ω) :=
b̃2

a
· max
t∈[0,T ]

{
e−(b1+b)t+µ

R

t

0
δ(θsω)ds

∫ t

0

e(b1+b̃)s−µδ(θsω)−µ
R

s

0
δ(θτ ω)dτds

}
.

In summary, the solution v is defined on any interval [0, T ].

Due to properties of δ(θtω), function g(u, θtω) is continuous in v, t and
measurable in ω, then for any T > 0, v : [0, T ] × Ω × R

3
+ → R

3
+, (t;ω, v0) 7→

v(t;ω, v0) is (B[0, T ]×F×B(R3
+),B(R3

+))-measurable, and hence (33) generates
a random dynamical system ψ(t, ω)(·) defined by

ψ(t, ω)v0 = v(t; 0, ω, v0), t ≥ 0, v0 ∈ R
3
+, ω ∈ Ω.

It remains to show that η and ψ are conjugated random dynamical systems.
In fact by the chain rule we have

dη(t) = d
(
eµδ(θtω)ψ

)
= eµδ(θtω)dψ + µeµδ(θtω)ψ ◦ dδ(θtω)

=








−b1 + µδ 0 0

0 b2 + µδ 0
0 0 b3 + µδ(θtω)



ψ + g(ψ)



 eµδ(θtω)dt

+(−µδ(θtω))eµδ(θtω)ψdt+ µeµδ(θtω)ψ ◦ dW (t)

=






−b1 0 0
0 b2 0
0 0 b3


 η + g(η)


 dt+ µη ◦ dW (t).

The proof is complete.
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4.3 Existence of a unique global random attractor

In this subsection we prove that the random dynamical system {η(t, ω)}t≥0,ω∈Ω

generated by (6) - (8) has a unique global random attractor. To this end, we
first prove that there exists a closed random tempered absorbing set for the
RDS {η(t, ω)}t≥0,ω∈Ω.

Lemma 4 Assume that

m1 −m2 + a21 − a12 > 0 and a31 − a13 > 0.

Then there exists a closed random tempered set Γ ∈ D such that for all K ∈ D
and a. e. ω ∈ Ω, there exists TK(ω) > 0 such that

η(t, θ−tω,K(θ−tω)) ⊂ Γ (ω), ∀t > TK(ω).

Proof According to (35) and (37), for any v0 ∈ R
3
+,

‖v(t)‖ ≤ max
{
‖v0‖e

−b1t+µ
R

t

0
δ(θsω)ds, ‖v0‖e

−(b1+b)t+µ
R

t

0
δ(θsω)ds

+
b̃2

a
e−(b1+b)t+µ

R

t

0
δ(θsω)ds

∫ t

0

e(b1+b̃)s−µδ(θsω)−µ
R

s

0
δ(θτ ω)dτds

}

≤ ‖v0‖e
−b1t+µ

R

t

0
δ(θsω)ds

+
b̃2

a
e−(b1+b)t+µ

R

t

0
δ(θsω)ds

∫ t

0

e(b1+b̃)s−µδ(θsω)−µ
R

s

0
δ(θτ ω)dτds

Replacing ω by θ−tω and v0 by e−µδ(θ
−tω)v0 in the expression of ψ gives

‖ψ(t, θ−tω, e
−µδ(θ

−tω)v0‖

≤ ‖e−µδ(θ
−tω)v0‖e

−b1t+µ
R

t

0
δ(θs−tω)ds

+
b̃2

a
e−(b1+b)t+µ

R

t

0
δ(θs−tω)ds

∫ t

0

e(b1+b̃)s−µδ(θs−tω)−µ
R

s

0
δ(θτ−tω)dτds

= ‖v0‖e
−b1t−µδ(θ

−tω)+µ
R

0

−t
δ(θsω)ds

+
b̃2

a

∫ t

0

e−(b1+b̃)(t−s)−µδ(θs−tω)+µ
R

t

s
δ(θτ−tω)dτds

= ‖v0‖e
−b1t−µδ(θ

−tω)+µ
R

0

−t
δ(θsω)ds

+
b̃2

a

∫ 0

−t

e(b1+b̃)s−µδ(θsω)+µ
R

0

s
δ(θτ ω)dτds

≤ ‖v0‖e
−b1t−µδ(θ

−tω)+µ
R

0

−t
δ(θsω)ds

+
b̃2

a

∫ 0

−∞

e(b1+b̃)s−µδ(θsω)+µ
R

0

s
δ(θτ ω)dτds. (39)

Thanks to Proposition 2, we have
∫ 0

−∞

e(b1+b̃)s−µδ(θsω)+µ
R

0

s
δ(θτ ω)dτds <∞.
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Then for any ξ0 ∈ K(θ−tω), we have

‖η(t; θ−tω, ξ0)‖ = eδ(ω)‖ψ(t; θ−tω, e
−δ(θ

−tω)ξ0‖

≤ eδ(ω)e−b1t−µδ(θ
−tω)+µ

R

0

−t
δ(θsω)ds · d(K(θ−tω))

+eδ(ω) b̃
2

a

∫ 0

−∞

e(b1+b̃)s−µδ(θsω)+µ
R

0

s
δ(θτ ω)dτds.

Notice that by Proposition 2

lim
t→∞

e−b1t−µδ(θ
−tω)+µ

R

0

−t
δ(θsω)ds = 0.

For any ε > 0 denote by

rε(ω) := eδ(ω) b̃
2

a

∫ 0

−∞

e(b1+b̃)s−µδ(θsω)+µ
R

0

s
δ(θτ ω)dτds+ ε.

Then Γε(ω) = B(0, rε(ω)) is a closed absorbing set. It remains to show the
temperedness of Γε. In fact, for any β > 0,

eβtr(θ−tω) = e−βt

(
eδ(θ

−tω) b̃
2

a

∫ 0

−∞

e(b1+b̃)s−µδ(θs−tω)+µ
R

0

s
δ(θτ−tω)dτds+ ε

)

= e−βt

(
eδ(θ

−tω) b̃
2

a

∫ 0

−∞

e(b1+b̃)(s+t)−µδ(θsω)+µ
R

−t

s
δ(θτ ω)dτds+ ε

)

→ 0 as t→ ∞.

The proof is complete.

Lemma 3, Lemma 4, together with Proposition 1 and Remark 1 give im-
mediately the following Theorem.

Theorem 3 The random dynamical system generated by system (6) - (8) pos-
sesses a unique global random attractor provided that

m1 −m2 + a21 − a12 > 0 and a31 − a13 > 0.

5 Closing remarks

This work is devoted to study the long term behavior of a predator prey model
with indirect effects under random environments. The main goal is to make
use of the theory of random dynamical systems to study the existence and
properties of the pullback random attractor. The concept of “pullback” fits
well in this model, as well as other general population models, while we are
observing a system at its present state, that has been running for a long time
starting from the past.
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In particular, we investigated two different versions of systems evolving in
random environments, one concerning random parameters, the other concern-
ing multiplicative white noise. For both systems we were able to prove the
existence of a unique global random attractor. Interestingly, the conditions

m1 −m2 + a21 − a12 > 0 and a31 − a13 > 0

ensure that both the random system and the stochastic system have a unique
global random attractor, although obtained by different techniques. For the
random system, we were also able to obtain conditions under which the system
is persistent, i.e., the three species coexist.

The concept of random attractors can reflect the interactions between the
species with their randomly varying environments. The idea of describing long
term dynamics of biological models by using random attractors or more specif-
ically random trajectories can be applied equally well in population genetics,
ecology and eco-evolutionary dynamics, as well as any area of applied sciences
that involve dynamics over time subject to random environments.

Needless to say that we have chosen two concrete situations to illustrate
how the mathematical theory of random dynamical systems is suitable to
analyze environmental effects on nonlinear dynamical systems. Several other
possibilities can be considered, and in fact we plan to do it in future. For in-
stance, is there any substantial difference in considering the Ito interpretation
of the noise instead of the Stratonovich one considered in this paper? We note
that the analysis of the Ito version is analogous if the coefficients bj are modi-
fied appropriately. This, of course, changes the conditions for the existence of
pullback attractor which will depend also on the intensity of the noise, that
is the parameter µ. The choice of Ito or Stratonovich noise is essentially a
modeling issue rather than a mathematical one.
It is well known that both kind of noise can produce completely different
asymptotic behavior, and this is why it is interesting to carry out an analysis
of this point. On the other side, one may consider also different noises appear-
ing in each coefficient what will yield to a more involved framework which is
worth being analyzed as well. In summary, the analysis performed in the paper
is just the beginning of a long time program in which we will put our efforts
over the next years.

Acknowledgement. We sincerely thank the referees for the helpful and
interesting comments which allowed us to improve the presentation of this
paper.
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