Cellular automata simulations on nanocrystallization processes: From instantaneous growth approximation to limited growth
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Abstract

Cellular automata simulations have been performed to simulate the crystallization process under a limited growth approximation. This approximation resembles several characteristics exhibited by nanocrystalline microstructures and nanocrystallization kinetics. Avrami exponent decreases from a value $n = 4$ indicating interface controlled growth and constant nucleation rate to a value $n \sim 1$ indicating absence of growth. A continuous change of the growth contribution to the Avrami exponent from zero to 3 is observed as the composition of the amorphous phase becomes richer in the element present in the crystalline phase.

Research Highlights

► Low values of the Avrami exponent can be explained in terms of an instantaneous growth process or a limited growth process. ► Microstructure and kinetics predicted by cellular automata under this approximation reproduces the experimental results. ► Compositional and growth range effects are explored.
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1. Introduction

Nanocrystalline alloys obtained from controlled devitrification as primary crystallization products of precursor amorphous alloys are characterized by the presence of tiny crystallites (5–20 nm) embedded in a residual amorphous matrix with different composition. The kinetics of nanocrystallization process is atypical, because the density of nuclei is extraordinarily high in comparison with that of conventional microstructures obtained from devitrification [1] and [2].

Scientific community is paying attention to these systems not only from a fundamental point of view but also due to a wide range of physical properties [3], [4] and [5] which are enhanced in nanocrystalline systems with respect to conventional microstructures with micrometric crystals, making nanocrystalline alloys very interesting systems for technological applications.
Growth impingement has been considered as the responsible for the very low growth kinetics, enabling a very significant nucleation in extended time (isothermal) or thermal (non-isothermal) regimes. Recently, an instantaneous growth approximation was proposed assuming that each formed nucleus grows to its saturation value instantaneously and afterwards no longer growth is allowed. The instantaneous growth approximation[6] enables a successful and simple explanation of the nanocrystallization kinetics on the frame of Johnson–Mehl–Avrami–Kolmogorov (JMAK) theory, ascribing the very low Avrami exponent, ~ 1, to the fact that only nucleation mechanisms affect the global kinetics. In fact, it is experimentally observed that crystal growth is so quickly impinged that the time required for a nucleus to grow up to its saturation size is negligible compared to the time required for the complete transformation process of nanocrystallization.

Computer simulations have successfully described crystallization kinetics using different methods: Montecarlo [7] and [8], molecular dynamics [9] or cellular automata[10], [11] and [12]. In particular, cellular automata simulations could reproduce the kinetics and microstructure observed in Cu free and Cu containing Hitperm alloys [13], where the size of the crystalline units is about 5 nm. The assumption of two different nucleation mechanisms allowed us to understand the effect of Cu addition and the formation of agglomerates in Cu free alloys, as well as the microstructural dependence with Co content in the alloy.

In this work, the instantaneous growth approximation is extended to a limited growth approximation in a new set of cellular automata simulation experiments, allowing the crystallites to grow during a limited time (a certain number of iteration steps) before they become blocked. This extension of the instantaneous growth approximation will take into account those nanocrystalline systems where the crystal size is large enough to evidence crystal growth during the transformation.

The goal of the work will be to describe the well known experimental results on nanocrystalline systems: slow kinetics, low Avrami exponents and refined microstructure [1], using simulations under this simple approach. Results derived in this study should be applicable to any nanocrystalline system obtained from devitrification of a precursor amorphous material.

2. JMAK crystallization theory

The classical JMAK theory of crystallization was developed by Johnson and Mehl [14], Avrami [15] and Kolmogorov [16] to describe the evolution of the crystalline fraction as a function of the annealing time taking into account the geometrical impingement between growing crystals [1]. Although this theory was developed for polymorphic transformations during isothermal treatments, it has been extended to non-isothermal regimes [17], [18], [19], [20] and [21] and to transformations in which the parent and product phases have different compositions [1] and [5]. JMAK theory predicts that the transformed fraction, X, evolves with annealing time at a certain isothermal temperature T as:

\[ X = 1 - \exp\{-[K(T)(t-t0)]n\} \]
where $K(T)$ is a frequency factor for which a thermal Arhenius dependence is assumed, $t$ is the time, $t_0$ is the incubation time and $n$ is the Avrami exponent. In the following simulations, $t_0$ is fixed to zero.

The key parameter of the theory is the Avrami exponent, which can be related with the mechanisms of nucleation and growth\[22\] as:

$$n = n_I + d \cdot n_G$$

where $n_I$ refers to nucleation ($n_I < 1$ for decreasing nucleation rate, $n_I = 1$ for a constant nucleation rate and $n_I > 1$ for increasing nucleation rate), $d$ is the dimensionality of the growth process and $n_G$ refers to growth ($n_G = 1$ for interface controlled growth and $n_G = 0.5$ for diffusion controlled growth) \[22\].

A local value of the Avrami exponent \[23\], $n(X)$, can also be obtained for the isothermal regimes from the slope of the double logarithmic representation, $\ln(-\ln(1-X))$ vs. $\ln(t)$, known as the Avrami plot:

$$n(X) = \frac{d \ln(-\ln(1-X))}{d \ln(t)}$$

In the case of instantaneous growth approximation, JMAK theory is valid to describe the results obtained from simulations of polymorphic transformations and is approximately valid for non-polymorphic transformations, although the maximum nucleation rate is shifted with respect to $n = 1$ value \[24\].

3. Simulation program

The simulation program used is an extension of the previous one describing the instantaneous growth process and detailed elsewhere \[13\]. In order to simplify the nucleation mechanism, “in contact” nucleation (preferential sites for nucleation) leading to the formation of agglomerates has been suppressed.

The cellular automata simulation program considers a three (two) dimensional space divided in cubic (square) cells and the time is discretized in iteration steps. At the initial state, the system is homogeneously amorphous with a general composition Fe$_{100-y}$Ex$_y$, being Fe the element forming the crystals and Ex the element which is expelled out of the crystals. The use of Fe to name the atom forming the crystalline phase does not reduce generality to the obtained results, which can be easily extended to Fe free nanocrystalline systems. Therefore, every cell is suitable to nucleate but in order to do so it must fulfil not only deterministic requisites (to be amorphous or to have enough Fe in the neighbourhood) but also the stochastic character of nucleation has to be taken into account. This is considered by randomly selecting a cell as candidate to develop a new crystalline nucleus and assigning a probability to nucleate depending on the Fe needed to complete the crystalline composition. If the Fe needed to crystallize is zero, the probability for nucleation of the chosen cell is 1.
After certain number of iteration steps, in which random nucleation is considered as described above, the whole space is explored to allow suitable crystallites to grow to their adjacent cells (if they are not already transformed). Crystals with a certain size are not allowed to grow further, following a limited growth approximation. The effective nucleation rate can be change varying the number of iteration steps of random nucleation between two growth steps. This value can be also tuned by changing the size of the explored space.

It is worth mentioning that the JMAK theory assumes a negligible size of the nuclei. Apparently this feature is not fulfilled in our simulations as the crystallites nucleate with a finite size (one cell) comparable to the final size, in some cases. However, the new nucleus in the simulation can be understood as a growing crystal which was formed an iteration step before with a null size. This explains why there is no effect of nucleus size on the kinetic parameters obtained in the simulations performed, although these effects have been reported by some authors [25].

4. Results

4.1. Polymorphic transformations

Although nanocrystalline systems are generally obtained during non polymorphic transformations, simulations concerning equicompositional amorphous and crystalline phases can help to clarify the effects of each parameter on the kinetics of transformation. Moreover, JMAK theory was developed to describe such transformations and thus is expected to be valid in the description of the simulations performed.

In these simulations, the probability for nucleation is 1 when there is no need of acquisition of Fe from outside the cell. Therefore, a new nucleus will be formed after each iteration step unless the chosen cell corresponds to an already transformed one (geometrical impingement), being the nucleation probability proportional to \((1 - X)\).

Fig. 1 shows the evolution of a selected 20 × 20 cell region in a 500 × 500 two dimensional simulated system during a polymorphic transformation. The initial time was chosen as that at which the first nucleus appears in the selected region. The differences between unlimited growth (Fig. 1a) and limited growth (Fig. 1b) are evident. The initial nucleus grows for both systems as time increases and new nuclei can appear (moreover, other nuclei could be formed outside the region shown). For the system shown in Fig. 1b, the growth is limited to four iteration steps (GL = 4). In addition, at the edges of the region shown, some cells crystallize due to growth of crystals formed out of this region.

After comparison between limited growth systems and those in which unlimited growth applies, the following consequences, typical for nanocrystalline systems, can be derived for limited growth systems: slower kinetics, more homogeneous grain size distribution, crystals with a more regular shape and reduction of the number of grain boundaries.
Fig. 2 shows the evolution of the transformed fraction, X, as a function of iteration steps (time, t), as well as the Avrami plot and the local Avrami exponent obtained from the slope of the Avrami plot. Simulations were performed on a series of 500 × 500 cells, two dimensional systems, with different values of the growth limit.

For large growth limits, differences with unlimited growth processes are negligible: Before a crystal achieves its maximum size after GL steps, the geometrical impingement blocks the crystal growth. Large growth limits must be understood as relative to the size of the explored space. If GL exceeds the half of the linear size of the space, no crystal would stop growing before geometrical impingement occurs.

As the geometrical impingement is the only mechanism taken into account in JMAK theory, these systems are in agreement with JMAK theory predictions and a constant value of the local Avrami exponent is obtained, \( n = 3 \), for any value of crystalline fraction. This value can be explained as the sum of contributions from a constant nucleation (\( n_I = 1 \), as the nucleation mechanism is constant along the simulation) and from an interface controlled growth in two dimensions (\( n_G = 1 \)).

Interface controlled growth is a consequence of the constant linear growth rate imposed to the simulations: after a constant number of iteration steps considering nucleation of randomly chosen cells, the adjacent cells of each crystal below its maximum allowed size are transformed. In the case of diffusion controlled growth, the linear growth rate should be proportional to the inverse of the square root of the time at the isotherm. Nevertheless, analyses of the growth rate dependence on the crystal radius yielded an initial interface controlled growth followed by diffusion controlled growth for a primary phase growing in a supersaturated matrix [1]. This is a consequence of an initial transient due to non-steady conditions and to soft impingement [1]. Therefore, the step function of the growth rate considered for the simulations performed in the present study can be considered as an approximation to the actual growth rate (see Fig. 3 in ref. [1]).

As growth limit decreases, kinetics is slowed down and the Avrami exponent is no longer constant. Initially starts at \( n = 3 \), as for the unlimited growth case, but it decreases after achieving a certain value of crystalline fraction (larger as the limit growth increases).

Similar results are obtained in 3D systems, as shown in Fig. 3 for a 503 cells system. In this case, the constant value of the Avrami exponent for unlimited growth or very large limit growth processes is \( n = 4 \), in agreement with a three dimensional growth process.

### 4.2. Non-polymorphic transformations

If the compositions of the parent amorphous phase and of the product crystalline phase are different, the system cannot be properly described by JMAK theory. However, the theory is widely used after normalizing the transformed fraction to the maximum achievable value, \( X_{\text{max}} \). Experimentally, this value is obtained as the crystalline volume fraction of samples annealed up to the end of the nanocrystallization process (e.g. by X-ray diffraction). In the
simulations performed, Fe exhaustion would stop the transformation. However, only for very poor Fe containing alloys, Fe exhaustion in the amorphous matrix could be assumed as the factor stopping the nanocrystallization process [26], being $X_{\text{max}}$ close to the value obtained from a composition balance equation. In general, nanocrystallization process ends once the residual amorphous matrix is stabilized [1].

Assuming a complete exhaustion of Fe in the residual amorphous matrix, a theoretical maximum transformed fraction could be obtained for an initial amorphous composition Fe$_{100-y}$Ex$_y$ from a simple balance equation as:

$$X_{\text{max}} = \frac{100 - y}{100}$$

However, the saturation values obtained during simulations are lower than the values obtained from Eq. (4). This can be explained by untransformed cells which were surrounded by low Fe containing cells or crystalline cells not allowed to grow further and, consequently, unable to transform. Therefore, the maximum transformed fraction used for normalization was the saturation value obtained in the simulations, in a similar way as it would be done for experimental data. Both values are linearly correlated as shown in Fig. 4.

In the simulations performed in this work, the Fe accessible to a cell is limited to that of a sphere with a diameter equal to the diagonal of the cell and distributed among its six neighboring cells. Therefore, if there is not enough Fe in the accessible surrounding, the crystal could grow only to some adjacent cells but not to all of them. This is because some next nearest neighbor cells are shared among cells candidates to crystallize but they cannot supply Fe to all of them so some of the candidates cannot be transformed. In order to clarify this point, Fig. 5 shows the number of cells of a single growing crystal without any geometrical impingement as a function of the Fe content. It can be observed that the crystal grows faster as the composition is richer in Fe content.

Although the effect is enhanced in the simulation performed due to the strong volume limitation for Fe acquisition, a qualitative behavior could be inferred from these data. For very low Fe content (< 37% Fe in our case) nucleation is not possible as there is not enough Fe in the allowed volume to enrich a single cell to 100% of Fe. For low Fe content, there is a compositional range (37–44% Fe) for which nucleation is possible but growth is totally banned. After the nucleus cell is enriched in Fe, the neighbor cells that should proceed to transform during the next iteration step become so exhausted in Fe that their surroundings (next nearest neighbor cells) cannot supply the Fe needed for them to reach 100% of Fe. In this case, the size of the crystal is limited to 1 cell. Other case occurs for crystals limited to 3 cells (45–46% Fe), as some neighbor cells are shared, if they contribute to the growth of one cell, they have not enough Fe to contribute to another one and the growth is stopped. This would be a case of self-limited growth. For higher Fe concentrations, the crystal continuously grows and faster as the system is richer in Fe, due to these shared neighbors that can prevent the transformation of some cells.
The simulated growth, which is cell by cell, should give a non realistic shape of the crystal but we can consider the evolution of its volume, $V$ (number of cells in the crystal). Although actual nanocrystalline systems may exhibit mainly diffusion controlled growth\cite{1}, interface controlled growth is simulated for simplicity, as it was explained above. Therefore, the linear growth should be constant and a double logarithmic representation of the volume transformed (number of cells in the crystal) as a function of time (iteration step) may lead to a slope equal to 3. Fig. 6 shows the growth exponent $g$ of expression $V = \alpha t^g$ obtained from the double logarithmic representation ln($V$) vs. ln($t$) (see inset) as a function of the Fe content. Whereas for Fe rich alloys a $g = 3$ is obtained, for poor Fe compositions $g$ goes down to zero. Although linear fittings are enhanced when $g$ is close to 3, the error bars are small enough to supply $g$ values in all the explored range. The particular behavior of 49\% composition in the inset is due to those cells that cannot be transformed. For a small crystal the fraction of common neighbors leading to these untransformed cells is large, but once the growing regions are further apart this fraction decreases and the growth exponent increases. This must be understood as a qualitative behavior as it depends on the specific parameters chosen in these simulations.

Fig. 7 shows the local Avrami exponents calculated from unlimited growth simulation experiments performed for different Fe containing systems. In this context, unlimited growth means GL is too large to affect the evolution of the system. The corresponding curves obtained without normalizing the transformed fraction are also shown. Whereas the results obtained from normalized data are in agreement with JMAK theory and a constant $n = 4$ value is obtained along the transformation, results obtained without normalizing the transformed fraction yields a continuous decrease of the local Avrami exponent. For very low Fe content ($\leq 37\%$), once a cell crystallizes due to nucleation, no further growth is possible as its neighboring cells become exhausted in Fe. This is in agreement with the local Avrami exponent obtained, $n \sim 1$ along the transformation, indicating constant nucleation rate and absence of growth.

Fig. 8 shows the local Avrami exponents obtained for several values of GL as a function of the normalized transformed fraction. As observed for polymorphic transformations a decrease from $n = 4$ to $n \sim 1$ is observed when the growth process becomes impinged, independently of the composition. Exceptions are such very low Fe containing systems for which any growth is prevented even at the very beginning of the process and the Avrami exponent is $\sim 1$ since the beginning of the process.

5. Discussion

It is worth noticing that at every iteration step some crystals may grow although an Avrami exponent value of 1 should correspond to an absent growth process. However, it is clear that, as time increases, a majority of crystals remains blocked (all those nucleated before a number of iteration steps equal to the maximum growth allowed) and a minority of crystals (as the nucleation rate must decrease as the number of untransformed cells decreases) contributes to the increase of crystalline fraction by growth. The simulation program identifies the number of new nuclei formed as a function of the iteration steps and thus the contributions to crystalline fraction from nucleation and growth can be independently analyzed.
Concerning polymorphic transformations, Fig. 9 shows the number of cells transformed by growth at each iteration step for a 2D 500 × 500 system (with a single nucleation process allowed between each growth process) and different values of GL. For small GL, a plateau is observed with a constant value equal to the sum of the contributions of all growing crystals (for polymorphic transformations every cell is suitable to transform as it does not need any Fe supply from outside). The constant value is an indication of negligible geometrical impingement. In fact, at larger values of crystalline fractions, geometrical impingement is evidenced by some sporadic falls of this value followed by a generalized decrease.

Similar to Fig. 9 and Fig. 10 shows the number of cells transformed by the growth process at each iteration step for non-polymorphic transformations. A higher noise in the data corresponding to non-pure Fe than for pure Fe systems (polymorphic transformations) is due to the fact that the probability for nucleation per iteration step is 1 only for pure Fe systems. In agreement with the results simulated for a single crystal without geometrical impingement, the number of transformed cells by growth is always smaller for the system with 50% than for the 75% Fe containing system.

Generally, deviations from JMAK values to lower ones could be assigned to an underestimation of the impingement effect and analyzed in the frame of a modified kinetic equation [27]:

\[ X = 1 - \{(1 + (\lambda-1)K(T)(t-t_0))^{\frac{1}{\lambda-1}\ln(1-X)^{-(\lambda-1)-1}}\} \]

where \( \lambda \) is the impingement factor (e.g. \( \lambda = 1 \) for JMAK theory). Using different values of \( \lambda \), linear fitting were performed on \[ \ln\left(\frac{(1-X)^{-(\lambda-1)-1}}{(\lambda-1)}\right) \] vs. ln(t) plots for (\( X < 0.8 \)). The best linear fitting for the data shown in Fig. 8 yields the Avrami exponent values shown in Table 1 (the errors in \( \lambda \) indicate the difference between two consecutive values used, for which no significant difference was found). Along with these data, the corresponding impingement factor and the regression coefficient are also shown as well as the impingement factor and the regression coefficient for \( n = 4 \). As expected, the impingement factor decreases as the growth limit GL increases. An Avrami exponent close to 4 can be recovered but not for those systems where GL is very low, being \( n \sim 1 \).

6. Conclusions

Cellular automata simulations have been performed in two and three dimensional systems to simulate the crystallization process under a limited growth approximation. This approximation resembles several characteristics exhibited by nanocrystalline microstructures and nanocrystallization kinetics and extends the ideas of instantaneous growth approximation to those systems for which a certain growth cannot be neglected. Main conclusions are outlined:
• Avrami exponent can be explained in terms of nucleation and growth processes. At the initial stage of the transformation, Avrami exponent corresponds to a constant nucleation and interface controlled growth processes but it falls down to 1 (absence of growth) at a certain crystalline fraction that decreases as the growth limit decreases.

• JMAK theory is suitable for analysis of non-polymorphic transformations after convenient normalization of the transformed fraction.

• Analysis of the growth process of a single crystal as a function of Fe concentration in the amorphous matrix yields a continuous change of the growth exponent from zero, for very poor Fe compositions, to 3 for rich Fe compositions.

A self-limited growth process is predicted for very poor Fe containing alloys.
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Figure captions

Figure 1. Microstructure evolution of a 20 × 20 cells region of a 500 × 500 system simulated for unlimited growth (a) and growthlimited to 4 steps (b) as a function of the time (iteration steps), t.

Figure 2. Time evolution of the crystalline fraction (a), Avrami plot (b) and local Avrami exponent as a function of the transformed fraction (c) for unlimited growth and growthlimited to several values for a two dimensional 500 × 500 system.

Figure 3. Time evolution of the crystalline fraction (a), Avrami plot (b) and local Avrami exponent as a function of the transformed fraction (c) for unlimited growth and growthlimited to several values for a three dimensional 50 × 50 × 50 system.

Figure 4. Linear correlation between the saturation value of transformed fraction and the limit value predicted from the balance equation.

Figure 5. Number of cells in a crystal that grows without any impingement as a function of the iteration steps for different content in Fe. Simulation performed in a three dimensional 50 × 50 × 50 cells system.

Figure 6. Growth exponent as a function of the Fe content obtained from the slope of the curves shown in the inset. Simulation performed in a three dimensional 50 × 50 × 50 cells system.

Figure 7. Local Avrami exponent for unlimited growth experiments obtained using the normalized transformed fraction as a function of the transformed fraction (a) and normalized transformed fraction (b) for different Fe content. The local Avrami exponent obtained using directly the transformed fraction is shown for 50 and 75% of Fe (hollow symbols). Simulation performed in a three dimensional 50 × 50 × 50 cells system.

Figure 8. Local Avrami exponent for experiments performed using several values of GL in two different compositions and obtained using the normalized transformed fraction. Simulation performed in a three dimensional 50 × 50 × 50 cells system.

Figure 9. Number of cells transformed by growth at each iteration step in a two dimensional 500 × 500 cells system. An enhancement is shown below to appreciate simulations with small GL.

Figure 10. Number of cells transformed by growth at each iteration step in a three dimensional 50 × 50 × 50 cells system for two different compositions as a function of the iteration step (a) and the normalized transformed fraction (b).
Table 1

Table 1. Avrami exponent, $n$, impingement factor, $\lambda$, and regression coefficient, $r$, from linear fittings of 
\[\ln \left(\frac{(1-X)^{-(\lambda-1)}-1}{(\lambda-1)}\right)\] vs ln(t)

<table>
<thead>
<tr>
<th>GL</th>
<th>Best linear fitting</th>
<th>Linear fitting for $n = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n$</td>
<td>$\lambda$</td>
</tr>
<tr>
<td>8</td>
<td>$3.20 \pm 0.05$</td>
<td>$8.2 \pm 0.2$</td>
</tr>
<tr>
<td>13</td>
<td>$3.55 \pm 0.02$</td>
<td>$5.5 \pm 0.2$</td>
</tr>
</tbody>
</table>
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Figure 2

(a) Transformed fraction, $X$ vs. time (iteration steps), $t$. The graphs show different growth rates for $GL = 18$ steps, $GL = 3$ steps, and $GL = 1$ step: instantaneous growth.

(b) $\ln(\ln(1-X))$ vs. $\ln(t)$. The plots illustrate the growth behavior for different $GL$ values.

(c) Avrami exponent $n = \frac{\log(Dm)}{\log(Dm)}$ vs. transformed fraction, $X$. The curves represent the growth kinetics for $GL = 18$ steps, $GL = 3$ steps, and $GL = 1$ step (instantaneous growth).
Figure 3

(a) Transformed fraction, X, vs. time (iteration steps), t.

(b) Ln(-ln(1-X)) vs. Ln(t) for GL = 18 steps.

(c) Avram exponent, n_{Av}, vs. transformed fraction, X, for GL = 18, 13, 8, and 3 steps.

GL = 1 step: instantaneous growth.
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![Graph showing Local Avrami exponent vs. Normalized transformed fraction, X/X^MAX, for different GL values and iron contents.](image)
Figure 10

(a) Cells transformed by growth as a function of time (iteration steps, t) for different values of GL and iron content (Fe).

(b) Cells transformed by growth as a function of the normalized transformed fraction (X/X^{MAX}) for different values of GL and iron content (Fe).