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Resumen

Desde hace unos años hasta la actualidad, el desarrollo en el campo de los interfaces
cerebro ordenador ha ido aumentando. Este aumento viene motivado por una serie

de factores distintos. Amedida que aumenta el conocimiento acerca del cerebro humano y
como funciona (del que aún se conoce relativamente poco), van surgiendo nuevos avances
en los sistemas BCI que, a su vez, sirven de motivación para que se investigue más acerca
de este órgano. Además, los sistemas BCI abren una puerta para que cualquier persona
pueda interactuar con su entorno independientemente de la discapacidad física que pueda
tener, simplemente haciendo uso de sus pensamientos.

Recientemente, la industria tecnológica ha comenzado a mostrar su interés por estos
sistemas, motivados tanto por los avances con respecto a lo que conocemos del cerebro
y como funciona, como por el uso constante que hacemos de la tecnología en la actuali-
dad, ya sea a través de nuestros smartphones, tablets u ordenadores, entre otros muchos
dispositivos. Esto motiva que compañías como Facebook inviertan en el desarrollo de
sistemas BCI para que tanto personas sin discapacidad como aquellas que, si las tienen,
puedan comunicarse con los móviles usando solo el cerebro.

El trabajo desarrollado en esta tesis se centra en los sistemas BCI basados enmovimien-
tos imaginarios. Esto significa que el usuario piensa en movimientos motores que son
interpretados por un ordenador como comandos. Las señales cerebrales necesarias para
traducir posteriormente a comandos se obtienenmediante un equipo de EEGque se coloca
sobre el cuero cabelludo y que mide la actividad electromagnética producida por el cere-
bro. Trabajar con estas señales resulta complejo ya que son no estacionarias y, además,
suelen estar muy contaminadas por ruido o artefactos.

Hemos abordado esta temática desde el punto de vista del procesado estadístico de la
señal y mediante algoritmos de aprendizaje máquina. Para ello se ha descompuesto el
sistema BCI en tres bloques: preprocesado de la señal, extracción de características y
clasificación. Tras revisar el estado del arte de estos bloques, se ha resumido y adjun-
tado un conjunto de publicaciones que hemos realizado durante los últimos años, y en las
cuales podemos encontrar las diferentes aportaciones que, desde nuestro punto de vista,
mejoran cada uno de los bloques anteriormente mencionados. De manera muy resumida,
para el bloque de preprocesado proponemos unmétodomediante el cual conseguimos nor-
malizar las fuentes de las señales de EEG. Al igualar las fuentes efectivas conseguimos
mejorar la estima de las matrices de covarianza. Con respecto al bloque de extracción
de características, hemos conseguido extender el algoritmo CSP a casos no supervisados.
Por último, en el bloque de clasificación también hemos conseguido realizar una sepa-
ración de clases de manera no supervisada y, por otro lado, hemos observado una mejora
cuando se regulariza el algoritmo LDA mediante un método específico para Gaussianas.
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Abstract

The research and development in the field of Brain Computer Interfaces (BCI) has
been growing during the last years, motivated by several factors. As the knowledge

about how the human brain is and works (of which we still know very little) grows, new
advances in BCI systems are emerging that, in turn, serve as motivation to do more re-
search about this organ. In addition, BCI systems open a door for anyone to interact with
their environment regardless of the physical disabilities they may have, by simply using
their thoughts.
Recently, the technology industry has begun to show its interest in these systems, mo-

tivated both by the advances about what we know of the brain and how it works, and
by the constant use we make of technology nowadays, whether it is by using our smart-
phones, tablets or computers, among many other devices. This motivates companies like
Facebook to invest in the development of BCI systems so that people (with or without
disabilities) can communicate with their devices using only their brain.
The work developed in this thesis focuses on BCI systems based on motor imagery

movements. This means that the user thinks of certain motor movements that are in-
terpreted by a computer as commands. The brain signals that we need to translate to
commands are obtained by an EEG device that is placed on the scalp and measures the
electromagnetic activity produced by the brain. Working with these signals is complex
since they are non-stationary and, in addition, they are usually heavily contaminated by
noise or artifacts.
We have approached this subject from the point of view of statistical signal processing

and through machine learning algorithms. For this, the BCI system has been split into
three blocks: preprocessing, feature extraction and classification. After reviewing the
state of the art of these blocks, a set of publications that we have made in recent years has
been summarized and attached. In these publications we can find the different contribu-
tions that, from our point of view, improve each one of the blocks previously mentioned.
As a brief summary, for the preprocessing block we propose a method that lets us nor-
malize the sources of the EEG signals. By equalizing the effective sources, we are able
to improve the estimation of the covariance matrices. For the feature extraction block,
we have managed to extend the CSP algorithm for unsupervised cases. Finally, in the
classification block we have also managed to perform a separation of classes in an blind
way and we have also observed an improvement when the LDA algorithm is regularized
by a specific method for Gaussian distributions.
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Notation

R Real Numbers.
‖v‖ Norm of vector v.
〈v,w〉 Scalar product of the vectors v y w.
det(A) Determinant of the square matrix A.
A> Transpose of A.
A−1 Inverse of matrix A.
e number e.
P(A) Probability of A.
E [X ] Expected value of the random variable X .
var (X) Variance of the random variable X .
∼ fX (x) Distributed as the density of probability function fX (x).
N
(
mX ,σ

2
X
)

Gaussian distribution with mean mX and variance σ
2
X .

In Identity matrix of dimension n.
diag(A) Diagonal vector of matrix A.
tr(A) Trace operator of matrix A. The trace operator is equal to the

sum of the diagonal elements of A.
log(A) Logarithm of a SPD matrix A. With A eigen decompo-

sition such as A = UλU> where U is the matrix contain-
ing the eigenvectors of A and λ the diagonal matrix con-
taining its eigenvalues. The logarithm of A is defines as
log(A) = U log(λ )U>. The logarithm of the determinant can
be defines as: log|A|= tr(log(λ )).

E[x] expectation operator x.
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XIV

Specific definitions

x(t) EEG time signal. It can be combined with subscripts to in-
dicate a certain trial or class. For example the trials τ from
class k is represented by xτ,k(t).

Σ Reference to a sample covariance matrix. When it is used
with a subscript, it indicates the signal from which the co-
variance is estimated, i.e ΣX refers to the covariance of the
signal X and if it is conditioned to the class k it is indicated
as ΣX|k.

Nτ Number of training trials. With the notation Nτ|k we make
reference to the number of training trials of the class k.

S Brain sources of an EEG signal.
N Additive Gaussian noise.
A Sources mixing matrix.
X Matrix form of x(t).
τ Variable to indicate a generic training trial.
k Variable to indicate a generic imagery movement class or la-

bel.
K Number of imagery movement classes.
u Variable to refer to an eigenvector.
U Matrix of eigenvectors.
λ Variable to refer to an eigenvalue.
Λ Diagonal matrix that holds a set of eigenvalues.
w Singular spatial filter. In general terms we refer with this vari-

able to the spatial filter computed by the CSP algorithm or any
of its variants.

W Matrix formed by spatial filters.
P Number of spatial filters.
Ns Number of EEG sensors.
T Number of time samples in a trial.
K Number of classes.
y Random variable which represent the set of features. Tomake

reference to a set of features from the class k we use yk and
to reference a trial τ we use yτ . It is usually used as a row
vector.

µ Mean vector of a random distribution that may be indicated
by the subscript. For example µy represents the joint mean
of the features y.

C Variable to make reference to a true covariance covariance
from a distribution. Only used in Chapter 6.

∗There are variables that have been omitted from this notation table due to their sporadic use.
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PART I

INTRODUCTION AND OBJECTIVES





Chapter 1

Motivation and introduction to the
topic

This thesis started four years ago with the motivation of investigating and improving
the Brain Computer Interface (BCI). One reason to choose this topic was to learn

more about the brain, the organ that move us, but the main reason is the variety of possi-
bilities that these systems enable.
The BCI systems are a group of communication systems through which a person is

capable of transmitting information directly from her/his brain to a computer or machine
without using any muscle. The information is usually in the form of commands that can
allow the users to interact with their environment by just using their thoughts.
The development of the BCI systems is motivated by many factors but one of the most

important or useful reasons is that these systems constitute a great tool for people with
motor disabilities. The BCI systems open a new door with a set of opportunities for people
with these kind of disabilities, allowing them for example, to move around with a wheel
chair [1] or to control a computer [2] just through their thoughts, as we said before. Since
the BCI systems enable a communication channel to the brain, the user does not need any
other motor capability to interact with the system. In addition, BCI systems can also be
used to help in rehabilitation processes [3], providing feedback about motor tasks or to
understand how brain injuries are affecting the patient.
Not only can we find these systems useful in the medical field, the consumer industry

is also starting to show interest in BCI systems. Some of the most notable examples of
the development of BCI systems in applications for day to day consumers are being done
by the company Neuralink, whose founder is Elon Musk, also the founder of the company
Tesla. Neuralink is a company which objective is to build brain implants, for both medical
uses and to give people new assistive powers in the form of a digital layer above the cortex.
Another example that shows commercial purposes in the field of BCI is the Facebook BCI
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4 Motivation and introduction to the topic

programwhich goal is "to build a non-invasive, wearable device that allows people to type
by simply imagining themselves talking" [4].

As we can see the BCI systems are an active and top of the art research field and they
count with a long history of almost half a century of development starting with the pio-
neer Jacques J. Vidal in 1973. In his article [5] he proposed to access the humans brain
electrical signals to control computers, prosthetic devices and even spaceships. Since
then, there has been a huge development in the scientific research field that he started and
nowadays it is possible for people to control robotics arms [6] or artificial legs [7] using a
brain implant. It is also possible to spell words [8] and there are even video-games based
on BCI systems [9]. However, we are still far from being able to pilot a spaceship since
BCI systems only understand a few set of commands and still have an important error rate
that makes them unsuitable for tasks that require a high level of precision.

During all these years of development the general schema of these system have stayed
the same. As exposed in the book [10], in the BCI systems we can find four parts as we
describe below:

1. Signal acquisition system: Its objective is to measure and provide the next part
of the system with the electromagnetic activity that the brain generates and which
will control the system. There are two key aspects required from a good acquisition
system: it is important to keep as much spatial resolution as possible while keeping
the lowest signal to noise ratio possible. To measure the electromagnetic field of the
brain the most popular technique is to place electrodes over the scalp, this is what
is known as Electroencephalogram (EEG). There are also other acquisition system
as for example the ECoG, which consists of placing electrodes over the brain and
inside of the skull; or using brain scans provided by fMRI techniques.

2. Signal processing module: After acquiring the signals corresponding to different
commands, the machine needs to be able to distinguish between them. This part of
the system is the one in charge of extracting and classifying the features within the
brain signals that will let us make a difference between the commands.

3. Output device: This is the part that we desire to control through the BCI system.
Such as a computer screen, a wheel chair, a robotic arm or any other controlled
device.

4. Operating protocol: The brain is a very complex organ, and to control the electri-
cal signals it produces is a difficult task for the user. For this reason, the user usually
needs training to learn how to generate the right stimuli for the system. There are
external systems that help us produce or control the brain electrical signals by using
visual, audio or any other stimuli that induces a waveform or activity in the brain.
Nevertheless, the goal of a BCI system is that the user controls it willingly with
their own thoughts. There are a few ways of controlling the brain electrical sig-
nal with the thoughts. We can control the activity of the brain by concentrating in
our thoughts and their frecuency (for example, leaving the mind blank or thinking
rapidly about something), or as we will see in more depth in this thesis, by thinking
in different parts of the body which would generate electromagnetic activity in dif-
ferent parts of the brain. It is important to note that the different ways of controlling
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the system (different methods of generating brain activity) establish the different
BCI paradigms and define the whole system.

1.1 Overview on BCI

As it has been just said, the chosen operating protocol will define the architecture of the
rest of the system. In that sense, there are several kinds of BCI systems that are based
in different physiological processes of the brain. Researchers try to find patterns in the
electrophysiology of the brain that can be measured and at the same time can be voluntary
triggered by the users intention. For example, when you think about moving the right
hand, the electromagnetic waves of the brain in the left hemisphere change. This event
can be intentionally triggered by the user and can be measured by the EEG acquisition
system. The decision of choosing a particular kind of system to control a device can
depend of the device itself or the users limitations, making it necessary to design specific
solutions for specific problems. For example, if the user is blind, he will not be able to use
a screen, but he could use speakers or if the user is not able to write or read, he will not
be able or it will be very difficult for him or her to use a speller machine. In the following
sections we will review some of the most popular BCI paradigms.

1.1.1 P300 Speller

A very popular BCI system is the speller based on the P300 wave. This system is based
in the brain activity that occurs when a person does not know when an event is going
to happen but he or she is actively waiting for it. An example of the occurrence of this
wave can be found in athlete brains when they wait for the shot or signal that indicates the
start of the race. Under those circumstances and approximately 300 milliseconds after the
occurrence of the event, the brain produces a powerful wave that can be measured with
a EEG headset and which name is P300. The reasoning behind why the brain produces
this wave is not yet very clear and it exists some controversy about what the explanation
might be. For example, in [11] it is suggested that the goal of this wave is to improve
decision making after the event happens, although there are other studies that suggest that
this wave might occur to reset the neural system [12] as a preparation for taking action.
The P300 speller was first proposed in [13] and it consists on presenting a board or

screen with the alphabet in form of a table as represented in figure 1.1. The user concen-
trates in a character, while rows and columns are randomly highlighted. When the row
or column that contains the letter the user is focusing in is highlighted, the P300 wave is
triggered. To determine that the person was thinking about a specific character, its row or
column would have had to be highlighted in several occasions. This is necessary because
a row or a column contains several characters and also to be able to make an average of
responses for each character. This system is still being investigated and improved every
year. For the interested reader, we point out to the following book chapter [14] where
there is more information about this BCI system.
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Figure 1.1 Representation of the speller display used in [13].

1.1.2 Steady State Visual Evoked Potential

As the knowledge about the human brain increases, new BCI paradigms emerge. In 1982
it was discovered the Steady State Visual Evoked Potential (SSVEP) inmonkeys [15]. The
SSVEP refers to a electrophysiological phenomenon that occurs in the visual cortex of the
brain. When a person looks to a flicking light in the range of 1-100Hz [16], that same
frequency can be observed and detected in electromagnetic waves at the visual cortex. In
the BCI system that Chen et al. presented in 2002 [17], they were able to estimate the
telephone number that 8 of the 13 participants were trying to transmit by looking at the
flicking panel. The SSVEP BCIs have kept evolving and nowadays by using these systems
it is possible to drive a control remote car, a drone, or even a virtual vacuum [18, 19, 20].

1.1.3 Motor imagery Brain Computer Interface

The motor imagery movements paradigm consist in transmitting commands to the com-
puter through the imagination of motor movements, being the most extended practice to
transmit a set of two commands, one for each one of the hands.

the topic of this thesis is about this paradigm and we dive into the motor imagery
paradigm in section 1.4.

1.2 Overview on human brain

To understand the motor imagery BCI system that this thesis focuses on, it is important to
have basic notion of how the human brain works. Our brain can be seen as a distributed
system in which each part of the brain is in charge of certain functions and depending on
which BCI system is going to be used, different parts of the brain will be monitored.
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We can divide the human brain in different areas, but to keep it simple and for the
purpose of this thesis, we can start speaking of hemispheres. We can differentiate two
hemispheres in the brain: the right and the left one. The right hemisphere controls the
left side of the body and it is associated with mathematical and scientific thinking, se-
quential processing of information and it houses the abilities to write and speak. The left
hemisphere controls the right side of the body and is associated with imagination, creativ-
ity, spatial orientation, emotions, intuition and multitasking. This said, we can see that
each hemisphere controls the opposite part of the body.
At the same time, the brain is divided in four lobes. Each one of them holds symmetric

parts of the two hemispheres:

• Frontal lobe: this is the lobe that manages action, controlling our behavior and it
houses our creative abilities as well as our problem solving capacities. The frontal
lobe is the biggest one and almost at the border with the parietal lobe, we can find
the motor cortex. The motor cortex is the part which controls the motor movements
and therefore, the part that we have to monitor in MI-BCI systems. The frontal lobe
also plays an important role in the P300 speller BCI systems because it is one of
the areas where the P300 wave is generated [21].

• Parietal lobe: this part of the brain is the one in charge of interpreting the reality
we live in. It is where the language, reading and vision is processed. At this side of
the border with the frontal lobe, the somatosensory cortex can be found. While the
motor cortex is responsible for moving the muscles of our body, the somatosensory
cortex is the part where the feelings about our bodies are processed, housing the
pain and touch senses.

• Occipital lobe: this is the lobe where the information acquired with the eyes is pro-
jected and later distributed to other parts of the brain. This region is of interest for
the BCI systems based on the paradigm SSVEP and in these systems they monitor
the activity of this region.

• Temporal lobe: this is the part that holds the memories and also helps in speech
and hearing tasks.

In figure 1.2 you can find a graphic representation of the four lobes and themost interesting
cortices for the different BCI systems [22].

1.3 The EEG

As commented before there are others signal acquisition methods but in any case, the
Electroencephalogram (EEG) is a very popular acquisition method for BCI systems [23].
The EEG method consists in placing electrodes over the scalp of the user to measure the
electromagnetic field produced by the brain. Some of the reasons of its popularity reside
in the price and its practicality: the equipment needed is very cheap in comparison with
other acquisition methods, it can be carried around easily and no surgery is necessary for
its usage. For those reasons the EEG is a great candidate for non-intrusive BCI systems.
Nevertheless, we can also find awide variety of EEG headsets with different prices, shapes
and quality, some of them more portable while others require more equipment.
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Figure 1.2 Representation of some parts of the human brain.

The electromagnetic field that the EEG headset measures is generated through the ac-
tivity of the neurons. The neurons are specialized cells that process and transmit infor-
mation. The human brain contains in average 86 billion neurons [24] that are connected
one to another by their axons. The axons are long fibers that transmit electrical signals,
called action potentials, and they work in an all-or-nothing way, resulting in a binary com-
munication. Our brains are always working and the millions of action potentials that are
constantly being fired up produce an electromagnetic field that can be measured. Ideally,
the goal is to measure and locate the electromagnetic activity inside our brain with as
much spatial resolution as possible, so we could know exactly which part of the brain is
active. For example, the Electrocorticography (ECoG)measures this activity directly over
the brain, placing the electrodes inside the subject’s head using surgery and obtaining a
very good signal quality. In the case of EEG, the signal is acquired from the surface of
the scalp, avoiding surgery and with relatively cheap equipment.

The electrophysiological signals are very dependent of the patient metal state[25], they
are very noisy and the spatial resolution is decremented, making it very difficult to work
with. In addition, the EEG signals are usually contaminated with artifacts that also de-
creases the quality of the signal [26].

The artifact contamination is one of the most common contaminations that the EEG
signal suffers, and we usually refer to this kind of contamination as the one produced by
the subjects movements or actions. The most typical kind of artifacts in the EEG signals
are the ones produced by blinking, swallowing or breathing. All those actions can have
a major impact over the EEG signals and because of that there is a lot of research in the
topic of avoiding them [27].

The EEG sensors can be dry or wet, which means that they might need a gel to adapt
the impedance between the scalp and the electrode itself. Dry electrodes are relatively
new and they perform as good as the wet ones in terms of Signal to Noise Ratio (SNR)
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Figure 1.3 Representation of the mapping between the body and the motor cortex. Enu-
merating the body parts in a clockwise direction: Foot, leg, arm, hand, face
and tongue.

but they are more sensible to movements or little variations [28]. Placing the electrodes in
the same exact position in different sessions or in different users, is likely to be impossible
and this means that usually the signals between sessions are very different. This is another
handicap of the EEG, making seeking for spatial information and working across sessions
extra hard. On top of that, due to little movements or the drying of the gel, the signal is
non stationary within the same session.
We can conclude as a summary, that despite the advantages of the EEG for the BCI

systems, the signals extracted with this method are very noisy, non-stationary, they are
usually affected by artifacts perturbations and extrapolating the results across users or
sessions is very difficult. All these reasons contribute to why the BCI systems based on
EEG present such a challenge for signal processing research.

1.4 Introduction to Motor Imagery Brain Computer Interfaces

In the previous section we have introduced the Motor Imagery Brain Computer Interface
(MI-BCI). The commands that are used in these systems are generated by the imagination
of motor movements in a way that the movement of each part of the body is associated
with a different command.

1.4.1 Physiological aspects of a MI-BCI

To differentiate between the user commands (imagery movements), the MI-BCI systems
are based in two aspects of the motor cortex physiology:
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• The first one is related to what we saw in the previous section 1.2: the brain works as
a spatially distributed system that is divided in different regions and one of them is
the motor cortex. This is the part of the brain that controls the voluntary movements
of the body and, as the rest of the brain, it is spatially distributed in the sense that
each part of the motor cortex controls a different part of the body. The motor cortex
extends through both hemispheres of the brain: the part of themotor cortex which is
in the right hemisphere controls the left side of the body and vice-versa. Apart from
the hemispheres, it is difficult to establish the exact boundaries of the different parts
within the motor cortex. However, in the figure 1.3 there is a sketch representation
of the mapping between the body and the motor cortex.

• The second aspect that the MI-BCI systems rely on is the sensorimotor rhythms,
that are a kind of waves that occur in the sensorimotor cortex [29] (that is how we
refer to the somatosensory and motor cortex at the same time). This rhythms are
concentrated in a bandwidth between 8-30Hz and the origin is not yet clear. They
become of interest because when a person makes a motor movement or just imag-
ines it, the sensorimotor rhythms become weaker and they could disappear com-
pletely from the sensorimotor cortex parts that are involved in the movement. This
phenomenon is called Event Related with the Desynchronization (ERD). Similar
to ERD, we can find another phenomenon that occurs in the opposite case. When
there is a power increase in those rhythms, the phenomenon is called an Event Re-
lated with the Synchronization (ERS). The ERD and ERS can be detected in the
EEG signals, and therefore, it is possible to discriminate between different motor
movements by looking at the patterns in the EEG signal [30].

Finding the patterns that best discriminates between the imagery movements in the
EEG signal becomes a very hard task and this thesis is dedicated to that purpose.

1.4.2 MI-BCI from the user point of view

In this section we talk about a case of use of a MI-BCI system and although there are
many paradigms and variants, we will refer to the general case where the output device is
a screen, there is a training phase in each session and the user tries to transmit commands
that will be shown in the screen as feedback.

To use the MI-BCI system the headset is installed in the subject’s head while the person
is usually sitting down in a comfortable position where he or she can be still during the
period of time that the system is in use. Each time a subject makes use of the system will
be called a session.

MI-BCI are very dependent of the users and sensors position and because of that, in the
general case, the system has to be trained every time it is used. The headset and position
of sensors can not change within a session because, as we said before, these systems are
based in spatial information and can be seriously affected by little variations in the position
or behavior of the sensors.

To perform a command the user imagines a motor movement during a short period of
time, usually between 3 and 6 seconds. After that, there is another short period of time
during which the user can rest before performing the next command. Each time the user



Introduction to Motor Imagery Brain Computer Interfaces 11

1 2 3 4 5 6 7 8 t(s)

Beep

Cross Arrow Imagery
movement Break

Figure 1.4 Time sequence representation of a trial from the BCI Competition IV dataset
2a.

performs a command, is called a trial and each trial has the label of the movement that
was imagined.
The training phase consists in the acquisition of labeled trials that the computer will

use to learn how to discriminate between the commands. Hence, the user is told what
movement to think of in each one of the trials.
For the development of new variants or algorithms that improve the user experience we

need some kind of objective measurement that enables the comparison between different
proposals. The main measurement that is used is the percentage of trials in which the
label was correctly estimated, although there are other measurements that are taken into
account. For example, the required time needed to obtain a good performance (training
phase time) or the complexity of the algorithms are important aspect of a MI-BCI system.
Using the BCI system and evaluating its accuracy at the same time becomes a problem
because while the system is in the usage phase, the user thinks of free will movements
which label is unknown to the system or lost. Therefore, for researching purposes the user
is always told which movement to perform and the usage phase is omitted in order to get
more labeled trials to experiment with. Once a session has been recorded and labeled,
there are many ways to split the data in training and test. For example, if we are running
an online test, the first group of trials are used for training and the rest for test but it is
usual to work with offline data and to perform what is called a Cross Validation (CV).
The CV is technique which is used to select the correct parameter configuration of an
algorithm and it consists in separating the training set into smaller sets to train and test
the algorithm using the different parameter configurations and to select the configuration
that perform the best over the training set.
An example of MI-BCI data that is used in this thesis and in many other researching

works is the BCI competition IV dataset 2a [31]. This is a set of EEG recordings in
which the trials follow the schema in the figure 1.4. Each trial starts with a beep to call
the attention of the user, a cross appears in the screen to catch the users eye and after two
seconds an arrow appears that tells the user which command to perform or think of. After
four seconds the arrow disappears and the user rests.





Chapter 2

Objectives and structure of the
thesis

2.1 Objectives

In a very general way, the objective of this thesis is to contribute to the Motor Imagery
Brain Computer Interface field by applying and developing signal processing techniques
that will increase the accuracy rate of the predictions, reduce the training period for each
user and improve the overall experience when using these systems. To achieve this general
goal, we have accomplished the following objectives which are indicated below:

• Study of the physiological aspect of the human brain that makes possible the exis-
tence of the MI-BCI systems and the timeline that is followed in the MI-BCI set up.
By doing this we will gain the necessary knowledge and background to understand
the experiments and the nature of the collected data.

• Review and research on the signal processing and machine learning algorithms that
are currently being used in theMI-BCI field. The knowledge about these techniques
and about their pros and cons will help in the development of new techniques.

• Investigate about proposals which are not framed in the MI-BCI field to find those
that can be used or applied to these systems in order to improve them.

• Implement and use the state of the art techniques to gain experience in these systems
and to be able to compare new possible proposals with the previous ones.

• Develop new proposals or modifications to existing algorithms that improve the
current ones.

13
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• Analyze and compare different cases scenarios of these new proposals to detect
their disadvantages and perks.

2.2 Structure

This thesis is organized in three different parts, each containing chapters that offer a deeper
understanding of the subject that is being studied.

In Part I we introduce the reader to the topic and justify the choice of it, as shown in the
previous chapter. There, we introduced the reader to Brain Computer Interfaces by going
over some BCI paradigms and the acquisition signal system. At last, we have introduced
the reader to the motor imagery paradigm, establishing the basic framework to understand
how they work. We then arrive to the current chapter, where we present the objectives of
this thesis and review its structure.

Part II is divided in four different chapters, its objective is to review the state of the art
in the field of MI-BCI, which we think is necessary to understand and contrast the con-
tributions of our work. In figure 2.1 we represent the classic block diagram of a machine
learning architecture, divided in: preprocessing, feature extraction and classification. We
have chosen to apply this block diagram in this context since the MI-BCI system can also
be considered a machine learning solution [32]. This decomposition is also useful to
study the different blocks independently and, in practice, keeping these parts separated in
the system lets us modify and troubleshoot each block by itself, without interfering with
the rest of the system.

The different blocks represented in figure 2.1 are the study purpose of the first three
chapters of Part II, that is, Chapter 3, Chapter 4 and Chapter 5. It is important to note that
although the preprocessing part in aMI-BCI system is sometimes omitted and included as
part of the feature extraction block (as for example in [33]), we have decided to dedicate
a whole chapter to it since one of our most relevant contributions concerns to this part
of the system. Therefore, Part II starts in Chapter 3 by studying the preprocessing block
and also looking into more aspects about the EEG signal, like its frequency range and
how it is transformed. In addition, we comment the problems that the artifacts pose. In
Chapter 4 we go over the feature extraction block, explaining the CSP algorithm which
is the most popular technique in the field of MI-BCI among some of its variants. We
finish the chapter reviewing the Riemann framework approach, which has become more
popular recently. In Chapter 5 we go through some of the state-of-the-art classification
algorithms. In the last chapter of this part, Chapter 6, we study the covariances estimators
which are used in the three previous chapters.

Part III is reserved to hold the publications that we have worked on during the PhD stud-
ies have taken place. Each publication is accompanied by a summary where we explicitly
comment its contributions to the field.

EEG
Signal Preprocessing Feature

extraction Classification

Figure 2.1 Block diagram of MI-BCI system.
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In this document one can find a table with the general and specific notation that has
been adopted, a list of figures and tables to help the reader navigate the document and a
glossary with the acronyms that have been used throughout the text.
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Chapter 3

Preprocessing

As we have seen in section 2.2, the signal processing module can be divided in differ-
ent blocks that can operate independently, being the first one of them the prepro-

cessing of the EEG signal. Although we also saw that this block is sometimes overlooked
by authors, we decided to dedicate a whole chapter of this thesis to it because it is a fun-
damental part in every machine learning system and we consider important to understand
the basic concepts of this block. Also, we have developed some proposals that improve
the preprocessing of the signal, making the whole MI-BCI system better. These proposals
can be found in Publication A. In the following section we will introduce the basics on
how the preprocessing of the EEG signal is done, and then we will center our attention
on the artifacts and how to minimize their effect on the EEG signal.

3.1 Preprocessing of the signals

As explained in the previous section 1.4.1, the electromagnetic field that exists in the sur-
face of our scalps is produced by the activity of the neurons that transmit electrical signals
from one to another. We have billions of neurons that are constantly firing action poten-
tials and each one of the electrical signals that are transmitted generate an electromagnetic
field.
These electromagnetic fields are propagated through the brain and through the skull to

the scalp where the headset measures the EEG signal. However, through the scalp we are
only capable of measuring an overall activity of the brain and not the concrete activity of
the different parts of the brain we saw in 1.2. These electrical signals proceding from the
different parts of the brain are all mixed together, transformed through the propagation to
the scalp and covered with noise and artifacts. So, despite all the sensors that are placed
around the scalp, it becomes very difficult to identify the activity produced by the different
parts of the brain.

19
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Nevertheless, some spatial information is preserved and in that sense, the ERS and ERD
that we introduced in section 1.4 are strong and synchronized waves that can represent
important changes in the EEG signals [34]. Using the techniques that are developedwithin
the BCI systemswe can even estimate the location of those waves across a set of trials [30].
However, even though the occurrence of the ERD and ERS are the ones making possible
that the MI-BCI systems work, finding these waves in each trial is not a reliable solution.
Instead, we look for the variations that those waves produce on the EEG signals, without
explicitly looking for them. This said, we can conclude saying that the main goal of the
preprocessing block is to clean and adapt the signal in such a way that it becomes easier
to find and extract the variations that we are looking for.

The headset provides us with a continuous stream of data per session and each session
can last for more than an hour but as we have already commented in section 1.4.2, we will
work with trials. This leads us to the first task of the preprocessing block, which is to cut
the discrete signal provided by the headset into pieces containing each one of the trials. In
the BCI competitions, as in others MI-BCI software acquisition, check [35] for example,
we are provided with a sequence of events that mark the start of a trial among other events.
Those marks may be used to extract the trials starting from the marked sample until the
new event mark. It is also usual to discard the first part from each trial [36], because
the ERD starts around 0.5 to 1 second after the user is told to start thinking of a certain
movement [37]. In the experiments of the articles within this thesis we have discarded
the first 0.5 seconds of each trial and we have worked with the following two seconds.

To prepare the EEG signals, one of the first steps is to filter them around the frequency
band where the ERD and ERS occurs. In the reference [34] they establish the frequency
range between 14 and 24 Hz, but for the MI-BCI systems, the range 8-30Hz is almost a
standard [30, 33, 38]. There are some implementations of MI-BCI systems that do not use
this frequency filtering right away, as for example the Filter Bank Common Spatial Pat-
terns (FBCSP) or discriminative filter bank CSP [39, 40]. Those designs look for features
that are in narrow frequency bands and that are covered with noise in wider frequency
ranges. Those systems can improve the results obtained with a unique frequency band
and in fact the FBCSP algorithm already counts with 4 patent citations.

However, the FBCSP design is difficult to reproduce, the training process is hard and
time consuming and we can see that they do not always provide with better results than
CSP [41, 40]. For these reasons we are not going to experiment with it and in the follow-
ing, we consider that the EEG signals that the headset provide (x(t)) are from a unique
frequency band that covers the range 8-30Hz, using an eighth-order Butterworth filter:

x(t)← Band Pass Filter
8−30Hz x(t). (3.1)

In addition, we think it is worth noting that the acquisition system had a 50Hz notch filter,
and that in our implementations, we filter the whole session before extracting the trials.

In classical approaches, the task of the preprocessing block would end here. Neverthe-
less, we will see in the following chapters that usually, in MI-BCI systems, all that we
need for the next blocks are the covariances of the trials. Because of that, it makes sense
to compute the covariances in the preprocessing block, offloading work and data volume
of the rest of blocks:

Στ =
1
T

xτ(t)x>τ (t), ∀τ ∈ Nτ . (3.2)



Dealing with the presence of artifacts 21

WhereΣτ represents the covariance of the training trial τ , T is the number of samples in
each trial and Nτ is the number of training trials. We will see in further chapters that the
covariances play a very important role in the field of MI-BCIs and we dedicate Chapter 6
to their estimators.

3.2 Dealing with the presence of artifacts

In the biomedical engineering field the term artifact is used to reference an undesired
alteration in measurement that is produced by the patient or subject. In that sense the
EEG signals are very sensitive to artifacts because while we are just interested in the
electromagnetic field generated by the brain, any kind of movement of the subject can
produce an alteration in the signal. Some typical artifacts are produced by blinking or
other eye movements, which produce changes in the EEG signal amplitude that may be
many times greater than the ones produced by brain activity [42]. Other common artifacts
are produced by muscle movements, like swallowing or breathing.
As we concluded in the previous section, the MI-BCI systems use as main measure the

covariance of the trials. In that sense, the artifacts can produce very important changes in
the covariances of the trials, which in turn affect how the feature extraction and classifica-
tion algorithms work, as they are trained with those covariances. Nevertheless, artifacts
are not just a problem of the MI-BCI system but of any medical or BCI system based
on EEG [42]. In fact, the artifact removal problem in the EEG signals is an active re-
search field (a search on Scopus of works containing the keywords "EEG" and "artifact"
generates 113 results during 2018).
Most of artifact removal algorithms can be categorized as preprocessing techniques that

are applied before they can affect the system. There are tools for selecting and rejecting
artifacts by visual inspection [43], but there are also many automatic algorithms, where
the variants of the Independent Component Analysis (ICA) and Principal Component
Analysis (PCA) algorithms are very popular [44][45]. Once a sample is labeled as an
artifact, it is usual to erase it although there also techniques to reconstruct the signal [46].
In any case, it is also usual to ignore artifacts and instead use protection techniques

that reduce the artifact effects as for example normalization techniques obtaining good
results. For instance, the winning solution of a Kaggle competition in 2016 did not use
any artifact rejection technique [47].
From this perspective, one popular option is to normalize the covariance matrices [48]:

Στ ← Στ

tr(Στ)
, ∀τ ∈ Nτ . (3.3)

By doing this we equalize the power of all the trials and, at the same time, we get rid of
the excess of power in the contaminated trials, although it does not dissolve all the effects
caused by the artifacts.
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3.3 Discussion

In this chapter we have seen the basic concepts of how the preprocessing of the signal
block works and exposed the problems that artifacts cause in these signals. The impor-
tance of these problems explains why most of the development that has been done during
these past years in the preprocessing field is related to palliate the effects of the artifacts.

On another note, and as a summary and guide to the practical user, the three basic
concepts that can be extracted from this chapter related to the preprocessing block are the
following:

1. The recommendation is to filter the whole EEG signal between 8-30Hz.

2. After filtering the signal, one can segment and extract the target trials.

3. The final step of the preprocessing is to compute the normalized covariance of the
trials.



Chapter 4

Feature Extraction

The following chapter is dedicated to the study of the different methods and techniques
that are used to transform the covariance matrices of the trials into a set of features

that are more suitable to use for classification algorithms.
In the literature, this part of theMI-BCI system ismore commonly known as Spatial Fil-

tering because the most popular technique used to be the CSP algorithm, which performs
a spatial filtering of the EEG signals and provides with a metric to choose the subspace
projection which contains more class related information. In addition, other techniques
that are used in this context such as ICA [49] would also perform a spatial filtering.
Nowadays, a new set of tools has been proposed and it has shown to be more flexible

and powerful than CSP. The tangent space projection technique does not need to realize
a spatial filtering of the signals. Instead, it projects the covariance matrices of the trials
in a local Euclidean space which is tangent to the covariances space. In spite of the
differences between the different techniques, they all have in common one thing: their
goal is to extract a set of features that will be passed on to the classifiers.
This chapter will start with a deeper study of the MI-BCI systems, establishing the

mathematical model on which the majority of feature extraction algorithms are based.
After that, we explain and review the CSP algorithm and its variant for the multi-class
paradigm, among others. Lastly, we will move on to the study of Riemann geometry
techniques and tangent space projection.

4.1 Mathematical model of the observations in MI-BCI

We have already introduced some aspects about the MI-BCI systems in both Chapter 1
and Chapter 3, whereas in this section we explain the model that is used to process the
EEG signals and transform them in commands.
In section 1.4.1 we explained that the electrical signals captured by the EEG headset

come from the electrical impulses that are produced by the neurons in our brains. Taking
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into account that there are millions of neurons in our brains, to consider the contribution
of each one of them to the EEG signal is not practical whatsoever. Instead, in the MI-
BCI signal processing module we can consider that there are as many sources as EEG
sensors, where each source represents the electromagnetic signals of an area of the brain.
From all those sources, we are interested in those were we can find the sensorimotor
rhythms. In that sense, one can say that the ERS are active sources and that the ERD are
non-active sources. So, if we can detect which sources are active during a trial, we can
discriminate between motor imagery movements, which is our main goal. This is not a
simple task because the sources cannot be directly identified in the EEG signal since they
are produced within the brain, and in the scalp we observe a distorted and contaminated
version of those signals.

To express the EEG observations in a mathematical way, we will call s(t) to the source
signals and x(t) to the EEG signals, or observations, which can be modeled as:

x(t) = As(t)+n(t), (4.1)

Where thematrixA represents themixing of the sources and the n(t) is a randomGaussian
noise that represents the rest of variations that are not produced by the considered sources.
In general it is also usual to use a matrix-wise notation

X = AS+N, (4.2)

onwhich the time samples are concatenated in a columnwise form: X= [x(t1), · · · ,x(tend)],
S = [s(t1), · · · ,s(tend)], N = [N(t1), · · · ,N(tend)].
The algorithm that we explain in this chapter, CSP, is based on this simple model and

it is a well extended problem formulation.

4.2 Introducing the Common Spatial Patterns algorithm

The Common Spatial Patterns (CSP) algorithm [50] was first used to extract patterns
from EEG signals in [51] and further on applied to MI-BCI in the article [30]. It is a
method designed for those cases in which we have two classes, K = 2, and it transforms
the EEG signals by applying a set of linear combinations between channels to reduce its
dimensionality. That set of linear combinations is what we refer to as spatial filters.

In the previous chapter we commented that the main summary measure of each trial is
its covariance. The CSP algorithm compute the average of these covariance matrices of
each class. The resulting spatial filters simultaneously diagonalize the average covariance
matrices, concentrating the whole power of the covariance in a diagonal matrix, whose
elements are the variance of the filtered EEG signals. In addition, the transformation is
made in such a way that for each CSP filter the variance of the resulting signal is maxi-
mized if the trial is from one class and minimized if it is from the other class.

CSP is a supervised algorithm, which means we need a set of labeled data to train
the algorithm before it starts working with the unlabeled data. The training process of
CSP begins by computing the two covariance matrices that represent the two classes. The
matricesΣ1,Σ2 can be estimated from the training trials as the average covariance matrix
of each class. Sometimes, we may find that there are trials that are more powerful, in the
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sense that they havemore influence than others, specially the ones affected by the presence
of artifacts. To avoid these trials from dominating the averaging covariance matrix of a
class, and as we explained in section 3.2, these matrices are usually normalized by their
trace and the computation of the class related covariance matrices result in

Σk =
1

Nk

Nk

∑
τ:Cτ=k

Xτ,kX>τ,k
tr
(

Xτ,kX>
τ,k

) , k = 1,2, (4.3)

where the variable Nk is used to refer to the number of training trials in class k and Cτ

refers to the class of the trial τ . Nevertheless, this normalization can be considered and
applied during the preprocessing part as commented in section 3.2.
Once the class related covariancesΣ1,Σ2 have been computed, the following step con-

sists it computing the global covariance of both classes as

Σ=Σ1 +Σ2. (4.4)

Then Σ is factorized as Σ= U>ΛU, where U is the eigenvectors matrix and Λ is the
diagonal matrix containing the sorted eigenvalues of Σ. It is important to note that the
eigenvalues inΛ should be sorted∗, either in a descending or ascending order. This done,
the eigenvectors in U are sorted in the same way. In this thesis we have chosen to sort
the eigenvalues in a descending order. Using the previous factorization, the next step is to
define the whiteningmatrixB=Λ

−1/2U, which will transform the class related covariance
matrices as:

M1 = B>Σ1B and M2 = B>Σ2B (4.5)

After whitening the matrices M1 and M2, these matrices share the same eigenvectors wi
which concatenation form the matrix W. Nevertheless, they are sorted in a different order
since their eigenvalues are complimentary in the sense that the largest eigenvalue of M1
and the smallest eigenvalue of M2 sum 1. This can be expressed mathematically as:

M1 = W>Λ1W ⇔ M2 = W>Λ2W (4.6)

and
Λ1+Λ2 = I (4.7)

withΛ1 being the diagonal matrix containing the eigenvalues of M1 sorted in descending
order, and Λ2 the diagonal matrix containing the eigenvalues of M2 sorted in ascending
order.
The vectors wi that form the matrix W =

[
w1, · · · ,wNs

]
are the optimal filters that CSP

looks for. The reasonwhy they are optimal is due to the fact that all the vectorswi are critic
points of the functions f1(w) = w>M1w and f2(w) = w>M2w, where the local maxi-
mums of f1(w) coincide with the local minimums of f2(w) and vice versa. Therefore,

∗It is common that the algorithms used to compute the eigenvalues and the eigenvectors provide the results
in a sorted way if the origin covariance matrices are symmetric. If they are not, the results may come out
unsorted. Sometimes due to precision mistakes, the origin covariance matrices are almost symmetric but have
some differences, resulting in non-sorted results from the algorithms. Therefore, our recommendation is to
always make sure that these elements are sorted even though the algorithm does this in most of the cases.
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the vectors wi are the optimal filters that best separate the variances of the transformed
EEG signals. In addition, they are also orthogonal to each other (w>i w j = 0 ∀i 6= j).

It is important to note that the only parameter that the original CSP algorithm has is the
number of filters to be used. CSP can provide with as many spatial filters as EEG channels
but because of the curse of dimensionality, a common practice is to reduce the dimension-
ality of the output by selecting the P filters that best discriminate between classes. Those
P filters are the eigenvectors associated to the largest and smallest eigenvalues. Assuming
P to be an even smaller number than Ns, the set of spatial filters is formed as:

W⇐
[
w1, · · · ,wP/2, wNs−P/2, · · · , wNs

]
. (4.8)

4.2.1 Additional considerations about the CSP algorithm

One interesting property of the CSP algorithm is that it can be formulated by different
optimization problems, of which the vectors wi are solutions

min
dim{W }=Ns−i+1

max
w∈W

var(ŵi
>X1)

var(ŵi
>X2)

, (4.9)

min
dim{W }=Ns−i+1

max
w∈W

var(ŵi
>X1)

var(ŵi
>X)

, (4.10)

where Xk represents the column wise concatenation of all the training trials from class
k, X is the concatenation of all the trials and the operators mindim{W =Ns−i+1} , maxw∈W
make reference to the application of the Courant–Fisher–Weyl minimax principle (check
reference[52] in p.58 or reference [53] eq (19)-(21)). In the same way, the previous equa-
tions can be expressed as Rayleigh quotients. As an example, we will only express in this
notation the equation 4.9 of the previous case:

min
dim{W }=Ns−i+1

max
w∈W

w>i Σ1wi

w>i Σwi
(4.11)

As we have already said, all the equations above have the same solutions which are
given by the eigenvectors that form the matrix W, but the values that those functions take
for a given vector wi change from one equation to another.
The spatial filters inwi also inherit the orthogonality property of the eigenvector (w>i w j '

0 ∀i 6= j). This is of interest because the variances are projected in the subspace form
by the vectors W and since they are orthogonal to each other and of norm 1 they form an
Euclidean space.

Another important consideration refers to the format of the data that CSP works with.
We have seen that the output of the CSP algorithm over each trial is the variances of the
different projection of the signals, that can be computed from the EEG signal of the trial τ:

yτ =
[
var(w>1 Xτ), · · · ,var(w>P Xτ)

]
(4.12)

We can also choose to compute them using the diagonal of the transformed covariances:

yτ = diag
(
W>Στ W

)
. (4.13)
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Taking into consideration the format of the data is important because as we said before
we can compute the covariance of the trials in the preprocessing part and forget about
the EEG signal from that point on, or we can preprocess the signals and keep using them
for feature extraction. Using the covariances has the advantage that they have less data
than the EEG signals. For example, we have been working with 500 sample trials and
22 channels, while a trial covariance has 22x22 dimension. Using fewer data reduces
the computation time and complexity, but keeping a higher abstraction of the data in the
feature extraction block may reduce the options that we have to manipulate it.

4.3 CSP for the multi-class paradigm

Like we said in section 4.2, the CSP algorithm only works for two classes but in many
BCI applications we are interested in using more than two commands. In that sense there
are some proposals to extend the CSP algorithm to a multi-class paradigm [54, 55].
However, one of the most popular ways of doing this is based in the diagonalization

that CSP performs. The diagonalization results as a direct consequence of equation (4.6),
where we can see that the CSP filters simultaneously diagonalize the related covariance
of both classes. Consequently, we could say that the CSP filters are the solution to a joint
diagonalization problem for two classes. In that sense, the algorithm proposed in [54],
which we refer to as Information Theory Feature Extraction (ITFE), uses the algorithm
Joint Approximation Diagonalization of Eigen-matrices (JADE) to simultaneously diag-
onalize all the class related covariances and then select the filters that retain more class
related information. The handicap of using JADE is that it is no longer an exact method
but an approximation.
Since there is no analytic expression for the mutual information I(C;w>i X) between the

classC of each trial τ and the filtered signal w>i Xτ . They propose to use an approximation
that they define as:

JIT FE(wi) = −
K

∑
k=1

P(Ck) log
(√

w>i Σkwi

)
− 3

16

(
K

∑
k=1

P(Ck)
(
(w>i Σkwi)

2−1
)
)2

≈ I(C;w>i X) (4.14)

with K being the number of classes and Σk the class related covariance of the class k.

4.4 Some divergence-based criteria

The CSP algorithm is still an active research area because even though it provides us with
good results in average, in the presence of artifacts it does not behave in the desired way
[56, 57], and it is not robust to non-stationary changes. In this sense, the divergences
interpretations have contributed to the CSP algorithm in several ways.
In the previous section (4.2) we have seen that by using CSP we assume that the EEG

signals have zero mean and that both classes only differ in their covariance matrices.
Consequently, we are establishing that the EEG signals are the result of a randomGaussian
process with zeromean, which is unequivocally determined by its covariancematrix. This
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said, we can try to look at the dimensionality reduction problem from the point of view
of statistics. Modeling the EEG signal as we just said

X1 ∼ f1 = N (0,Σ1) , X2 ∼ f2 = N (0,Σ2) . (4.15)

Following this perspective the ratio in 4.11 can be seen as a measure of the dissimilarity
between the two distributions.

In this section we will review the CSP algorithm from a divergence point of view,
and we will also see some of the most popular divergence-based variants that have been
proposed for the CSP algorithm. The divergences can be defined as set of statistic tools
that measure the dissimilarities or distance between two distributions.

A good way of analyzing the resemblance between CSP and the divergences can be
through theKullback-Leibler divergencewhich is one of themost used ones. TheKullback-
Leibler divergence between the two Gaussian distributions f1 and f2 is defined as:

DKL ( f1‖ f2) =
∫

∞

−∞

f1(x) log
f1(x)
f2(x)

dx. (4.16)

For the case where f1 and f2 are defined as in (4.15), the Kullback-Leibler divergence can
be simplified to:

DKL ( f1‖ f2) =
∫

N (0,Σ1) log
N (0,Σ1)

N (0,Σ2)

=
1
2

[
log

det(Σ2)

det(Σ1)
−Ns + tr

(
Σ−1

2 Σ1
)]

. (4.17)

As one can see the KL is not a symmetric divergence, which means that

DKL ( f1‖ f2) 6= DKL ( f2‖ f1) . (4.18)

When measuring the divergence between two equally probable distributions, it does
not make sense to use an asymmetric criterion, for this reason it is very common to use
the symmetric version of the divergence, which is defined as:

DsKL ( f1‖ f2) = DKL ( f1‖ f2)+DKL ( f2‖ f1) . (4.19)

At this point, it is worth noting that the problem we are trying to solve is to find a set
of spatial filters W of dimension P < Ns, that maximize the symmetric Kullback-Leibler
divergence between the two classes. On the one hand this can be done from a hierarchical
way resolving

min
dim{W }=Ns−i+1

max
wi∈W

DsKL
(

f̄1‖ f̄2
)
, (4.20)

f̄k = N (0,w>i Σkwi), k ∈ (1,2) i ∈ (1, · · · ,Ns).

By doing it, we are looking for one optimal filter after the other. It is easy to see that both
problems ((4.20), (4.11)) have equivalent set of solutions. It is also important to take into
account that both solutions are equivalent but not necessary the exact same solution, in
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the sense that they span to the same subspace, but the ordering may change from one to
another. This was shown in Samek’s work [38], which we refer to the interested reader
for a more detailed explanation.
Sometimeswe are just interested in finding the subspacewhichmaximize the separation

between classes in terms of a divergence criterion. Therefore, we can also resolve the
problem simultaneously, instead of looking for one filter after the other, we can look for
the subspace that maximize the divergence between the two distributions, in which case
we only compute the filters that maximize the following divergence

DsKL
(

f̄1‖ f̄2
)
=

1
2

tr
(
(W>Σ2W)

(
W>Σ1W

)−1
+(W>Σ1W)(W>Σ2W)

−1
)
−P. (4.21)

In the CSP criterion there was a minmax expression, meanwhile in this case there is only
a maximization problem but note that the expression in (4.21) has the form z+ 1/z, which
is maximized when z goes to either infinity or zero.
The use of the divergence criterion provides us with some advantages because it allows

us to optimize different objective functions. For example, in the works [38, 58], it is also
proposed to look for a projection that minimizes the within class distance at the same
time that the distance between classes is maximized. To do that they use the following
objective function:

LsKL(W) = (1−φ)DsKL(W>Σ1W‖W>Σ2W)−φ∆(W), (4.22)

where 0≤ φ < 1 and:

∆(W) =
1

2L

K

∑
k=1

Nk

∑
τ:Cτ=k

DKL
(
N (0,W>Στ W)‖N (0,W>ΣkW)

)
. (4.23)

It is interesting to note that in equation 4.23, the Kullback-Leibler divergence is chosen in-
stead of the symmetric version. The reason for this is that in this equation the comparison
is done with a trial covariance to the class related covariance. The trial covariance may
be ill-conditioned and it makes sense to avoid computing the inverse of these matrices.
The Kullback-Leibler divergence can be generalized through the Beta divergence. In

[59] it is shown that the CSP solutions can also be obtained through the Beta divergence.
In [60] is suggested a new objective function to maximize the divergence between trials
covariance pairs from different classes

D̄sβ (W) =
N1

∑
τ:Cτ=1

Dsβ (W>Στ,Cτ=1W‖W>Σ|τ,Cτ=2W), N1 = N2 .

Where Dsβ represents the symmetric Beta divergence [60]. One reason to use this objec-
tive function is based on the argument that small values of β penalizes sporadic variations
of trials while large values of β penalizes small variations among trials.
We cannot end this section without talking about another generalization of the two

previous divergences: the Alpha-Beta Log-Det divergence (AB-LD). For two Gaussian
distributions with zero mean, it takes the following value:
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D(α,β )
LD (Σ1‖Σ2) =

1
αβ

log

∣∣∣∣∣∣
α(Σ

− 1
2

2 Σ1Σ
− 1

2
2 )β +β (Σ

− 1
2

2 Σ1Σ
− 1

2
2 )−α

α +β

∣∣∣∣∣∣
+

(4.24)

for α 6= 0, β 6= 0, α +β 6= 0,
where:

|x|+ =

{
x x≥ 0,
0, x < 0,

denotes the non-negative truncation operator. For the singular cases, the definition be-
comes:

D(α,β )
LD (Σ1‖Σ2)

=





1
α2

[
tr
(
(Σ

1
2
2 Σ
−1
1 Σ

1
2
2 )

α − I
)
−α log |Σ

1
2
2 Σ
−1
1 Σ

1
2
2 |
]

for α 6= 0,β = 0

1
β 2

[
tr
(
(Σ
− 1

2
2 Σ1Σ

− 1
2

2 )β − I
)
−β log |Σ−

1
2

2 Σ1Σ
− 1

2
2 |
]
for α = 0, β 6= 0

1
α2 log

∣∣∣∣(Σ
− 1

2
2 Σ1Σ

− 1
2

2 )α (I + log(Σ
− 1

2
2 Σ1Σ

− 1
2

2 )−α )
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+

for α =−β

1
2
|| log(Σ

1
2
2 Σ
−1
1 Σ

1
2
2 )||

2
F for α, β = 0

(4.25)

The interest in the AB-LD divergence [61] is that it also reproduces the CSP solution
for any value of α and β through the maximization of the function

D(α,β )
LD

(
W>Σ1W‖W>Σ2W

)
(4.26)

as it has been proven in our previous work [53]. As we show in the figure 4.1, the AB-
LD generalizes other existing divergences as for example the Riemann distance or the
Kullback-Leibler divergence. This divergence may also be useful in configurations like
(4.22) since the parameters α and β provide with greater freedom.

To finish this section, we show in figure 4.2 the value of several divergences as a spatial
filter vary in a 2-D schema (P= 1), where the value of the spatial filters W only depend on
the parameter θ which denotes the angle of the w vector in a 2-D schema. The angle of the
CSP solutions are marked and the coincide with the extreme points of all the divergences.
Note that in this schema we are just using one spatial filter and therefore, the hierarchical
and the simultaneously way of resolving the divergence criterion meet. In this figure one
can also see that the CSP solution matches the critic points of the set of divergences.
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β

α

4 × S-divergence

DKL (Σ1||Σ2)
KL matrix div.

Power log-det div.
Dα,α

LD (Σ1||Σ2)

Beta log-det div.
D1,β

LD (Σ1||Σ2)Alpha log-det div.
Dα,1−α

LD (Σ1||Σ2)

DKL (Σ1||Σ2)
Dual

KL matrix div.

DR (Σ1||Σ2)
Squared

Riemannian metric

Figure 4.1 Map of the AB-LD divergence D(α,β )
LD (Σ1‖Σ2) in the (α,β )-plane. Where

the position of each divergence is specified by the value of (α,β ).
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Figure 4.2 This figure shows the evolution of several divergences and the CSP criterion
for two random cavariance matrices. With one spatial filter (P = 1), its com-
ponents vary with respect θ as: w = [cosθ ,sinθ ]. To show a result that we
can appreciate, and since we are only interested in the extreme points. The
function were normalized between zero and one.
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4.5 Feature extraction based on Riemannian geometry

It has already been pointed out how the divergences are a great metric to work with co-
variance matrices and how the CSP filters can be found through the maximization of the
divergence between two distributions. In that sense, Riemann’s distance, which matches
the Alpha-Beta divergence for α, β = 0 as shown in the figure 4.1, are a great set of
tools. One of the reasons is that the Riemann distance has no hyper-parameter and it is
a symmetric divergence by itself. Also, the Riemann distance has been used to compare
and measure covariance matrices for years [62] and has been linked to CSP in multiple
references, such as [63].

As seen in [64], the Riemann distance has also been successfully used to classify MI-
BCI trials covariances without using any dimensionality reduction algorithms. The classi-
fication is performed by comparing the Riemann distance between the test trial covariance
and the center of each class, choosing as estimated class the one with the closest center.
In [64], it is also proposed to project the covariance matrices into a Riemann space which
is tangent to the trials mean covariance matrix, as represented in figure 4.3. In our exper-
iments, this algorithm obtained the higher accuracy results and it is for this reason that
we have chosen to study it the present section.

To see how to project the covariance matrices into the tangent space we start referenc-
ing [62], where we can see that the SPD subspace where the covariance matrices are,
is a differentiable manifold. This means that the tangent vectors in a given point vary
smoothly from one point to another close point. We will denote P to the subspace where
the SPD matrices are and T∫ to the tangent space, P,T∫ ∈RNs(Ns+1)/2. The reason why
this tangent space is useful is because most of the classification algorithms need to work
in Euclidean spaces, and the Riemann distance between two SPDmatrices can be approx-
imated by the Euclidean distance between the two projection of the SPD matrices in the

Mτ

Στ

O

Euclidean
space

Covariances
space

T∫

P

Figure 4.3 Representation of a covariance matrix Στ in a given covariance space, and
its projection Mτ in the Euclidean space which is tangent to the covariance
space at the center O.
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T∫ space.
To work with the matrices as in an Euclidean space, it is necessary to define a vector-

ization of the matrices which is given by:

vec(C) =
[
c1,1,
√

2c1,2, c2,2,
√

2c1,3,
√

2c2,3, c3,3, · · · , c j, j,
]
. (4.27)

The reason why the
√

2 coefficient appears is to maintain the norm ‖C‖F = ‖vec(C)‖2.
This said, projecting the covariance matrices using 4.27 is not advised because this pro-
jection does not respect the Riemann properties between SPD matrices.
Since the main goal is to transform a set of covariance matrices (Στ , τ ∈ [1,Nτ ]) in such

a way that standard classifiers can be used, in [64] it is proposed to project the covariance
matrices into the Euclidean tangent space of the center of the set. We can refer to the center
of the set as O. The center O is usually computed as the Riemann geometric mean of the
set of matrices [65], although in our experiments there was not a significant improvement
in comparison to computing the Euclidean mean of the set of matrices as the class center
is computed in equation (4.3).
After computing the mean covariance matrix of the set using any of the two methods

commented previously, the covariance matrices of the trials are projected in the tangent
space by:

Mτ,O = O1/2 log
(

O−1/2Στ O−1/2
)

O1/2, (4.28)

where Mτ,O is the projection of Στ on the Euclidean tangent space of O. We are not
interested in the projection itself, but in transforming the covariances in such a way that
they can be passed on to a classification module. Following this idea, we are interested in
a transformation that can satisfy the following:

δR(Σ1,Σ2)' ‖y1−y2‖2 , (4.29)

where δR represents the Riemann distance and y1,y2 are the vectorized forms ofΣ1,Σ2.
The norm of the difference can be expressed through scalar products that in the new space
are defined as 〈y1,y2〉O = tr

(
y1O−1y2O−1). For these reasons and to satisfy (4.29), the

transformation that is used is:

yτ,O = vec
(

O−1/2Mτ,OO−1/2
)
, (4.30)

= vec
(

log
(

O−1/2Στ O−1/2
))

. (4.31)

It is important to note that the test trials have to go through the same process as the
training trials, therefore they need to be projected using the same center. It is also worth
noting that the dimension of these projections may be too high in comparison with the
number of training trials and, for this reason, it is usual to reduce the dimension with
the use of any standard classification algorithm as for example the Fisher LDA algorithm
(explained in section 5.1). The tangent space technique can also be combined with CSP to
first reduce the dimension of the covariance matrices and later compute their projections.
However, we can find a complete and useful review on Riemannian approaches that

extend this explanation in [66].
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4.6 Discussion

In this chapter we have studied the CSP algorithm and some of its variants which are re-
lated with the processing of the information which is present in the data. We have also
chosen to review the divergence approaches because of our experience using those tech-
niques but there are other CSP variants that have shown very good results. In this sense,
we highlight the FBCSP algorithm [39] and the regularized versions of CSP shown in
[67, 68]. Even though all these variants perform quite well, they all need hyper-parameters
that need to be configured through CVwhich slow down the training process. In addition,
if there is not enough training data, it is advised to use as fewer hyper-parameters as possi-
ble, since fewer data can lead to overfitting. Apart from the hyper-parameter configuration
through CV, we still have to choose the ranges on which they will vary. Because of all
these reasons, it becomes very difficult to compare and experiment with those algorithms
in a wide range of datasets and users, so for many applications and research works the
extra load of applying CV does not always compensate the improvements that they may
contribute.

Through the study of the CSP method we have seen that by its definition it only works
for two classes. So, to extend it to a multi-class paradigm, we have to use tricks as "divide
and conquer", "one versus rest" [39] or we can also approximate the diagonalization that
is given as a result of the JADE algorithm [54].

In contrast with the CSP variants, we can find Riemann geometry techniques that allow
us to directly classify the covariance matrices using the Riemann distance to the class
related covariances, or to project the covariances in the tangent space on which we can
use any classifier available in the literature. The Riemann techniques work for the binary
case as well as for the multi-class problem, in the latter, they compose a more precise tool
than other techniques based in approximations. In addition, since these techniques work
with covariances, they can be used in combination with the CSP algorithm after it has
reduced the dimensionality of the signals.



Chapter 5

Popular classification techniques
in BCI

The purpose of this chapter is to do a brief review of the state-of-the-art classifiers
that are used in the field of MI-BCI systems nowadays. For the interested reader,

we refer him to the following book, where he will find a complete guide about these
classifiers [69].
We are going to concentrate on two classifiers that have been widely used in MI-BCI,

which are Linear Discriminant Analysis (LDA) and Support Vector Machine (SVM). We
will also go over another algorithm that can result of interest, which is the the Logistic
Regression classifier. This classifier is not as popular as the previous inMI-BCI, but when
it is used in combination with the Tangent Space technique, it provides us with the best
accuracy results that we have been able to achieve.
In addition, we will review two popular clustering algorithms, the k-means and the

Gaussian mixture model. These algorithms are not supervised and can be used when the
training data is unlabeled. They are of importance to us since in this thesis we demostrate
that CSP can be performed in an unsupervised manner.

5.1 Linear Discriminant Analysis

The LDA classifier, first developed by Fisher in 1936 [70], can be considered the first
algorithm for pattern recognition [71]. Although there are non-linear versions of this al-
gorithm, in this work we will only focus in the case that assumes that the within class
covariance matrix is the same one for all the classes and the border between classes is
linear. This is a supervised algorithm that assumes that all the classes’ features are dis-
tributed as Gaussian variables, and that the features from one class differ from the others

35
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only by their mean values. In other words, the features extracted from a trial τ with class
k is modeled as Gaussian distribution

fτ|C=k ∼N
(
µk,Σy

)
for k ∈ (1,2) (5.1)

where µk represent the unique mean values of the class k andΣy is the common between-
class covariance matrix.

The usage of the CSP algorithm explained in section 4.2 is usually followed by the usage
of the LDA classifier. This may be due to historical reasons since the first proposal for the
use of CSP inMI-BCI systems, was in combination with the LDA classifier[30]. This said
and leaving aside historical reasons, the combined used of both of themmakes sense, since
the assumptions made by both algorithms are the same ones. In this sense, we can recall
that CSP assumes that the signal from both classes follow a Gaussian distribution with
zero bias but different covariance matrices. If CSP is followed by LDA, the latter assumes
that the distribution of the sample variances around the center of each class is identical
and that the logarithm of the samples variances also follow a Gaussian distribution.

When there are only two classes with the same prior probability, the classification bor-
der can be easily found. Given the density probability function of a multivariate normal
distribution:

P(y|c = k) =
1

(2π)P/2

√∣∣Σy
∣∣

exp
(−1

2
(y−µk)Σ

−1
y (y−µk)

>
)

for k ∈ (1,2) (5.2)

and using the Bayes theorem [69], we can compute the border by resolving the equation
resulting of applying P(y|c = 1) = P(y|c = 2) to equation (5.2). We can see that equation
(5.2) can be simplified into the following expression:

0 = yΣ−1
y (µ2−µ1)

>− 1
2
µ2Σ

−1
y µ>2 +

1
2
µ1Σ

−1
y µ>1 (5.3)

which coincides with the equation of an hyperplane with a term dependent of the variable
y and an independent term. Therefore, we can rewrite the previous expression as:

Ĉ = sign(yd+b)) (5.4)

d =Σ−1
y (µ2−µ1)

>

b =−1
2
µ2Σ

−1
y µ>2 +

1
2
µ1Σ

−1
y µ>1 =

−1
2

(µ2 +µ1)d,

where the estimated class (Ĉ) of a vector of features (yτ ) can be easily computed using
the equation (5.4).

When there are more than two classes the border between classes can not be so easily
computed and it may not be lineal anymore. Nevertheless, we can always compute the
posterior probability of each class using Bayes theorem and equation 5.2, selecting the
class with higher probability.

At this point it is important to note that there is a variation of LDA, in which the co-
varianceΣy is computed using a shrinkage covariance estimator. This topic is discussed
in Chapter 6 and it leads to what is known as Shrinkage Linear Discriminant Analysis
(sLDA).
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5.1.1 LDA in dimensionality reduction

In the field of MI-BCI, the LDA algorithm can also be used as an algorithm for dimen-
sionality reduction after applying a tangent space projection [64].
Performing a dimensionality reduction with Fisher LDA consists in making the same

assumptions that are made in LDA classification algorithm (identical Gaussian distri-
butions around their centers) and maximizing the ratio between within class covariance
matrix (Σy) and between class covariance matrix (ΣB). TheΣB matrix is computed as:

ΣB =
1

NC

NC

∑
k=1

(µk−µy)
>(µk−µy), (5.5)

where µy is the overall features mean.
Afterwards, the SVD of the matrix Σ−1

y ΣB is computed. The pair of eigenvalues and
eigenvectors are sorted in descending order and the P first eigenvectors are selected as
filters to reduce the dimensionality. The Fisher LDA algorithm is indeed the solution
to the following maximization problem where each eigenvector is a solution and a local
maximum, making each eigenvalue the value that the following maximization ratio takes
for each eigenvector:

max
w

w>ΣBw
w>Σyw

(5.6)

By selecting the eigenvectors associated to the highest eigenvalues, we are maximiz-
ing the between class variance at the same time that we are minimizing the within class
variance. On top of this, each eigenvector is orthogonal to the others and by combining
them we create an Euclidean space which suits other classifiers.

5.2 Support Vector Machines

The SVM algorithm is one of the most popular algorithms in the field of computer science
and engineering. In fact, there are more than 100.000 works that are related to SVM∗ and
one of the most popular libraries[72] for the usage of SVM already counts with more than
18.000 cites in Scopus.
In the field of MI-BCI it has been widely used [73] because of its versatility and also

because libraries like [72], make it very easy to use and apply to any classification prob-
lem.
The problem that SVM solves is related to the computation of "the widest street" or

maximum gap between two groups of points. The class of each point can be determined
by the variable c and each class can be represented by one or minus one (cτ =−1, 1). To
understand how it works, we start by making the assumption that the two classes of points
can be linearly separated by an hyperplane. This hyperplane would match the midway of
the "widest street".

∗Number of results obtained with the search –"SVM" OR "Support Vector Machine"– made the 17th of
September of 2019.
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The hyperplane can be defined by its perpendicular vector d and an offset b. Under this
definition, the class of an unclassified point u can be determined by:

ĉ = sign(ud+b). (5.7)

To compute the values of d and b, we impose the following restriction:

cτ(yd+b)≥ 1, (5.8)

for τ ∈ (1, . . . ,Nτ), where the yτ are the training points or features.
Equation (5.8) imposes that all the points of a class are in one side of the hyperplane

while the other class points are in the other side of the hyperplane, leaving a gap com-
pletely empty between the two classes, as represented in figure 5.1. The Support Vectors
(SV) are those for which the equality is satisfied:

cτ(yτ d+b) = 1 ∀τ ∈ (SV ). (5.9)

As the SV are the closest ones to the border, and any two SP of different classes (y+, y−)
can define the gap size as the vector difference projected in the direction of d:

Gap= (y+−y−)
d
‖d‖ =

2
‖d‖ (5.10)

where the result 2/‖d‖ can be obtained by plugging (5.9) in y+ and y−. In figure 5.1 we
represent the SVM geometry that we just explained.

Returning to our objective, the goal is to obtain a gap as wide as possible and, for that
reason, the optimization problem changes to:

max
d

2
‖d‖ = min

d

1
2
‖d‖2, (5.11)

subject to the restriction in (5.8). We can solve the previous optimization problem by
applying the Lagrange multipliers (ατ ), obtaining the following expression:

min
d,b

L(d,b,ατ) = min
d,b

[
1
2
‖d‖2−

Nτ

∑
τ=1

ατ [cτ(yτ d+b)−1]

]
(5.12)

We can easily arrive to the dual problem by taking the derivatives and making them equal
to zero:

∂L(d,b,ατ)

∂d
= d−

Nτ

∑
τ=1

ατ cτ yτ = 0 =⇒ d =
Nτ

∑
τ=1

ατ cτ yτ (5.13)

∂L(d,b,ατ)

∂b
=−

Nτ

∑
τ=1

ατ cτ = 0 =⇒
Nτ

∑
τ=1

ατ cτ = 0. (5.14)

By plugging (5.13) and (5.14) in L(d,b,ατ), and doing some algebra we obtain:

L(α1, · · · ,ατ) =
Nτ

∑
τ=1

ατ −
1
2

Nτ

∑
i=1

Nτ

∑
j

αiα jcic jyiy>j , (5.15)
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where we can see that the whole function depends on the product yiy>j . Furthermore, if
we plug (5.13) in the decision boundary (5.7), it results in:

ĉ = sign

(
Nτ

∑
τ=1

ατ cτ yτ u>+b

)
(5.16)

which also depends on scalar products.

To minimize the function L(α1, · · · ,ατ) in equation (5.15), a quadratic optimization
algorithm that is out of the scope of this work is used.

Even though, we have only explained SVM performing linear classification, the fact
that the whole classifier only depends on scalar products makes possible what is known
as the kernel trick, which allows us to operate in other spaces drawing nonlinear borders
in the current space without projecting the points. This is useful because sometimes it
is not possible to draw a straight line that separate the two classes and it is necessary to
use other types of separations which are linear borders in a certain and higher dimension
space. For example, in the previous chapter, in section 4.5 we saw how to project the
covariance matrices onto the tangent space. From now on, we will see how to obtain a
kernel function that provides with the scalar product of two matrices in the tangent space.

ud+b = 0Gap 2/‖d‖

y(1)

y(
2)

y a

y b

yc

dy
b −

y
a

Figure 5.1 Representation of how a SVM works. In the figure we represent points of
two classes, the classification border (ud+ b = 0), the gap represented by
the slashed lines and the gap size ( 2/‖d‖), which is the result of projecting the
difference between two SP over the direction of the vector d.



40 Popular classification techniques in BCI

The transformation from the covariance space to the Euclidean plane in equation (4.30)
can be denoted as:

φ(Στ) = yτ = vec
(

log
(

O−1/2Στ O−1/2
))

. (5.17)

Since we are only interested in the result of the product between the projections, we can
define a function that provides us with those results:

K (Σa,Σb) = φ(Σa)
>

φ(Σb). (5.18)

This kernel, which defines the scalar products, can be plugged in the minimization and
decision functions ((5.15), (5.16)):

L(α1, · · · ,ατ) =
Nτ

∑
τ=1

ατ −
1
2

Nτ

∑
i=1

Nτ

∑
j

αiα jcic jK
(
Σi,Σ j

)
(5.19)

ĉ = sign

(
Nτ

∑
τ=1

ατ cτ K (Στ ,Σu)+b

)
. (5.20)

Apart from this kernel which was defined in [74], there are many other kernels, of
which we highlight the popular polynomial and Gaussian kernels.

5.3 Logistic Regression

The Logistic Regression (LR) is a widely used technique, making it easy to find numerous
tutorials and implementations of it in different languages, for example in Python [75], or
in Matlab with the function "mnrfit".

The LR is a predictive statistical model. In contrast with other classifiers like LDA or
SVM, that try to draw a border that separates two classes, the LR is a model that tries
to fit the logistic function into a set of points from two classes. The logistic function is
defined as:

fLR(y) =
1

1+ e−(b+yd)
, (5.21)

where the variables d and b are the parameters of this function.
The logistic function can be seen as a continuous approximation to the the step func-

tion. In its general form (b = 0), its output converges to zero for negative inputs, while it
converges to one for positive inputs, having a smooth step shape for inputs around zero.
In some models the value of the function is interpreted as the probability of each point of
being from class one [76]. The shape of the logistic function is represented in figure 5.2,
where we can see that its shape makes it perfect to fit in a constellation of points from two
classes (zero and one). For this reason it can be used as a classifier. In the case that the
output value is higher than 0.5 , its input is classified as class one, while if the output is
less than 0.5, the assigned class would be zero.

As a regression problem, we try to minimize the error between the logistic function
and the points within the target constellation. However, if we try to solve this optimiza-
tion problem using Minimum Square Error (MSE), we would find that it is not a convex
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Figure 5.2 Sketch of a logistic regressor fitting in a two class problem.

function and it has more than one local minimum. For this reason the optimization prob-
lem is transformed into the following one:

min
d,b

Nτ

∑
τ=1

cτ log( fLR(d,b))+(1− cτ) log(1− fLR(d,b)) , (5.22)

where cτ are the class of each training trial. Equation (5.22) is know as "categorical cross
entropy" function, and it is a convex function with only one minimum. The values of the
parameter can be computed using any optimization algorithm like, for example, gradient
descent.

5.4 Unsupervised classification algorithms

In the field of machine learning, there is a clear division between supervised and un-
supervised techniques. Until now, we have only studied supervised algorithms, this is,
algorithms in which the training set is already classified, having a label that distinguishes
the class of each training point. In these kind of problems, the classification algorithm
learns how to classify new and unlabeled data from the training data provided.
On the other hand, there are many situations where the main goal is to separate a set of

points that share alike and unknown features in different groups. This group of algorithms
are known as Clustering algorithms because they try to form clusters of points within a
set of data. In a more general way, we can also refer to the unsupervised machine learning
techniques as blind methods.
Most BCI systems fall in the supervised category, because during the training phase the

user is told the class of the action he or she has to perform. However, blind algorithms are
also of interest because they give us tools toworkwithmislabeled data orwith applications
where the class label is unavailable.

5.4.1 k-means

The k-means algorithm is the most popular clustering algorithm and it has many variants,
as for example the one defined in [77], which introduces us to the algoritm and how to
use it with the family αβ -divergences.

It is called k-means because it starts by setting a number k of clusters and tries to classify
the training set in such a way that the square distant of each point to its cluster center is
minimized:

min
S

Nc

∑
i=1

∑
y j∈Si

‖y j−µi‖2. (5.23)



42 Popular classification techniques in BCI

To obtain this minimum, the Lloyd’s algorithm [78] is used. This algorithm consist in
initializing the centroids with some arbitrary points (usually within the set), and it iterates
over the two following steps until convergence. Each point is assigned to the closest
centroid; the centroid of each clusters is computed.

This method is very dependent on the initialization and it can very easily fall into a
local minima. Therefore, it is usual and recommended to try different initializations and
to choose the best solution. In addition, it is considered a hard method because it supposes
k number of clusters and that each point can only be from an unique cluster, ignoring the
probabilities of a point being from one cluster in particular.

5.4.2 Gaussian Mixture Model

The Gaussian Mixture Model (GMM) is a soft algorithm that tries to fit a given number
of Gaussian distributions into a set of data, maximizing the probability of each point of
being from one of the clusters.

When the number of clusters is defined and with the assumption that they are indepen-
dent Gaussian distributions, the probability of each one of the points is given by:

P(y) =
Nc

∑
k=1

πkN
(

y|µk,Σy|k
)
, (5.24)

which is the equation of a Guassian Mixture. Variable πk is the occurrence probability of
the class k.
Since we do not only have an isolated point but a set of them, we can build a matrix of

features, where each row correspond to the features of a trial, and it has as many rows as
training trials:

Y =




y1
...

yNτ


 . (5.25)

Because we consider each trial as an independent random process, the probability of Y is
given by the product of the individual probabilities:

P(Y) =
Nτ

∏
τ=1

P(yτ) . (5.26)

We would like to find the ML estimator parameter (πk,µk,Σy|k) for equation (5.26), but
the sum in the equation (5.24) makes it a nuisance. For this reason, we rather find the ML
estimator of the conditional probability:

P
(

Y|zτ,k,µk,Σy|k
)
=

Nτ

∏
τ=1

Nk

∏
k=1

π
zτ,k
k N

(
yτ |µk,Σy|k

)zτ,k
, (5.27)

where the variables zτ,k represent binary variables which take the value 1 if the features
yτ come from the cluster k and 0 if trial τ is from another class. Each trial’s features can
only come from a class or cluster ∑

Nk
k=1 zτ,k.
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For the sake of simplicity, we can express the maximization problem as:

max
zτ,k,µk,Σy|k

ln P
(

Y|zτ,k,µk,Σy|k
)
, (5.28)

which can be solved through gradient methods. These gradient methods need to be ini-
tialized and it is usual to initialize GMM algorithm with the result obtained after applying
k-means.
For a more detailed explanation, we recommend again the book [69], and for a tutorial

and a Python implementation one can check [79].

5.5 Discussion

In this chapter we have studied a variety of classification algorithms that are used in mul-
tiple applications and fields of knowledge, not only in MI-BCI systems. Since they are
widely used, it is easy to find coded implementations in different libraries throughout the
internet and the documentation on this subject. This is useful to us since we don’t need
to study these algorithms in depth to apply them to an MI-BCI system, we can just make
use of them in a high level understanding, always keeping in mind their hypothesis. This
said, we consider it important to discuss the different configurations that have been used
in the MI-BCI field and which have been proved to obtain good accuracy results.
In that sense, it is very common to use the CSP algorithm in combination with LDA,

although nowadays it is more recommended to use sLDA (see Chapter 6). Nevertheless,
the SVM classifier is also a good choice after applying CSP, but this algorithm demands
more computation power and choosing this option instead of LDA should be somehow
justified. However, when the tangent space technique is used, the three supervised clas-
sification algorithms have been used and they all provide with very good results but we
have obtained the best results when combining the tangent space feature extraction with
the logistic regression classifier. Combining tangent space and SVM also results in very
good results. An alternative approach is to set up different solutions, combining several
weak classifiers which probably would yield different results and include a final step to
select the best or more robust combination of them. This is known as ensemble methods
ans we can find an overview about this technique in [80].
To finish this chapter, it its important to talk about the multiclass scenario since we

have only sutided the case of having two classes for the supervised algorithms. For the
LDA algorithm we have developed the multiclass case by selecting the class with a higher
probability. This is possible because it can be considered a soft classifier. On the other
hand, for SVM and LR, it is often used the one versus the rest technique or the one-vs-one
decomposition strategies.





Chapter 6

Covariance matrix estimators

As we have seen through previous chapters, the covariances are present in different
parts of the MI-BCI systems, playing a very important role in each one of the

blocks showed in Figure 2.1. For this reason it is necessary to review in this chapter some
important estimators and considerations regarding the covariance matrices.
Until now, we have been using Σ to refer to the sample covariances. However, in this

chapter we also need to refer to the true covariance of the distributions, which will be
denoted as C, this notation differs from the one that we used in the publications. The
covariance matrices are important because they provide us with a measure about the cor-
relation between a set of random variables. We will start by defining (ci, j), which is the
element of the matrix C in the column i and row j and it measures the correlation be-
tween the random variables i and j. The elements in the diagonal (ci,i) coincide with the
variance of the variable i. Therefore, they are symmetric matrices (ci, j = c j,i) where each
element is given by:

Ci, j = E
[
(xi−µi)(x j−µ j)

]
, (6.1)

with xi representing the random variable i and µi its mean.
There are a few reasons to use the covariance matrices of the trials, one of them being

that the dimension of the data is reduced. Another reason is that the variance of the
sources is a very good feature to check whether a source is active or not, keeping in mind
that the ERS can be associated with the activation of a source, and the ERS to a non active
sources, as we explained before.
A third reason to use the covariance matrices is that the expectation operator automat-

ically reduces the noise influence under the assumption of independent Gaussian noise
(N∼N (0,ΣN)). We can recall the observations model in equation (4.2) as

X = AS+N, (6.2)

45
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which covariance results in

CX '
〈
E
[
XX>

]〉
Nτ ,T

= AΣSA>+ΣN , (6.3)

where CX is the true covariance matrix of X. We can expect that the power of the signal
part AΣSA> dominates the noise contribution.

Although working with the covariances is the recommended and most extended proce-
dure, it is important to take into account some considerations about them. The covariances
are Symmetric Positive Definite (SPD) matrices, which means that they are in a special
space that is not Euclidean. We can see this in figure 6.1, where the space for a two di-
mension square matrix is represented. The space of larger matrices with more than three
dimensions, escape from our imagination. What we just explained is the reason why try-
ing to classify covariance matrices with Euclidean distances or any Euclidean algorithm
is not a good option. To solve this issue and to be able to use Euclidean algorithms, we
make use of the feature extraction part in MI-BCI systems.

The sample covariances are not only used as features of the trials. Depending on which
algorithms are used, there are usually other covariances estimations that are part of the
algorithms used to extract the features (CSP) and to classify them (LDA).

The most popular covariance estimator is the Maximum Likelihood (ML), which is im-
plemented in most of programming languages and it is taught in many science degrees.
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Figure 6.1 This surface with the shape of a cone represents the borders that hold the
subspace of SPD matrices. Where [a c

c b ] represents the values of a matrix.
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This method provides with a simple formula that computes the estimation of the covari-
ance from the multivariate sample data:

Σ=
1

T −1

T

∑
t=1

(xt − µ̄)(xt − µ̄)>, (6.4)

where, T is the number of data samples and µ̄ is the estimated mean of the samples. This
is a general purpose estimator that can be used independently of the data distribution. The
(Nτ−1) normalization factor is used because the estimation of the mean is used, but, in a
case where we use a Gaussian distribution for example, the normalization factor becomes
T .
As a ML estimator, one of its properties is that the estimation tends to the true covari-

ance as the number of samples goes to infinity, and this estimator works just fine when
the number of samples is high enough in comparison with the number of variables. But
regardless of its popularity, the estimator from (6.4) needs the number of samples to be
many times greater than the number of variables.
When the number of samples is relatively low, the sample covariance matrix is ill con-

ditioned, having eigenvalues that tend to zero as the number of samples decrease. When
the number of samples is lower than the number of variables, the covariance estimation
will have at least one eigenvalue equal to zero. Having fewer samples also increase the
large eigenvalues of the sample covariance matrix, so we can say that the dispersion of
the eigenvalues is related to the number of samples [81].
The implication of having eigenvalues close to zero can be easily studied by decom-

posing the covariance matrix in its Singular Value Decomposition (SVD). As it is a SPD
matrix, its decomposition can be found through its eigenvalues and eigenvectors:

Σ= UΛU>, (6.5)

where U is the matrix that holds the eigenvectors in its columns, and Λ is the matrix that
contains the eigenvalues in its diagonal, having zero values in the rest of the positions.
The inverse can be calculated through its SVD as:

Σ−1 = UΛ−1U>. (6.6)

In this equation one can see that if the sample covariance is not well conditioned and has
eigenvalues close to zero, then those values will dominate the result of the inverse. This
can be a real issue, specially in classifiers that use the inverse of the sample covariance
matrix as saw in Chapter 5.

6.1 Shrinkage of the covariance and Ledoit and Wolf imple-
mentation

We have finished the introduction of the chapter establishing why the lack of samples
to estimate the covariance becomes a problem, especially when it comes to compute its
inverse. During years there has been new proposals to estimate the covariance with fewer
samples to try to solve this problem among others [82, 83]. However, in 2004, Ledoit and
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Wolf published their shrinkage method in their article [81], that regularizes the sample
covariance matrix and which has become a standard in many applications [84, 85, 67].

This method consists in computing the estimated covariance matrix as the pondered
addition of the sample covariance matrix and an identity matrix. By adding the identity
matrix, the dispersion of the eigenvalues shrink (making this the reason why these kind
of methods are called covariance matrix shrinkage algorithms):

C∼ Σ̃= ρ1Σ+ρ2I, (6.7)

where the tilde denotes the shrieked covariance (·̃).
In [81] we can find a formula that provides with the optimal value ρ1 and ρ2 without

any previous assumption about the distribution from where the samples come from, and
just using a finite number of samples.

This said, we can simplify equation (6.7) into the following equation where we only
have a parameter:

Σ̃= (1−ρ)Σ+ρ
tr(Σ)

P
I. (6.8)

From this equation, we can see that we have a shrinkage intensity (ρ) and a shrinkage
target (tr(Σ)/PI).

To obtain the optimal shrinkage intensity, we need to solve the followingMSE problem:

min
ρ

E
[
‖Σ̃−Σ‖2

F
]
, (6.9)

where the operator ‖ · ‖2
F refers to the square of the Frobenius norm.

In the work [86], Ledoit and Wolf proved that the optimal value for the parameter ρ

was:

ρO =
E
[
(tr(C−Σ))

(
tr(Σ)

P I−Σ
)]

E
[∥∥∥Σ− tr(Σ)

P I
∥∥∥

2

F

] . (6.10)

However, this formula does not help us find the optimal value of ρ when we do have
previous information about the distribution where the data comes from. This is because
ρO depends of the true covariance of the dataΣ, and for this reason the estimator is called
an oracle estimator.

Ledoit and Wolf also showed that the optimal value of ρ is between 0 and 1, and they
finally obtained a well-conditioned estimator of the ρ parameter for large-dimensional
covariance matrices in their work [81]:

ρ̂LW=min

{
∑

Nτ

τ=1‖(yτ −µk)(yτ −µk)
T−Σ‖2

F

N2
τ ‖Σ− (tr(Σ)/P) I‖2

F
,1

}
, (6.11)

where the ˆdenotes that it makes reference to an estimation. We have also changed the
notation since in the MI-BCI systems the shrinkage methods are usually used to compute
the classifiers precision matrix (inverse of the covariance matrix). Therefore, to keep the
consistency with Chapter 5, the samples are denoted as the features (yτ ), the number of
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samples is equal to the number of trials (Nτ ) and the number of variables is equal to the
number of features (P).
However, to obtain this result they had to establish an asymptotic framework where

they considered that both the number of samples (Nτ ) and their dimension (P), tend to
infinity. However, to estimate the optimal shrinkage intensity it is only required that the
distribution has fourth order finite moments that are estimated within the formula (6.11).

6.2 Improved covariance shrinkage for Gaussian distributions

Although the shrinkage proposed by Ledoit and Wolf is very effective, other authors have
followed this research line proposing new shrinkage methods. In that sense, Chen et al.
showed in [87] a specific shrinkage estimator for Gaussian distributions.
One of the perks of assuming Gaussianity is that these distributions are completely

characterized by their covariance and mean, so a specific estimator can be designed. Tak-
ing this into account, we can evaluate the expectations of equation (6.10) to obtain that:

ρ̂O =

(
1− 2

p

)
tr
(
C2)+ tr2(C)

(
Nτ +1− 2

p

)
tr(C2)−

(
1− Nτ

p

)
tr2(C)

. (6.12)

We can see that this formula still depends on the true covariance of the distribution,
which we don’t have access to. This expression can be approximated using the sample
covariance matrix through the following expression that the authors called Oracle Ap-
proximating Shrinkage (OAS), and that only differs from the previous in the coefficients:

ρ̂OAS = min





(
1−2

p

)
tr
(
C2)+ tr2(C)

(
Nτ+1−2

p

)[
tr(C2)− tr2(C)

p

] , 1



 , (6.13)

With this technique, the benefits of assuming a Gaussian distribution are several:

• The computational efficiency of equation (6.13) is higher than the computational
efficiency of equation (6.11).

• While Ledoit andWolf had to establish an asymptotic framework, this is not needed
for this estimator and, in comparison, it works especially good when there are fewer
samples.

• When the distribution is indeed Gaussian, the OAS estimator is alwaysmore precise
that the one suggested by Ledoit and Wolf.

6.3 The Maronna-Tyler estimator of the scatter matrix

The scatter matrix can be seen as a covariance matrix that has no scale and it is common
to compute the scatter matrix by normalizing the covariance matrix by the trace [88].
This matrix is of relevance because it is a parameter of a family of random variables
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distributions that are characterized by having a density function with the shape of an
ellipse. Of course, the Gaussian distribution is part of this family but there are other
famous ones like the Student−T or logistic distributions that are part of this family too.
In the MI-BCI field the scatter matrix also has importance since, as we commented in
section 3.2, sample covariance matrices are often normalized as the scatter matrix [30, 89]
is.

These kind of distributions are characterized by three parameters: the mean vector, the
scatter matrix and the generator or tail function. The generalized form of their density
function is:

f (x) = |C−1/2|g
(
(x−µ)C−1(x−µ)>

)
, (6.14)

where the function g(·) is a non negative function which does not depend on either the
mean (µ) or the scatter matrix Σ.

As we have already established, the scatter matrix can be estimated using the formula
(6.4) to estimate the covariance matrix and later normalize it. But this estimation does
not provide with a reliable result when the tails of the distribution are heavy, as it hap-
pens in many elliptical distributions, where some samples may dominate the result. In
1976, Maronna proposed an optimization algorithm in his work [90] to compute robust
estimators, but he could not provide a close form. After a decade, Tyler published a new
estimator in his work [91], which became the most robust estimator of the scatter ma-
trix. This estimator consists of an iterative algorithm that normalizes the samples using
the precision matrix. The precision matrix can be initialized using (6.4) or the identity
matrix, and its formula yields:

Σk+1 =
Ns

T

T

∑
t=0

xtx>t
x>t Σ−1

k xt
. (6.15)

This estimator counts with many applications such as radar [92] or financial engineer-
ing. However, in the field of BCI it has been used in [93] for the steady state visually
evoked potential paradigm.

6.4 Generalized means of covariances

We have commented before that the CSP algorithm is one of the most used algorithms
in MI-BCI, and that it depends on the sample mean covariance matrix within each class,
although we can also consider that it depends on the overall mean covariance of both
classes. In the same way, the tangent space technique also depends on the overall mean
covariance. We have also noted that those mean covariances are usually estimated by
computing the arithmetic mean of the covariances from all the trials. In the case that
all the trials have mean zero, this estimation technique is equivalent to concatenate all
the trials and compute the covariance of all of them at the same time. If the trials are
biased, the difference ofmean in each trial would affect the estimation in the concatenation
technique. Nevertheless, in the MI-BCI field the signals are filtered in the 8-30Hz range,
so they should not be biased.

Considering the case of computing the sample class related covariance (as well as the
overall sample covariance) as the mean of all the trials, there are various alternatives
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(check [94]). On the one hand, a popular technique is to compute it as the geometric mean
instead of using the arithmetic mean. This is done by computing the Riemann mean that
we reviewed in section 4.5. Among the advantages of the geometric mean, we highlight
that it has no hyper-parameters, the existence of a geometric center is guaranteed and it is
more robust against outliers [64]. Despite of the existence of a unique center, there is not
an exact formula to compute it and we have to rely in the following optimization problem:

min
O

Nτ

∑
τ=1

δR(O,Στ) s.t. O ∈ SPD (6.16)

where we try to minimize the sum of Riemann distances between the center and each trial.
This problem can be addressed using any gradient descend method.
Another proposal that goes in the same direction can be found in thework of Samek [95].

Here, it is suggested to compute the center that minimizes the β -divergence from the cen-
ter itself to each one of the trials within the class. That may be appropriate because the
parameter beta can control the outliers interference. However, we find this method hard
to implement due to the fact that the optimization function that is used contains local min-
imums, therefore it needs several initializations and in addition, the beta parameter adds
a degree of freedom and may need of CV to choose a correct value.

6.5 Discussion

Through the chapters previous to this one, we have learned the importance that the esti-
mations of the covariances have in a MI-BCI system, making them an important object of
study in this field. Because of it, and because improving these techniques is a very effec-
tive way to improve the MI-BCI systems, in this chapter we have reviewed some methods
to estimate the covariance of a group of random variables from a set of its samples.
Despite the different methods we have seen in this chapter, we can conclude that the

simplest approach is usually the best. In that sense, the simplest covariance estimator is the
maximum likelihood (ML) estimator which we can find in equation 6.4. This estimator is
widely used and very easy to implement. However, when the precision matrix is needed,
using a shrinkage method is advised, and nowadays it is common to find that new libraries
already include them.





PART III

PUBLICATIONS





General notes

As commented in section 2.2, we have decided to include in this part of the document
the publications on which this work is based and that contain the contributions

made to the MI-BCI field during these past years. These publications have been done
while the author has been coursing his PhD studies in the University of Seville. They
consist of four publications, particularly three journal papers (one of them containing
supplementary material) and a conference paper.
As a personal note, the author of the thesis would like to establish a chronological order

or timeline, so the reader can gain some perspective about the work done to complete this
thesis. Javier Olías started his studies in May of 2016, helping with the simulations and
revisions of the paper [53], which has not been included in the present work because it is
part of another thesis. During the following year 2017, the author worked in the review
paper (publication D) which helped him gain more perspective and experience in the MI-
BCI systems. Later, during the fall of 2018 he realized a stay of three month in Berlin
in the group of Wojchiech Samek, this stay helped him to gain knoledge about Python
coding, this knoledge and the work on the previous publications made possible for him
to develop the work in Publication A, published in 2019. Also during 2019 he wrote and
presented in the URSI congress the conference paper (publication C). As to publication E,
which uses the preprocessing technique explained in Publication A, he worked on it also
during the past year and was published a few months after Publication A.
In the following sections we will present the details of each publication and a summary

with the contributions of each one of them, so the reader can obtain a previous knowledge
about each topic before diving into the papers. At the end of each section we also include
the original paper or publication, in case the interested reader wants to study them in more
depth.
In this document the publications have not been sorted in a chronological order but ac-

cording to the topics they are about. We start with publication A, which is the cornerstone
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of this thesis. In it we explain a new technique to normalize the EEG signal by accessing
the power of the hidden EEG sources. The publication B is related to this topic and in it
we show that with this normalization the effects of the artifacts in the EEG signals are con-
siderably reduced. Afterwards, it is attached Publication C, a review paper in which the
reader can find a complete review on CSP and its more important variants from the point
of view of the information theory. Following this review we have attached the program
of an oral exposition in an international workshop. Lastly we attach Publication D, which
we consider to be of mayor importance too because it demonstrates how it is possible to
perform the CSP algorithm in a blind context.



Publication A

EEG Signal Processing in
MI-BCI Applications with

Improved Covariance Matrix
Estimators

– Title: EEG Signal Processing in MI-BCI Applications with Improved Covariance
Matrix Estimator.

– Authors: Javier Olias; Rubén Martín-Clemente; M. Auxiliadora Sarmiento-Vega;
Sergio Cruces.

– DOI: 10.1109/TNSRE.2019.2905894.
– Published in: IEEE Transactions on Neural Systems and Rehabilitation Engineer-
ing (Volume: 27 , Issue: 5).

– Impact factor: 3.972;
– Quartile: Q1 (Engineering – Biomedical, Rehabilitation)

– Date: May 2019.

– Pages: 895 - 904.
– Publisher: IEEE.
– Abstract: In brain-computer interfaces (BCIs), the typical models of the EEG ob-
servations usually lead to a poor estimation of the trial covariance matrices, given
the high non-stationarity of the EEG sources. We propose the application of two
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techniques that significantly improve the accuracy of these estimations and can be
combined with a wide range of motor imagery BCI (MI-BCI) methods. The first
one scales the observations in such a way that implicitly normalizes the common
temporal strength of the source activities. When the scaling applies independently
to the trials of the observations, the procedure justifies and improves the classi-
cal preprocessing for the EEG data. In addition, when the scaling is instantaneous
and independent for each sample, the procedure particularizes to Tyler’s method
in statistics for obtaining a distribution-free estimate of scattering. In this case,
the proposal provides an original interpretation of this existing method as a tech-
nique that pursuits an implicit instantaneous power-normalization of the underlying
source processes. The second technique applies to the classifier and improves its
performance through a convenient regularization of the features covariance matrix.
Experimental tests reveal that a combination of the proposed techniques with the
state-of-the-art algorithms for motor-imagery classification provides a significant
improvement in the classification results.

Summary of Publication A

The paper "EEG Signal Processing in MI-BCI Applications with Improved Covariance
Matrix Estimators" was published in the journal with the highest impact factor and recog-
nition in the field of BCI. This paper represents a relevant contribution to the MI-BCI
algorithms because it proposes a method to improve many algorithms in a very simple
way. In the following we expose the contributions and novelties that were introduced in
this manuscript.

Contribution 1: Proposal of an over-complete formulation for the EEG model.
In section IV of the paper, we propose to transform the general EEG model (X =
AS+N) that has been studied in section 4.1, to a model that includes the noise as
another EEG source, introducing the variables A′ and S′. That is:

X = (A I)
(

S
N

)
= A′S′. (A.17)

This model is equivalent to the previous one but this notation allows us to sim-
plify the model into twomatrices: the sources matrix and the mixingmatrix. How-
ever, using this notation introduces a linear indeterminacy between A′ and S′. We
resolve this indeterminacy by assuming that the covariance matrix of the sources
is equal to the identity matrix and therefore, the global covariance matrix of the
observations is equal to:

1
T Nτ

S′S′> =I, (A.18)

ΣX =
1

T Nτ

XX> =
1

T Nτ

A′S′S′>A′> = A′A′> (A.19)

where Nτ is the number of trials where each one of them contains T samples.
In equation (A.17), we introduce a notation where the mixing matrix A′ is wide



Summary of Publication A 59

and the sources matrix S′ is tall. Therefore we will have orthogonal and aligned
components to the mixing matrix: the orthogonal components will not contribute
to the EEG observations while the components that are aligned will contribute
to the EEG observations. We will refer to the latter as the effective sources S̃ to
rewrite the previous equation as

X = A′S̃. (A.20)

In the same way we can define the global power of the effective as

PS̃ =
1

T Nτ

tr
(
S̃S̃>

)
= tr(I) = Ns (A.21)

Nevertheless, for a more detailed explanation we recommend to check Section IV
of the publication A.

Contribution 2: Normalization by the power of the EEG effective sources.
In Chapter 3 it was shown how the trials were usually normalized as in the equation
(3.3) which we rewrite for the convenience of the reader

Στ ← Στ

tr(Στ)
, ∀τ ∈ Nτ . (A.22)

We will be referring to this as the classic normalization. However, in the section V
of the paper, we show that it is possible to access the power of the sources. To see
this, we use equation (A.21) where we established that the global covariance of
the sources is equal to the identity matrix and therefore, the power of the sources
matches the number of sensors. Nevertheless, the singular trials do not need to
satisfy this imposition since the power of the sources might fluctuate from a trial
to another decreasing the precision of the covariance estimators. Therefore, in the
same way as before, we can define the power of the sources in a trial as:

PS̃τ
= tr(Στ) =

1
T

tr
(
S̃τ S̃>τ

)
. (A.23)

This is important because in Chapter 3 we explained that a extended practice is to
normalize the trials using the power of the observations. But in subsection V.A of
this article, we suggest that this kind of normalization is useful but sub-optimal,
since it is possible to normalize the trials using the power of the sources even
though we cannot access the sources covariance since it is hidden by the mixing
matrix.
To see how this is possible, we use the model in (A.20) to extract the sources

from a trial and, keeping in mind that the matrix A′ is wide, we have that:

S̃τ = (A′)>
(

A′A′>
)−1

Xτ . (A.24)

Since we are only interested in tr
(
S̃τ S̃>τ

)
which is equal to tr

(
S̃>τ S̃τ

)
, if we apply

it to the previous equation we obtain:

PS̃τ
= tr

(
S̃>τ S̃τ

)
= tr

(
X>τ
(

A′A′>
)−1

Xτ

)
. (A.25)
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Using equation (A.19) we can conclude without any approximation that:

PS̃τ
= tr

(
X>τ (ΣX)

−1 Xτ

)
; (A.26)

and instead of normalizing using the power of the observations, we can normalize
using the power of the sources as follows:

Στ ← Στ

PS̃τ

, ∀τ ∈ Nτ . (A.27)

Taking into account that the normalization parameter depends on the global
covariance matrix, which at the same time is computed as the mean covariance
among all the trials, we can see that they both depend on each other and, conse-
quently, this can be implemented as an iterative algorithm, where we denote the
global covariance matrix at iteration k as Σ(k)

X .
Furthermore, we can perform this normalization sample by sample (instanta-

neous normalization) and express the iterative algorithm as:
1. Compute:

Σ
(0)
X =

Nτ

∑
τ=1

Στ

tr(Στ)

2. Repeat:

Στ ←
T

∑
t=1

xtx>t

x>t
(
Σ

(k−1)
X

)−1
xt

(A.28)

Σ
(k)
X =

1
Nτ

Nτ

∑
τ=1

Στ .

Again, a more detailed explanation can be found in publication A.
Contribution 3: Proof that instantaneous normalization leads to the Tyler scatter matrix
estimator in the case of using one trial.

In the case of just having a singular trial the proposed technique leads to the Tyler
scatter matrix estimator. However, on the one hand Tyler addressed the problem
from a statistical point of view and we address it from a source mixture model. On
the other hand having a singular trial is never an option since it is needed at least
one trial from each class to training the models and in any case we also normalize
the test trials which does not fit with Tyler approach. The reader can find the
explanation about the link between the two approaches in section VI .

Contribution 4: Application of a novel shrinkage method for the covariances in the LDA
classifier.

In section VII of the paper we propose to apply the Chen shrinkage method as an
alternative to the widely used Ledoit and Wolf shrinkage, since the Chen method
has proven to be more accurate than the Ledoit and Wolf under the Gaussianity
assumption which is made by LDA.
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Figure A.1 Variations of the scale-invariant Riemannian distance (between the refer-
ence CCk

and estimated ΣCk
covariance matrices) with respect to the num-

ber of iterations of the proposed power-normalization procedures. The solid
lines represent average distances while the bars represent the 25% and 75%
percentiles. Iteration 0 refers to the absence of normalization, iteration 1 co-
incides with the standard trace-based normalization used in CSP, while the
remaining iterations are instances of the proposed normalization.

Contribution 5: Method to create artificial EEG data to experiment with.
There are many circumstances in which it is very helpful to create artificial data
to experiment with. We detail a methodology to create artificial data using infor-
mation from real data in the Apendix C of the article.

Using this artificial data we perform a test that shows how the classical normal-
ization is a suboptimal approach in comparison with the proposed normalization
method. For the reader convenience in figure A.1 we reproduce the figure 1 of the
paper that shows the experiment results.

Contribution 6: Proof that the new normalization technique improves the classical one.
In section VIII we show the results obtained for a set of simulations that we per-
formed over artificial and real data. In table III we show the average accuracy for
each user using the same number of trials for training and testing, and in figure
2 we plot the average result improvement as the number of training trials change.
Also, in figure 3 we show the results as the number of CSP filters change, proving
an overall improvement in accuracy results. When looking at those figures and
tables, it is important to note that even though the LDA and TSLR approaches use
the same number of dimensionality reduction filters, the LDA variants use consid-
erably less features since they only extract the diagonal elements of the matrix and
the TSLR combination uses all the elements within the filtered covariance matrix.
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Table A.1 Expected user accuracy for the binary MI classification problem in each of
the considered datasets. The best performances are marked in bold. One can
observe that in the majority of the cases the improvements obtained when
combining the state-of-the-art methods with the proposed techniques can be
regarded as statistically significant (p-value < 5e-02) (McNemar’s).

Classic State-of-the-art: CSP+... Proposed: nCSP+...
Dataset User CSP+LDA sLDA RMDM TSLR gLDA (p-value) RMDM (p-value) TSLR (p-value)

III-3a

k3b 94.31 95.09 94.90 96.13 95.38 (1.7e-02) 94.97 (1.2e-01) 96.31 (2.8e-02)
k6b 75.77 77.77 77.23 78.94 78.78 (7.1e-04) 78.15 (7.7e-05) 79.69 (1.0e-03)
l1b 86.73 88.18 88.46 89.25 89.48 (1.6e-07) 89.90 (1.4e-13) 90.29 (2.7e-08)
−−−
mean 85.60 87.01 86.87 88.11 87.88 (4.0e-09) 87.68 (6.9e-13) 88.76 (4.3e-09)

III-4a

aa 67.68 68.56 63.12 72.37 68.0 (8.6e-01) 63.62 (1.3e-01) 70.31 (1.0e+00)
al 96.81 96.5 96.25 96.56 96.18 (9.3e-01) 95.75 (1.0e+00) 96.31 (9.8e-01)
av 62.12 62.25 58.31 66.25 63.06 (8.7e-02) 59.75 (4.7e-03) 67.87 (5.1e-03)
aw 85.12 83.37 80.62 87.62 82.93 (8.7e-01) 80.75 (1.9e-01) 87.75 (1.9e-01)
ay 87.68 90.87 87.62 91.0 89.31 (1.0e+00) 87.68 (2.0e-01) 91.62 (3.7e-02)
−−−
mean 79.88 80.31 77.18 82.76 79.89 (9.4e-01) 77.51 (5.8e-02) 82.77 (2.3e-01)

IV-2a

A01 86.97 88.18 88.15 89.02 89.0 (1.3e-06) 88.74 (1.0e-05) 89.23 (3.2e-02)
A02 73.15 74.63 76.20 77.65 75.20 (7.3e-03) 74.78 (1.0e+00) 76.15 (1.0e+00)
A03 87.34 88.53 88.30 89.75 89.78 (1.1e-13) 90.08 (3.3e-28) 90.60 (6.1e-11)
A04 68.77 69.99 70.63 71.36 70.95 (3.0e-05) 70.93 (4.7e-02) 71.38 (2.3e-01)
A05 56.89 58.61 58.78 59.27 60.07 (4.9e-07) 60.19 (5.5e-08) 59.82 (1.1e-02)
A06 61.41 62.36 62.41 63.32 63.12 (2.6e-03) 62.81 (2.5e-02) 63.26 (8.1e-01)
A07 88.75 89.92 90.44 91.09 91.20 (5.4e-17) 91.39 (5.5e-09) 91.70 (9.0e-06)
A08 86.40 87.65 86.33 88.32 88.73 (2.0e-10) 88.72 (8.2e-48) 89.18 (2.1e-09)
A09 82.70 83.95 82.64 84.25 84.67 (6.7e-05) 84.59 (7.5e-27) 85.26 (2.5e-09)
−−−
mean 76.93 78.20 78.21 79.34 79.19 (8.8e-39) 79.14 (6.0e-41) 79.62 (6.4e-06)

Contribution 7: We use the McNemar’s test to check whether a result has significant
improvements over a set of simulations.

We have used one-sided test of hypothesis for paired data: McNemar’s tests of hy-
pothesis, paired Student’s t-test and Wilcoxon signed-rank test, obtaining equiva-
lent results with the three options. In the manuscript we have reported the p-values
ofMcNemar’s test (more specifically the mid-p values) because they have low type
error I (i.e., small number of false positives) and are one of the preferred choices
for the comparison of the statistical performance between classifiers [96].
Although in the article we only show the results of the McNemar’s test (which

is copied in here for the reader convenience), in this document we reproduce table
III but using the Wilcoxon test and the one side T-test, so the reader can compare
the three results.
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Table A.2 Expected user accuracy for the binary MI classification problem in each of
the considered datasets. The best performances are marked in bold. One can
observe that in the majority of the cases the improvements obtained when
combining the state-of-the-art methods with the proposed techniques can be
regarded as statistically significant (p-value < 5e-02) (T-test).

Classic State-of-the-art Proposed
Dataset User CSP+LDA CSP+sLDA CSP+RMDM CSP+TSLR nCSP+gLDA (p-value) nCSP+RMDM (p-value) nCSP+TSLR (p-value)

III-3a

k3b 94.31 95.09 94.90 96.13 95.38 (3.9e-02) 94.97 (2.8e-01) 96.31 (6.7e-02)
k6b 75.77 77.77 77.23 78.94 78.78 (1.6e-03) 78.15 (1.8e-04) 79.69 (2.3e-03)
l1b 86.73 88.18 88.46 89.25 89.48 (4.2e-07) 89.90 (6.8e-13) 90.29 (8.5e-08)
−−−
mean 85.60 87.01 86.87 88.11 87.88 (9.4e-09) 87.68 (2.0e-12) 88.76 (4.3e-09)

III-4a

aa 67.68 68.56 63.12 72.37 68.0 (7.1e-01) 63.62 (2.9e-01) 70.31 (9.9e-01)
al 96.81 96.5 96.25 96.56 96.18 (8.2e-01) 95.75 (9.8e-01) 96.31 (9.2e-01)
av 62.12 62.25 58.31 66.25 63.06 (1.9e-01) 59.75 (1.2e-02) 67.87 (1.3e-02)
aw 85.12 83.37 80.62 87.62 82.93 (7.2e-01) 80.75 (4.2e-01) 87.75 (4.2e-01)
ay 87.68 90.87 87.62 91.0 89.31 (9.9e-01) 87.68 (4.5e-01) 91.62 (9.5e-02)
−−−
mean 79.88 80.31 77.18 82.76 79.89 (8.8e-01) 77.51 (1.3e-01) 82.77 (4.8e-01)

IV-2a

A01 86.97 88.18 88.15 89.02 89.0 (3.1e-06) 88.74 (2.5e-05) 89.23 (6.9e-02)
A02 73.15 74.63 76.20 77.65 75.20 (1.5e-02) 74.78 (1.0e+00) 76.15 (1.0e+00)
A03 87.34 88.53 88.30 89.75 89.78 (3.3e-13) 90.08 (1.0e-99) 90.60 (1.9e-10)
A04 68.77 69.99 70.63 71.36 70.95 (6.5e-05) 70.93 (9.7e-02) 71.38 (4.7e-01)
A05 56.89 58.61 58.78 59.27 60.07 (1.1e-06) 60.19 (1.2e-07) 59.82 (2.3e-02)
A06 61.41 62.36 62.41 63.32 63.12 (5.4e-03) 62.81 (5.1e-02) 63.26 (6.0e-01)
A07 88.75 89.92 90.44 91.09 91.20 (2.2e-16) 91.39 (1.4e-08) 91.70 (2.1e-05)
A08 86.40 87.65 86.33 88.32 88.73 (5.2e-10) 88.72 (1.0e-99) 89.18 (5.7e-09)
A09 82.70 83.95 82.64 84.25 84.67 (1.5e-04) 84.59 (1.0e-99) 85.26 (6.4e-09)
−−−
mean 76.93 78.20 78.21 79.34 79.19 (1.0e-99) 79.14 (1.0e-99) 79.62 (1.3e-05)

Table A.3 Expected user accuracy for the binary MI classification problem in each of
the considered datasets. The best performances are marked in bold. One can
observe that in the majority of the cases the improvements obtained when
combining the state-of-the-art methods with the proposed techniques can be
regarded as statistically significant (p-value < 5e-02) (Wilcoxon).

Classic State-of-the-art Proposed
Dataset User CSP+LDA CSP+sLDA CSP+RMDM CSP+TSLR nCSP+gLDA (p-value) nCSP+RMDM (p-value) nCSP+TSLR (p-value)

III-3a

k3b 94.31 95.09 94.90 96.13 95.38 (7.9e-02) 94.97 (4.5e-01) 96.31 (1.3e-01)
k6b 75.77 77.77 77.23 78.94 78.78 (3.1e-03) 78.15 (3.7e-04) 79.69 (4.6e-03)
l1b 86.73 88.18 88.46 89.25 89.48 (8.6e-07) 89.90 (1.4e-12) 90.29 (1.7e-07)
−−−
mean 85.60 87.01 86.87 88.11 87.88 (1.9e-08) 87.68 (4.1e-12) 88.76 (4.3e-09)

III-4a

aa 67.68 68.56 63.12 72.37 68.0 (5.9e-01) 63.62 (4.2e-01) 70.31 (9.8e-01)
al 96.81 96.5 96.25 96.56 96.18 (6.3e-01) 95.75 (9.7e-01) 96.31 (8.4e-01)
av 62.12 62.25 58.31 66.25 63.06 (3.8e-01) 59.75 (2.5e-02) 67.87 (2.6e-02)
aw 85.12 83.37 80.62 87.62 82.93 (5.6e-01) 80.75 (1.5e-01) 87.75 (1.5e-01)
ay 87.68 90.87 87.62 91.0 89.31 (9.8e-01) 87.68 (9.3e-02) 91.62 (1.9e-01)
−−−
mean 79.88 80.31 77.18 82.76 79.89 (7.6e-01) 77.51 (2.5e-01) 82.77 (3.5e-02)

IV-2a

A01 86.97 88.18 88.15 89.02 89.0 (6.3e-06) 88.74 (4.9e-05) 89.23 (1.4e-01)
A02 73.15 74.63 76.20 77.65 75.20 (3.1e-02) 74.78 (1.0e+00) 76.15 (1.0e+00)
A03 87.34 88.53 88.30 89.75 89.78 (6.8e-13) 90.08 (5.9e-27) 90.60 (3.8e-10)
A04 68.77 69.99 70.63 71.36 70.95 (1.3e-04) 70.93 (1.9e-01) 71.38 (5.6e-02)
A05 56.89 58.61 58.78 59.27 60.07 (2.1e-06) 60.19 (2.5e-07) 59.82 (4.7e-02)
A06 61.41 62.36 62.41 63.32 63.12 (1.1e-02) 62.81 (1.0e-01) 63.26 (7.9e-01)
A07 88.75 89.92 90.44 91.09 91.20 (4.3e-16) 91.39 (2.8e-08) 91.70 (4.3e-05)
A08 86.40 87.65 86.33 88.32 88.73 (1.0e-09) 88.72 (1.7e-45) 89.18 (1.1e-08)
A09 82.70 83.95 82.64 84.25 84.67 (3.0e-04) 84.59 (9.2e-26) 85.26 (1.3e-08)
−−−
mean 76.93 78.20 78.21 79.34 79.19 (4.4e-38) 79.14 (3.2e-40) 79.62 (2.7e-05)
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EEG Signal Processing in MI-BCI Applications
with Improved Covariance Matrix Estimators

Javier Olias, Rubén Martı́n-Clemente, Ma Auxiliadora Sarmiento-Vega and Sergio Cruces

Abstract—In brain-computer interfaces the typical models of
the EEG observations usually lead to a poor estimation of the
trial covariance matrices, given the high non-stationarity of the
EEG sources. We propose the application of two techniques
that significantly improve the accuracy of these estimations and
can be combined with a wide range of motor imagery BCI
methods. The first one scales the observations in such a way
that implicitly normalizes the common temporal strength of the
source activities. When the scaling applies independently to the
trials of the observations the procedure justifies and improves
the classical preprocessing for the EEG data. Additionally, when
the scaling is instantaneous and independent for each sample,
the procedure particularizes to Tyler’s method in statistics for
obtaining a distribution-free estimate of scattering. In this case,
the proposal provides an original interpretation of this existing
method as a technique that pursuits an implicit instantaneous
power-normalization of the underlying source processes. The
second technique applies to the classifier and improves its
performance through a convenient regularization of the features
covariance matrix. Experimental tests reveal that a combination
of the proposed techniques with state-of-the-art algorithms for
motor-imagery classification provides a significant improvement
in the classification results.

Index Terms—Common spatial pattern, brain-computer inter-
faces, motor-imagery classification, covariance matrix estimation.

I. INTRODUCTION

Brain-computer interfaces (BCI) have a great potential for
enabling the communication between machine and humans by
means of the analysis of the electroencephalographic activity.
Nowadays, almost all the Motor Imagery BCI (MI-BCI)
systems summarize most of the relevant information about
the measurements in two kinds of covariance matrices: the
covariance matrices of the filtered observations (employed for
dimensionality reduction) and the covariance matrices of the
features (which are required for classification). In the dimen-
sionality reduction stage one tries to select those subspaces of
the observations that retain most of the discriminative power,
for instance, using the technique of Common Spatial Patterns
(CSP) [1]. After that, the features are usually chosen as a
non-linear transformation of the band-power statistics of the
projected observations onto the previously selected subspaces
[2]. The covariance matrices of these features (together with
their class-conditional expectations) play a relevant role in
the classification stage of MI-BCI [3]. Although CSP was
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only suitable for two-class classification problems, some later
alternatives have been also proposed for multi-class settings
(see, for instance, [4], [5]).

There are several sources of difficulty in the processing of
EEG signals. Among them, we may cite: the inevitable pres-
ence of noise and interference at the sensors, the low spatial
resolution of the BCI headsets [1], the possible presence of
outliers in the measurements [6], the difficulty in gathering
sufficient data trials for training [7], the need to determine
the suitable number of features in those method that apply to
dimensionality reduction [8], and the non-stationarity of the
EEG signals [9]–[11].

The non-stationary can happen at different levels. The
classical inter-subject and inter-session variabilities have been
frequently addressed in the literature [11]. In this work, we
will shift our attention to the less studied variabilities that
happen between trials, and also within samples of the same
trial. The signals generated by the brain are non-stationary
in power at the trial and sample levels. We will show later
that this power variability hinders the correct estimation of
the covariance matrices of the trials, which are the most
used statistics in the existing MI-BCI implementations. Our
experimental results avail the hypothesis that the correction
of this EEG signal variability leads to improved covariance
matrix estimates, which allow transversal improvements in
accuracy for the tested classification algorithms.

The main contributions of the article are the following:
• We show that the standard power normalization of the

observations, which is widely used in the preprocessing
of the EEG data for MI-BCI, is useful but suboptimal.

• We propose the power-normalization of the effective
EEG source activities. This normalization has no hyper-
parameters and, in general, improves the quality of the
covariance matrix estimates during training and testing.

• The shrinkage of the feature covariance matrices in MI-
BCI was shown to be beneficial when the number of
training trials is small [12]. We propose the application
of an alternative shrinkage estimate (gLDA) that is based
on the Gaussianity of the features [13].

Our experimental results confirm that the proposed power-
normalization and gLDA implementation lead to a transversal
improvement in the performance of the existing MI-BCI
algorithms. In addition, the proposal seems to be much less
sensitive with respect to the number of features employed in
the dimensionality reduction stage.

The article is organized as follows. Section II introduces
the basic model of the EEG measurements and section III
discusses some classical and state-of-the-art approaches for
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MI-BCI. Section IV presents an overcomplete model of the
observations and defines the effective sources of the mixture.
Section V describes the proposal for the normalization in
power of the EEG sources and also analyzes its links with
the standard preprocessing of the observations. This method is
extended in section VI to the case of the instantaneous power-
normalization of the effective sources. Section VII presents
some variations in the implementations of the classifier using
shrinkage estimates of the feature covariance matrices. The ex-
perimental results are provided and discussed in section VIII,
while section IX is devoted to the conclusions.

II. BASIC MODEL OF THE EEG OBSERVATIONS

The EEG headset is based on an array of sensors that
measures the electromagnetic activity on the scalp. At time t,
the variations of the activities of the sensors are measured with
respect to a given referential system (see EEG referencing in
[1]) and passband filtered to retain the 8Hz-32Hz band. After
that, they are centered at the origin by subtracting the estimated
mean of each trial and collected into the observation vector
x(t) = [x1(t), . . . , xNx(t)]T ∈ RNx .

The physiological nature of the problem allows one to
model the ith-element of the observation vector as a su-
perposition of contributions from: some desired latent EEG
source activities sj(t), j = 1, . . . , Ns, and some filtered
additive interference or noise component which we denote
by nj(t), j = 1, . . . , Nx. We will not assume any specific
value for Ns which, depending on the experiment, could be
greater or lower than Nx. The contribution of ith-source sj(t)
to the jth-observation xj(t) is modeled as aijsj(t), where the
factor aij refers to the attenuation of the almost instantaneous
propagation of the source activity to the sensor position. In
vector form, the filtered observations are known to follow the
linear instantaneous mixing model [14]

x(t) = As(t) + n(t) , (1)

where A = [aij ]ij ∈ RNx×Ns refers to the mixing matrix.
In those cases where we would like to make explicit the trial

to which the observations belong to, we will use the notation
xτ (t) that refers to the vector of observations of the trial τ
at time t. The global power of the non-stationary process of
filtered observations is defined by

Px ≡ 〈E[‖xτ (t)‖2]〉t,τ =
1

NτT

T∑

t=1

Nτ∑

τ=1

E[‖xτ (t)‖2]. (2)

A column-wise concatenation of the observed vector samples
from a trial results in the matrix model of the observations

Xτ = ASτ + Nτ , (3)

where Xτ ,Nτ ∈ RNx×T and Sτ ∈ RNs×T . In the following,
the class of a trial τ will be denoted by c(τ) ∈ {c1, . . . , cK}.

III. THE COMMON SPATIAL PATTERNS AND OTHER
SUCCESSFUL APPROACHES FOR MI-BCI

The Common Spatial Patterns (CSP) is a method designed
for the case of having two classes (K = 2) [15]. Let the class-
conditional covariance matrices of the classes be Σx|c1

and

Σx|c2
. The CSP algorithm (see Table I ) tries to reduce the

dimensionality of the observations by finding a p-dimensional
subspace for which the two classes are maximally separated
in a certain divergence sense [6], [16]. This goal is achieved
by setting the p < Nx spatial filters w1, . . . ,wp (for the
sake of simplicity p is assumed to be even) equal to the
p/2 principal and p/2 minor eigenvectors of the following
generalized eigenvalue problem

Σx|c1
w = Σx|c2

w λ . (4)

The selected eigenvectors are grouped in the matrix of
spatial filters W = [w1, . . . ,wp], which is used to perform
the dimensionality reduction of the observations

Yτ = WTXτ ∈ Rp×T . (5)

There are several possible extension of CSP to multi-class
(K > 2) scenarios. Some are based on the joint approximated
diagonalization of the covariances matrices of the observations
for each class [14]

WTΣx|ck
W = Dck k = 1, . . . ,K, (6)

where Dck refers to an approximately diagonal matrix. The
one proposed in [4] combines this approximated diagonaliza-
tion with a method to choose the most relevant filters based on
an Information Theoretic Feature Extraction criterion (ITFE).

Although the dimensionality reduction stage (implemented
by CSP and ITFE) sometimes is omitted, in general, as we
will see in the simulations, it is a recommended procedure for
datasets with moderate or relatively large number of sensors.

After the dimensionality reduction, some basic linear classi-
fication results can be obtained using Fisher’s Linear Discrimi-
nant Analysis (LDA). However, other state-of-the-art proposals
are nowadays preferable. This is the case of sLDA [7] a
shrinkage variant of LDA and also of the classifiers that exploit
the Riemmanian geometry of the manifold of symmetric and
positive definite (SPD) matrices. Among these classifiers, we
can mention the Riemannian Minimum Distance to Mean
(RMDM) [5], which is based on the minimization of the
Riemmanian distance between the sample covariance matrices
of the test trials and the Riemmanian mean of the classes.
Other improved classification methods are obtained by using as
features the projection of the sample covariance matrices onto
the tangent space (of the Riemmanian SPD manifold) at the
referential Riemmanian mean of the set of covariance matrices.
In this way, an LDA classifier applied to tangent space (TS)
features give rise to a TSLDA implementation. Similarly, the
logistic regression (LR) classification of TS features leads
to a TSLR implementation [17]. The interested reader in
Riemmanian approaches for Brain-Computer Interfaces can
find in [17] and [18] respective tutorial reviews on this topic.

A. Classical estimation of the class covariance matrices

As the observations have been already centered, the EEG
spatial covariance matrix of trial τ is given by

C
(0)
Xτ

=
1

T
XτX

T
τ . (7)
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The notation C
(i)
Xτ

is adopted in this paper in order to allow the
possibility to refine this estimate through additional iterations.
Then, since the trials may have unequal power, the standard
CSP implementation [1] normalizes the EEG covariance ma-
trices as

C
(1)
Xτ

=
C

(0)
Xτ

Tr{C(0)
Xτ
}/Nx

≡ XτX
T
τ

1
Nx

Tr{XτX
T
τ }
. (8)

One may note that this definition only differs from the classical
normalization in the following irrelevant 1

Nx
scaling term,

which is mainly adopted here for notational convenience.
Finally, the class-conditional covariance matrices are usually

estimated by means of the arithmetic mean of the trials

Σ̂
(1)

x|ck
=

1

Nck

∑

τ :c(τ)=ck

C
(1)
Xτ

k = 1, . . . ,K. (9)

In the following sections, we propose an alternative normal-
ization for the training and test covariance matrices. It has no
additional hyperparameters and, in general, outperforms the
standard one considered in (8). In particular, we will show
that the standard normalization can be regarded as a first
approximation to the proposed approach.

At this point, it is worth to comment other estimators for
Σx|ck

which have been suggested for MI-BCI applications
according to various strategies. The adaptation with respect to
differences between the training and testing distributions of the
data has been considered in [19], which suggests the weighting
of the samples according to their estimated importance. In
[20], class covariance matrices estimators of minimum β-
divergence for a Wishart model have been proposed to ensure
the robustness with respect to data outliers. The solution,
which is based on an iteratively weighting of the trial covari-
ance matrices of each class, uses cross-validation (CV) for
the determination of the hyper-parameter of the divergence.
The use of CV is also required in [21], which proposed
several regularized covariance matrix estimates with the aim
to avoid overfitting. One regularized estimate, which has the
remarkable advantage of avoiding CV, was proposed by Ledoit
and Wolf in [22].

IV. OVERCOMPLETE MODEL OF THE OBSERVATIONS AND
EFFECTIVE COMPONENT OF THE SOURCES

The linear mixing model of equation (1) provides an
overcomplete representation of the observations. This can be
seen by integrating the noise/interference contribution into an
extended sources vector s′τ (t) to obtain

xτ (t) = (A I)

(
sτ (t)
nτ (t)

)
= A′ s′τ (t). (10)

Moreover, there is an inherent linear indeterminacy between
the sources and the columns of the mixing matrix. In this
sense, note that, for any arbitrary invertible matrix M ∈
R(Ns+Nx)×(Ns+Nx), the model satisfies

xτ (t) = A′ s′τ (t) = (A′M−1) (Ms′τ (t)). (11)

We avoid this indeterminacy by assuming, from here on, that
the global covariance matrix of the source signal process is

equal to the identity matrix. As we initially considered the
centering of the observations, this matrix is then given by
Σ′s = 〈E[s′τ (t)(s′τ (t))T ]〉t,τ = I, and the global covariance
matrix of the observations is

Σx = 〈E[xτ (t)(xτ (t))T ]〉t,τ = A′A′T . (12)

The fact that the resulting mixing matrix A′ ∈
RNx×(Ns+Nx) is wide and of rank Nx, implies that not all
the components of the extended vector of sources s′(t) will
contribute to the observations. Only the component of the
sources that is aligned with the range space of the rows of
A′ will have an effective contribution, while the orthogonal
component to this subspace will be discarded. To see this,
consider the orthogonal decomposition of the extended sources

s′τ (t) = ΠA′T s′τ (t) + Π⊥A′T s′τ (t), (13)

where the proyection matrix onto the rows of the extended
mixing matrix is ΠA′T = A′T (A′A′T )−1A′ and the or-
thogonal projection matrix is given by Π⊥A′T = I − ΠA′T .
Since these projection matrices satisfy A′ΠA′T = A′ and
A′Π⊥A′T = 0, it is easily observed that

xτ (t) = A′ s′τ (t) = A′ s̃τ (t) (14)

where s̃τ (t) = ΠA′T s′τ (t) represents the effective sources, i.e.,
the component of the extended sources with a non-negligible
influence in the value of the observations xτ (t). Moreover, it
is straightforward to check that the global covariance matrix of
the effective sources coincides with the following projection
matrix Σs̃ = ΠA′T , which is unitary similar to the identity
matrix of dimension Nx. Hence, the global power of the
effective sources is

Ps̃ = Tr{Σs̃} = Tr{INx} = Nx. (15)

V. NORMALIZATION OF THE POWER OF THE SOURCES

Let’s define the power of the effective sources for trial τ as

PS̃τ
= Tr{CS̃τ

} =
1

T
Tr{S̃τ S̃Tτ }. (16)

When S̃τ for τ = 1, . . . , Nτ have dissimilar powers, their
contribution to the class-conditional covariance matrices is not
homogeneous. In this situation, a fraction of the trials may
dominate the estimation, implying a higher variance in the
estimates.

The covariance normalization by the power of the observa-
tions P

(0)
Xτ

= Tr{C(0)
Xτ
}/Nx in (8) only partially alleviates

the previous effect, since, due to the equivalence P
(0)
Xτ

=

Tr{AC
(0)

S̃τ
AT }, it depends on the interaction between the

mixing matrix and the trial covariance of the sources. Instead,
we propose to equalize the power of the effective sources in
each trial in such a way that they all coincide with the global
power of the process, which was defined in (15). Although
we don’t have direct access to S̃τ , we explain in the sequel
a method that allows us to iteratively equalize its power,
contributing in this way to obtain more reliable estimates of
the covariance matrices.
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TABLE I
PSEUDO-CODE OF CSP+LDA ALGORITHM FOR MI-BCI.

PREPROCESSING FOR TRAINING & TESTING
Freq. filtering & centering of the data ∀τ.
Compute C

(0)
Xτ

and C
(1)
Xτ

, ∀τ, using (7)-(8).

Determine Σ̂
(1)
x|c1 and Σ̂

(1)
x|c2 with (9).

METHOD FOR DIM. REDUCTION (STANDARD-CSP)
% Obtain the spatial filters solving (4)

[V,D] = eig(Σ̂
(1)
x|c1 , Σ̂

(1)
x|c2 )

% Sort the Nx solutions

[∼, ind] = sort(diag(D)), V = V(:, ind),

% Select the extreme p eigenvectors

W = [V(:, 1 : p/2),V(:, Nx − p/2) + 1 : Nx]

% Spatial filtering

CYτ = WTC
(0)
Xτ

W, τ = 1, . . . , Nτ .

% Transf. for obtaining normal-like features

fτ = log ( diag(CYτ )/sum(diag(CYτ )) ) (F1)

LEARNING THE LDA (BINARY) CLASSIFIER
% Using the training pairs (c(τ), fτ )
µk = 1

Nck

∑
τ :c(τ)=ck

fτ for k = 1, 2.

Σ̂f |ck = 1
Nck

∑
τ :c(τ)=ck

(fτ − µk)(fτ − µk)T , k = 1, 2.

p(ck) = Nck/(Nc1 +Nc2 ), k = 1, 2.

Σ̂f = p(c1)Σ̂f |c1 + p(c2)Σ̂f |c2

α = Σ̂
−1
f (µ1 − µ2)

β = 1
2
(µ1 + µ2)− log p(c1)−log p(c2)

(µ1−µ2)
T Σ̂
−1

f (µ1−µ2)
(µ1 − µ2)

CLASSIFICATION OF TEST DATA
% Implementation using LDA with equal cov.

CYτ = WTC
(0)
Xτ

W, τ ∈ Set of test trials.

Evaluate fτ using the same formula as in (F1)

ĉ(τ) = ck where k = 1.5 + 0.5 sign(αT (fτ − β)).

Consider the notation for the inner product between two
symmetric positive definite matrices of dimension Nx,

〈CXτ
, Σ−1x 〉 =

1

Nx
Tr{CXτ

Σ−1x }. (17)

Lemma 1 (Power of the effective sources): The power of
the effective sources for each trial τ is given by the scaled
inner product between the covariance matrix of the trial and
the inverse of the global covariance matrix of the observations

PS̃τ
= Nx 〈CXτ , Σ−1x 〉. (18)

This lemma, which provides an exact formula for the eval-
uation of the power of the effective sources, is proved
in Appendix A. However, the determination of Σx =
〈E[xτ (t)(xτ (t))T ]〉t,τ involves an expectation operation and,
as a consequence, is not feasible. Instead, we can estimate it
from the available samples at a given iteration i− 1.

Under a Gaussian mixture model for the observations, a
natural estimate of Σx (built from a combination of maximum

likelihood estimates) is given by the arithmetic mean of the
covariances of the trials

Σ̂
(i−1)
x = 〈C(i−1)

Xτ
〉τ =

1

Nτ

Nτ∑

τ=1

C
(i−1)
Xτ

. (19)

After substituting Σ̂
(i−1)
x for Σx in (18), the estimated power

of the effective sources at iteration i− 1 is P̂ (i−1)
S̃τ

. The ratio
between the power of the effective sources at iteration (i− 1)
and their global power (obtained in (15)) is given by

(σ̂(i−1)
τ )2 ≡ 1

Nx
P̂

(i−1)
S̃τ

= 〈C(0)
Xτ

, (Σ̂
(i−1)
x )−1〉. (20)

In order to equalize the power across trials at the ith

iteration, we should normalize the observations as

X(i)
τ = Xτ/σ̂

(i−1)
τ , (21)

since this scaling replaces the estimated power P̂ (i−1)
S̃τ

of the
effective sources in each trial by the global average power
Ps̃ = Nx. After that, the scaled observations X

(i)
τ lead to

normalized estimates of the trial covariance matrices

C
(i)
Xτ

=
1

T
X(i)
τ (X(i)

τ )T = (σ̂(i−1)
τ )−2 C

(0)
Xτ
∀τ (22)

and to an improved estimate of the global covariance matrix

Σ̂
(i)

x = 〈C(i)
Xτ
〉τ =

1

Nτ

Nτ∑

τ=1

C
(i)
Xτ
. (23)

This new estimate can still help in improving the normaliza-
tion of the sources, so the estimation procedure can continue in
a recursive manner until the relative variation in the estimate of
the global covariance matrix falls below a tolerance threshold
ε. For instance, by continuing with the iteration until the
following condition is met: ‖Σ̂(i)

x − Σ̂
(i−1)
x ‖F /‖Σ̂

(i)

x ‖F < ε.
After the convergence of the iteration, the following average
covariance matrices of each class are used as inputs to the
method of dimensionality reduction

Σ̂
(i)

x|ck
=

1

Nck

∑

τ :c(τ)=ck

C
(i)
Xτ

k = 1, . . . ,K. (24)

A. Expliciting the link with the standard preprocessing of the
EEG observations

At iteration i = 0, before having access to the observed data,
we may consider an initial isotropic estimate for the covariance
matrix of the observations Σ̂

(0)

x = I. Hence, the estimates of
the covariance matrices in (22) are, for i = 1, equal to

C
(1)
Xτ

= (σ̂(0)
τ )−2 C

(0)
Xτ

=
XτX

T
τ

1
Nx

Tr{XτXT
τ }

∀τ, (25)

which exactly coincide with those provided by the standard
normalization of the trials in (8). Next, the global covariance
matrix Σ̂

(1)

x is evaluated using (23) and used, in another itera-
tion (i = 2), to improve the normalization of the observations
in each trial. Then, the new trial covariance matrices are

C
(2)
Xτ

= (σ̂(1)
τ )−2 C

(0)
Xτ

=
C

(0)
Xτ

〈C(0)
Xτ

, (Σ̂
(1)

x )−1〉
∀τ (26)
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and again the new global covariance matrix Σ̂
(2)

x is evaluated.
One can continue with the iterations of the procedure until
it convergences. In the section of simulations, we will later
illustrate with a controlled experiment (see Figure 1) the
improvement of the estimates of the trial covariance matrices
with respect to the number of iterations.

Although we have previously suggested the initialization of
the iteration with Σ̂

(0)

x = I for revealing the link between the
proposal and the classical preprocessing of CSP, in practice,
it is better to choose as initial estimate the sample covariance
matrix of the trials Σ̂

(0)

x =< C
(0)
Xτ

>τ . This latter estimate is
more informative than the identity matrix, which contributes
to a faster convergence of the iteration.

VI. INSTANTANEOUS POWER NORMALIZATION LEADS TO
AN EXISTING ESTIMATOR OF SCATTER

Until now, in order to illustrate the links of the proposed
power-normalization with the preprocessing used in classical
CSP, we have only addressed the equalization of the power
across trials. However, the technique is easily extended for
equalizing the power of the sources over temporal juxtaposed
(or overlapped) windows of arbitrary length. For signals like
the EEG sources, which are highly non-stationary, one can
improve the estimates of the covariance matrices by equalizing
the power across samples, i.e., considering windows of one
sample length.

Let us consider the instantaneous correlation matrix estimate
of the observations at the trial τ and time t

C
(0)
xτ (t) = xτ (t)(xτ (t))T , (27)

which is based on a single sample. In similarity with (20),
given Σ̂x at iteration (i − 1), we obtain the power ratio for
each trial and time sample

(σ̂
(i−1)
τ,t )2 ≡ 〈C(0)

xτ (t) , (Σ̂
(i−1)
x )−1〉 (28)

=
1

Nx
Tr{xτ (t)(xτ (t))T (Σ̂

(i−1)
x )−1} (29)

=
1

Nx
Tr{(xτ (t))T (Σ̂

(i−1)
x )−1xτ (t)}. (30)

Its evaluation with (30), is recommended in the instantaneous
case because of the computational advantages over (29).

The instantaneous power-normalization of s̃τ (t) is simply
obtained by scaling the observations

x(i)
τ (t) = xτ (t)/σ̂

(i−1)
τ,t ∀ τ, t. (31)

Therefore, the covariance matrices estimates of each trial

C
(i)
Xτ

=
1

T

T∑

t=1

x(i)
τ (t)(x(i)

τ (t))T (32)

are, in general, more reliable and contribute, using (23), to
an improved estimation of the averaged covariance matrix
Σ̂

(i)

x . The whole iteration over the set of training trials is
summarized in the top part of Table II. The procedure for the
estimation of the covariance matrix of the test trials, which
is shown in the second part of Table II, is coherent with the
updates performed in the last iteration for the training trials.

TABLE II
PSEUDOCODE OF THE INSTANTANEOUS POWER-NORMALIZATION, WHICH
PARTICULARIZES TO A VERSION OF TYLER’S METHOD IN STATISTICS FOR

OBTAINING A ROBUST ESTIMATOR OF SCATTER.

PREPROCESSING FOR TRAINING TRIALS
Freq. filtering & centering of the data ∀ τ.
Set i=0, Σ̂

(0)
x =< C

(0)
Xτ

>τ
Repeat

i=i+1

(σ̂
(i−1)
τ,t )2 = 1

Nx
Tr{(xτ (t))T (Σ̂(i−1)

x )−1xτ (t)} ∀τ, t

C
(i)
Xτ

= 1
T

∑T
t=1(σ̂

(i−1)
τ,t )−2 xτ (t)(xτ (t))T ∀τ

Σ̂
(i)
x = 1

Nτ

∑Nτ
τ=1 C

(i)
Xτ

Until ‖Σ̂(i)
x − Σ̂

(i−1)
x ‖F /‖Σ̂

(i)
x ‖F < ε

Return C
(i)
Xτ
∀τ and

Σ̂
(i)
x|ck = 1

Nck

∑
τ :c(τ)=ck

C
(i)
Xτ

k = 1, . . . ,K.

PREPROCESSING FOR A TESTING TRIAL τ
Freq. filtering & centering of the trial.

Given the last used estimate Σ̂
(i−1)
x in training...

Evaluate (σ̂
(i−1)
τ,t )2 = 1

Nx
Tr{(xτ (t))T (Σ̂(i−1)

x )−1xτ (t)} ∀t

Return C
(i)
Xτ

= 1
T

∑T
t=1(σ̂

(i−1)
τ,t )−2 xτ (t)(xτ (t))T ∀τ

∗Note: after this preprocessing the evaluation of
the features no longer needs normalization, i.e.,

fτ = log ( diag(CYτ ) ) (F2)

The combination of the instantaneous power-normalization
with CSP will be referred, hereinafter, as nCSP. However, since
the proposed normalization aims to recover the stationarity
in power of the effective sources vector, it is unnecessary to
apply any additional normalization of the features. Hence, the
recommended evaluation of the features is simply given by
formula (F2) of Table II, i.e., fτ = log ( diag(CYτ

) ), which
replaces all the instances of formula (F1) in Table I.

In Appendix B, we discuss the link between the instanta-
neous power-normalization iteration and the method proposed
by Tyler in [23] for obtaining a distribution-free estimator
of scatter within the class of elliptically distributed data.
Both techniques use complementary arguments that arrive at
a similar final result. However, Tyler’s method assumes that
the observations are drawn from an elliptical distribution, a
hypothesis that may be true for a single trial (Nτ = 1) and a
unique class (K = 1). For multiple classes, the previous hy-
pothesis can no longer be true, whereas the proposal based on
the power-normalization of the effective sources still provides
an admissible statistical interpretation for the iteration.

VII. GAUSSIAN SHRINKAGE LDA

Under the hypotheses of p-dimensional Gaussian features
for each class, with means µk, k = 1, 2, and homoscedastic
covariance matrices Σf |c1 = Σf |c2 = Σf , the LDA classifier
considered in the Table I implements the maximum a posteriori
(MAP) Bayesian classification [24]. However, when the num-
ber of feature vectors fτ for training is not sufficiently large
with respect to their dimension p, this method can be prone to
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overfitting. Moreover, the implementation of the classifier uses
the within-class precision matrix of the features Σ̂

−1
f , which

in this situation may be poorly conditioned.
To address this problem we should resort to some form of

regularization of the averaged within-class covariance

Σ̂f = p(c1)Σ̂f |c1 + p(c2)Σ̂f |c2 . (33)

Regularized Discriminant Analysis [25] considered the pro-
jection of the sample covariance estimate (in our case, the
Σ̂f defined previously) onto the identity matrix to obtain
〈 Σ̂f , I 〉 I ≡ v I, and then estimate the true covariance
matrix Σf with the convex combination

Σ̃f = (1− ρ)Σ̂f + ρ(vI). (34)

The shrinkage of the sample covariance matrix towards the
projection can improve the matrix conditioning and provide a
closer estimate to the true covariance matrix for a carefully
chosen parameter ρ. The problem consists in finding the
optimal value for ρ. Ledoit and Wolf in [22] studied how
to automatically determine it by approximately minimizing
the minimum quadratic error between the unknown covariance
matrix Σf and its shrunken estimation Σ̃f

min
ρ
E

{∥∥∥Σf − Σ̃f

∥∥∥
2

F

}
s.t. Σ̃f = (1− ρ)Σ̂f + ρ(vI). (35)

The estimator of ρ obtained by Ledoit and Wolf is given by

ρ̂LW =min

{∑Nτ
τ=1‖(fτ − µkτ )(fτ − µkτ )T−Σ̂f‖2F
N2
τ ‖Σ̂f − (Tr{Σ̂f}/p) I‖2F

, 1

}
, (36)

where µkτ refers to the mean of the class to which the
feature fτ belongs. This choice for the estimate guarantees an
asymptotically optimal combination of the sample covariance
matrix and the identity matrix, is asymptotically consistent and
makes no assumption over the data distribution.

In the context of MI-BCI, Lotte considered in [7] the
Shrunken LDA (sLDA) classification. This method replaces
the sample covariance matrix of the features Σ̂f in Linear
Discriminant Analysis with the Ledoit and Wolf regularized
covariance matrix Σ̃f for ρ = ρ̂LW. sLDA obtained signif-
icant accuracy improvements over standard LDA so its use
was highly recommended [3]. Note, however, that the LDA
classifier assumes conditional Gaussian classes and, under
this assumption, the Ledoit and Wolf regularization technique
usually does not provide the best possible mean-square error
for finite samples.

Chen et al. recognized in [13] that ρ̂LW uses statistics of
the features up to order four, while under Gaussian hypothesis
the mean and covariance condense all the relevant information.
They developed an Oracle Approximate Shrinkage (OAS) pro-
cedure for small samples that exploits the Gaussian hypothesis.
The estimator of ρ provided by the OAS method is

ρ̂OAS = min





(
1−2
p

)
Tr(Σ̂

2

f ) + Tr2(Σ̂f )

(
Nτ+1−2

p

)[
Tr(Σ̂

2

f )− Tr2(
ˆΣf )
p

] , 1




, (37)

and it was shown to attain a better mean square error in
simulations than ρ̂LW and other alternatives.

In what follows we denote by gLDA the implementation of
the LDA classifier in combination with the Oracle Approx-
imate Shrinkage estimator of the feature covariance matrix,
which is obtained from equation (34) with ρ = ρ̂OAS. The
added “g” refers to the Gaussian hypothesis of the centered
features.

According to our experiments in MI-BCI, the classification
with gLDA provides relevant gains in accuracy with respect
to both the standard LDA and sLDA techniques.

VIII. EXPERIMENTAL RESULTS

In this section, we will try to corroborate through illustrative
simulations the good performance of the proposed covariance
estimators that form part of the proposals nCSP and gLDA.
The first simulation reveals the expected improvement in the
estimation of the covariances with a set of synthetic data since,
for its evaluation, the true underlying covariance matrices of
the classes have to be known. The remaining simulations
consider real datasets from the BCI competitions and test
the possible combination of the proposals with state-of-the-
art techniques.

A. Testing the improvement in the estimation of Σx|ck

In this experiment, we design a synthetic simulation for
corroborating the improvement that can be obtained with the
proposed estimation method for the class covariance means.
The centroids for the right-hand and left-hand classes have
been set equal to the estimated class covariances of user A01
from the dataset IV-2a [29]. We used 25 training trials per
class, each with 22 sensors and a length of 500 samples. The
samples xτ (t) of each trial τ were drawn from a multidimen-
sional Gaussian density N (0, C̃τ ), where C̃τ was generated
from a local perturbation of the conditional-class mean Σx|ck

of the trial. The details of the procedure for the generation of
local random covariance matrices in the neighborhood of its
centroids are described in Appendix C.

The proposed power-normalization technique does not help
to guess the absolute scales of the underlying covariance
matrix centroids, because these scales are subordinated to the
objective of equalizing the power of the effective sources.
Fortunately, it is well known that they are irrelevant in the
evaluation of the common principal directions. Hence, a good
measure of similarity between the true and estimated covari-
ance centroids should be invariant with respect to the scaling
of the compared arguments. A natural measure of dissimilarity
between covariance matrices with arbitrary scaling is the scale-
invariant version of the Riemmanian distance

DR(Σ̂x|ck
, Σx|ck

) = min
α
δR(αΣ̂x|ck

, Σx|ck
) (38)

= min
α

(
Nx∑

i=1

log2 λi
α

) 1
2

(39)

=

(
Nx∑

i=1

log2 λi

e
1
Nx

∑Nx
j=1 log λj

) 1
2

(40)

where δR(· , ·) denotes the standard Riemmanian distance and
λi, i = 1, . . . , Nx, refers to the eigenvalues of Σ̂

−1
x|ck

Σx|ck
.
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Classic State-of-the-art: CSP+... Proposed: nCSP+...
Dataset User CSP+LDA sLDA RMDM TSLR gLDA (p-value) RMDM (p-value) TSLR (p-value)

III-3a

k3b 94.31 95.09 94.90 96.13 95.38 (1.7e-02) 94.97 (1.2e-01) 96.31 (2.8e-02)
k6b 75.77 77.77 77.23 78.94 78.78 (7.1e-04) 78.15 (7.7e-05) 79.69 (1.0e-03)
l1b 86.73 88.18 88.46 89.25 89.48 (1.6e-07) 89.90 (1.4e-13) 90.29 (2.7e-08)
−−−
mean 85.60 87.01 86.87 88.11 87.88 (4.0e-09) 87.68 (6.9e-13) 88.76 (4.3e-09)

III-4a

aa 67.68 68.56 63.12 72.37 68.0 (8.6e-01) 63.62 (1.3e-01) 70.31 (1.0e+00)
al 96.81 96.5 96.25 96.56 96.18 (9.3e-01) 95.75 (1.0e+00) 96.31 (9.8e-01)
av 62.12 62.25 58.31 66.25 63.06 (8.7e-02) 59.75 (4.7e-03) 67.87 (5.1e-03)
aw 85.12 83.37 80.62 87.62 82.93 (8.7e-01) 80.75 (1.9e-01) 87.75 (1.9e-01)
ay 87.68 90.87 87.62 91.0 89.31 (1.0e+00) 87.68 (2.0e-01) 91.62 (3.7e-02)
−−−
mean 79.88 80.31 77.18 82.76 79.89 (9.4e-01) 77.51 (5.8e-02) 82.77 (2.3e-01)

IV-2a

A01 86.97 88.18 88.15 89.02 89.0 (1.3e-06) 88.74 (1.0e-05) 89.23 (3.2e-02)
A02 73.15 74.63 76.20 77.65 75.20 (7.3e-03) 74.78 (1.0e+00) 76.15 (1.0e+00)
A03 87.34 88.53 88.30 89.75 89.78 (1.1e-13) 90.08 (3.3e-28) 90.60 (6.1e-11)
A04 68.77 69.99 70.63 71.36 70.95 (3.0e-05) 70.93 (4.7e-02) 71.38 (2.3e-01)
A05 56.89 58.61 58.78 59.27 60.07 (4.9e-07) 60.19 (5.5e-08) 59.82 (1.1e-02)
A06 61.41 62.36 62.41 63.32 63.12 (2.6e-03) 62.81 (2.5e-02) 63.26 (8.1e-01)
A07 88.75 89.92 90.44 91.09 91.20 (5.4e-17) 91.39 (5.5e-09) 91.70 (9.0e-06)
A08 86.40 87.65 86.33 88.32 88.73 (2.0e-10) 88.72 (8.2e-48) 89.18 (2.1e-09)
A09 82.70 83.95 82.64 84.25 84.67 (6.7e-05) 84.59 (7.5e-27) 85.26 (2.5e-09)
−−−
mean 76.93 78.20 78.21 79.34 79.19 (8.8e-39) 79.14 (6.0e-41) 79.62 (6.4e-06)

TABLE III
EXPECTED USER ACCURACY FOR THE binary MI CLASSIFICATION PROBLEM IN EACH OF THE CONSIDERED DATASETS. THE BEST PERFORMANCES ARE

MARKED IN BOLD. ONE CAN OBSERVE THAT IN THE MAJORITY OF THE CASES THE IMPROVEMENTS OBTAINED WHEN COMBINING THE
STATE-OF-THE-ART METHODS WITH THE PROPOSED TECHNIQUES CAN BE REGARDED AS STATISTICALLY SIGNIFICANT (p-value < 5e-02).
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Fig. 1. Variations of the scale-invariant Riemannian distance (between the
reference Σx|ck and estimated Σ̂x|ck covariance matrices) with respect to
the number of iterations of the proposed power-normalization procedures. The
solid lines represent average distances while the bars represent the 25% and
75% percentiles. Iteration 0 refers to the absence of normalization, iteration 1
coincides with the standard trace-based normalization used in CSP, while the
remaining iterations are instances of the proposed normalization.

Figure 1 illustrates the improvement in the estimation of the
class-conditional covariance matrix means for the block (Sec-
tion V) and instantaneous (Section VI) power-normalization
procedures, when both share the initialization Σ̂

(0)

x = I. The
x-axis represents the iteration i at which the covariance matrix
estimate Σ̂

(i)

x|ck
is evaluated, whereas the y-axis represents

the average across classes of the scale-invariant Riemannian
distances between Σx|ck

and Σ̂
(i)

x|ck
.

The simulation results confirm the expected improvement of

these normalizations with respect to the classical one, which
corresponds with the result obtained for iteration 1. Being, in
this case, the power-instantaneous equalization method slightly
more precise than the block based-implementation.

B. Experiments using the BCI competitions datasets

This subsection is devoted to the experimental comparison
of the proposals on real BCI datasets. The normalization
scheme for the estimation of the class-conditional covariance
matrices, proposed in Section VI, can be combined with
a variety of MI-BCI techniques to improve their accuracy.
In particular, we compare the differences of performance,
between classical CSP and nCSP (our proposal), when they
are used in combination with the following classifiers: LDA,
its shrinkage variants sLDA and gLDA, RMDM and TSLR.
The Python code for the RMDM and tangent space (TS)
implementations can be downloaded from [5]. For TSLR, the
Logistic Regression (LR) classifier was implemented accord-
ing to version 0.19.2 of [26] with its default parameters.

The experiments in this section have been carried out using
three datasets from BCI competitions. Dataset 3a from BCI
competition III [27], which contains 60 EEG channels, three
users and four classes of motor imagery movements (MIM);
dataset 4a from BCI competition III [28] with 108 EEG
channels, four users and two classes of MIM; finally, dataset 2a
from BCI competition IV [29] has 22 EEG channels, nine
users with two sessions per user and four classes of MIM.

Each experiment consists of 40 Monte-Carlo simulations
where the whole set of available trials for each session, user
and pair of movements is randomly split into testing and
training groups. After that, the averaged performance over
the test trials is reported. The simulations report the average
classification accuracy over all the possible confrontations of
pairs of classes (K = 2) for each user. By default, the number
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of training and testing trials is set to 40 and the number of
spatial filters is set 8, except for those cases where a range of
these values is specified.

In Table III, we show the accuracy results for each subject in
each of the three datasets. We also report the mid-p values of
one-sided McNemar’s tests of hypotheses [30] for paired data
that allows to check whether the proposals have significant
advantages in accuracy with respect to their respective state-
of-the-art approaches. One can observe in Table III that for
two of the datasets the proposal nCSP leads to significant
improvements in expected accuracy with respect to classical
CSP, whereas, its performance remains equivalent for the
dataset III-4a.

We also compare the algorithms when the number of
training trials varies from 4 to 80, while the number of testing
trials remains equal to the default value of 40. For this purpose,
we have employed the dataset IV-2a. Figures 2(a) and 2(b)
represent the improvement of nCSP+gLDA, nCSP+RMDM
and nCSP+TSLR with respect to their respective baselines:
CSP+sLDA, CSP+RMDM and CSP+TSLR. In both figures,
the best performance over the whole range of training trials is
obtained for the proposed normalization. Figure 2(b) reveals
that the use of nCSP instead of CSP progressively increases the
improvement with the number of training trials. In Figure 2(a),
the combination of nCSP with gLDA sustains the improvement
across the number of training trials. A disaggregated analysis
reveals that gLDA improves greatly over sLDA for a small
number of training trials.

In the last experiment, we analyze the sensitivity of the
methods with respect to the chosen number of spatial filters p
for dimensionality reduction. Figure 3 enables us to compare
the accuracy of the proposals nCSP+gLDA and nCSP+TSLR
with respect the existing approaches, for the datasets IV-2a
and III-3a. These figures reveal that the standard method
CSP+LDA (orange dashed-line) is quite sensitive to the choice
p. Its performance attains a maximum at a relatively small
value of p and greatly decreases as this number increases.
This finding supports the necessity of employing automatic
selection techniques to determine the right number of spatial
filters for each user [8]. Although, use of Ledoit and Wolf
covariance shrinkage estimates (green dashed-line) partially
alleviates the previous drawback, the accuracy for the proposed
nCSP+gLDA (green solid-line) is more robust with respect to
a misspecification of the optimum number of spatial filters.

In our simulations, the best performance was obtained for
the nCSP procedure in combination with the Tangent Space
Logistic Regression (TSLR) classifier (blue continuous-line).
This method has outperformed CSP+TSLR (blue dashed-line)
in expected user accuracy over all the range of the number of
spatial filters and training trials.

Similar results have been obtained for multiclass scenarios.
We refer the interested reader to the supplementary mate-
rial [31] that accompanies this manuscript and includes an
illustrative Python demo.

IX. CONCLUSION

In this work, we have studied the problem of obtaining
improved covariance matrix estimators for the processing of

the MI-BCI signals. We have proposed the application of two
techniques that improve the accuracy of these estimations. To
counter the inter and intra-trial non-stationarity that hinders the
correct estimation of the trial covariance matrices, we propose
a power normalization of the EEG source activities. When
this is implemented across trials, it improves the classical
normalization of the observations used for the EEG trials.
Furthermore, the instantaneous power-normalization of the
sample source vector seems to enable superior classification
results. In this latter case, the proposal extends Tyler’s method
(for obtaining an estimate of scatter) to the context of hetero-
geneous trial observations. The second technique refers to a
convenient regularization of the feature covariance matrix of
the classifiers. Both proposals are transversal, in the sense
that they can be easily combined with the existing MI-BCI
algorithms to boost their performance. Experimental tests on
several BCI competition datasets reveal that a combination of
the proposed techniques with state-of-the-art algorithms for
motor-imagery classification provides a significant improve-
ment in the classification results.

APPENDIX

A. Proof of the formula for the power of the effective sources

We start by noting that there is a one to one correspondence
between Xτ and S̃τ , which is given by

S̃τ = ΠA′T S̃τ = A′T (A′A′T )−1Xτ . (41)

Recalling the invariance of the trace of the product of compat-
ible matrices with respect to cyclic permutations in the matrix
positions, i.e., Tr{S̃τ S̃Tτ } = Tr{S̃Tτ S̃τ}, and using (41) to
substitute the value of S̃τ in (16), we obtain

PS̃τ
=

1

T
Tr{XT

τ (A′A′T )−1Xτ}. (42)

As we have seen in equation (12), A′A′T coincides with
the global average covariance matrix of the observations Σx,
hence, we can write without any approximations that

PS̃τ
=

1

T
Tr{XT

τ Σ−1x Xτ} = Tr{Σ−1x C
(0)
Xτ
}. (43)

B. Equivalence with Tyler’s method for estimation of scatter

The algorithmic solution provided by the proposed instan-
taneous power-normalization technique may be regarded as a
variation of Tyler’s method used in statistics for obtaining a
robust m-estimator of scatter [23]. As it will be shown, for
a single trial (Nτ = 1) and a single class (K = 1), both
techniques use complementary arguments to arrive by different
paths to a similar final result. To trace back the equivalence,
we review the problem considered by Maronna in [32], where
he studied how to obtain robust affine-invariant estimates of
mean and scatter from a set {x(1), . . . ,x(T )} of multivariate
i.i.d. samples, drawn from an elliptical distribution. Let the
density of x(t) for a given scatter matrix Cx be

p(x(t);Cx)=κ|Cx|−1/2φ((x(t)−µx)TC−1x (x(t)−µx)) (44)

where φ(·) is an integrable and non-negative function with
domain R+ and κ is the normalization constant. For simplicity,
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Fig. 2. This experiment shows the accuracy of the binary classification methods with respect to the number of training trials for dataset IV-2a. The arrows
in Subfigures (a) and (b) represent the improvement in performance of nCSP+gLDA, nCSP+RMDM and nCSP+TSLR with respect to their baselines.
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Fig. 3. Variations in performance of the MI-BCI binary classification methods with respect to p, the number of spatial filters. The results confirm the
advantages of using nCSP in combination with the state-of-the-art classifiers to improve the expected user accuracy.

we assume in this exposition that the mean µx is known (or
can be reasonably estimated from the data) and focus on the
steps for the estimation of Cx. The normalized log-likelihood
of the observations is

〈log p(x(t); Cx)〉t = log κ− 1

2
log |Cx|+ 〈log φ(αt)〉t

where αt = (x(t) − µx)TC−1x (x(t) − µx). In [32] the
maximization of the log-likelihood leads to an M-estimator
of scatter Ĉx that satisfies the estimating equation

Ĉx −
〈
u(α̂t)(x(t)− µx)(x(t)− µx)T

〉
t

= 0 (45)

where u(αt) = −2d log φ(αt)dαt
.

Although there is no close-form solution to this equation
because of the coupling between α̂t and CX, there is a general
set of conditions that guarantees its uniqueness (see [32]).
Years later, Tyler considered in [23] the same problem.
He studied the properties of the specific weighting function
u(αt) = Nx/αt and showed that this choice gives the “most
robust estimator of the scatter matrix of an elliptical distri-
bution in the sense of minimizing the maximum asymptotic
variance”. He also proposed to iteratively solve the estimation
equation through a fixed point iteration.

In our particular case, xτ (t) ≡ x(t) − µx and Tyler’s
iteration for the estimation of the trial covariance matrices
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Ĉx ≡ CXτ
is given by

C
(i)
Xτ

=
Nx
T

T∑

t=1

xτ (t)(xτ (t))T

(xτ (t))T (C
(i−1)
Xτ

)−1xτ (t)
. (46)

In fact, this estimate of the covariance matrices of the trials
has been recently considered for SSVEP-BCI in [33], however,
we are not aware of its previous use in MI-BCI applications.
Our proposed instantaneous power-normalization in (32), i.e.,

C
(i)
Xτ

=
Nx
T

T∑

t=1

xτ (t)(xτ (t))T

(xτ (t))T (Σ̂
(i−1)
x )−1xτ (t)

(47)

simplifies to (46) in the specific case of having a unique class
and a single trial. This is a straightforward consequence of the
fact that Σ̂

(i−1)
x = C

(i−1)
Xτ

for Nτ = 1, see (19). However, for
the case of heterogeneous trials and classes, this last proposal
will eventually improve the obtained performance results.

C. Procedure for generating random and locally perturbed
covariance matrices

The procedure for its generation has been the following.
Initially, for each trial, a symmetric random perturbation H is
built on the tangent space of the matrix mean Σx|ck

. This can
be done with the help of the following MatLab commands:

G = randn(Nx); H0 = (G + GT )/2 (48)

H = rand(1) (2.5
√
Nx) H0/‖H0‖Σx|ck

(49)

where the natural norm in the tangent space is given by

‖H0‖Σx|ck
=
√

Tr{H0Σ
−1
x|ck

H0Σ
−1
x|ck
}. (50)

After that, the retraction of H onto the covariance matrix
manifold results in the randomly perturbed covariance matrix

C̃τ = Σ
1/2
x|ck

expm(Σ
−1/2
x|ck

HΣ
−1/2
x|ck

)Σ
1/2
x|ck

. (51)

Lastly, the samples of the trial xτ (t) are drawn according
to the Gaussian density N (0, C̃τ ).
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Summary of supplementary material

In this supplementary material of the previous article we extend the results and provide
with the codes to reproduce a mock example. Therefore the contributions of this publica-
tion are:
Contribution 1: Extension to the multi-class paradigm.

The preprocessing that was proposed in Publication A is not dependent of the
classes, so it can be used in a multi-class paradigm without any modification. In
this supplementary material we extend the results in Publication A, that address
the binary class paradigm to a multi-class paradigm using the ITFE algorithm that
we explained in 4.3 and the Riemannian geometry approaches that also work in
multi-class scenarios. The multi-class classification is performed as One versus
the rest when the LR classifier is used. In the case of LDA classifiers, the class
which maximize the equation (5.2) is selected. We recall the equation for the
reader convenience:

p(y|Ck) =
1

(2π)P/2

√∣∣Σy
∣∣

exp
(−1

2
(y−µk)Σ

−1
y (y−µk)

>
)

(A.29)

In that sense, in table I of the supplementary material we show the accuracy
results of each user comparing the use of the proposed normalization with the
classical one, and providing with McNemar’s test to check whether a result has
significant improvements or not. The figure 1 and figure 2 of the supplementary
material show the evolution of the overall accuracy as the number of training trials
and the number of CSP filters vary respectively.

Contribution 2: Publication of the necessary codes to implement the instantaneous nor-
malization technique.

We also made public the implementation in Phyton language of the instantaneous
normalization using simulated data. Making it easier to reproduce the results and
the extension of the technique.

https://ieee-dataport.org/documents/supplementary-material-%E2%80%9Ceeg-signal-processing-mi-bci-applications-improved-covariance
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I. SIMULATIONS FOR THE MULTICLASS PARADIGM

In this supplementary file, we report the results of the simulations for the multiclass paradigm, which complements the
binary case already presented in the main manuscript.

Only datasets III-3a [27] and IV-2a [29] provide four classes of MIM that correspond to the left hand, right hand, tongue,
and feet. For the dimensionality reduction stage, we have used the multi-class version of CSP, which is implemented by the
Information Theoretic Feature Extraction criterion (ITFE) [4], with 12 spatial filters.

The experiments compare the classic ITFE dimensionality reduction with the improved version nITFE (which includes the
proposed normalization) in combination with LDA, sLDA, gLDA, RMDM and TSLR classifiers.

In Table I, we present the expected user accuracies and p-values that reveal the degree of significance for the improvements
which are obtained when nITFE is used. This experiment averaged the results obtained for 40 Monte Carlo runs, considering
80 random trials for training and 80 trials for testing.

Figure 1 presents the expected accuracy results, for the whole dataset IV-2a, when the number of training trials varies.
Similarly, Figure 2 represents the expected accuracy results versus the number of spatial filters for dimensionality reduction.
All these results confirm that the advantages of the proposals, for the binary case, are also extended to the multiclass paradigm.

Classic State-of-the-art Proposed
Dataset User ITFE+LDA ITFE+sLDA ITFE+RMDM ITFE+TSLR nITFE+gLDA (p-val.) nITFE+RMDM (p-val.) nITFE+TSLR (p-val.)

III-3a

k3b 88.75 89.31 84.40 88.75 86.71 (1.0e+00) 86.06 (1.8e-05) 90.21 (3.5e-05)
k6b 50.21 51.56 51.90 54.65 57.99 (5.3e-13) 58.34 (4.2e-17) 61.84 (1.8e-15)
l1b 70.31 75.09 71.31 71.90 75.68 (1.1e-01) 75.25 (2.3e-10) 75.09 (3.4e-06)

−−−
mean 69.76 71.98 69.20 71.77 73.46 (1.9e-04) 73.21 (1.9e-28) 75.71 (5.6e-22)

IV-2a

A01 65.39 67.09 68.09 70.39 67.95 (2.9e-02) 69.39 (8.1e-04) 70.98 (4.6e-02)
A02 50.53 52.32 54.81 55.73 51.73 (9.2e-01) 50.92 (1.0e+00) 53.70 (1.0e+00)
A03 72.07 74.68 73.81 77.32 75.31 (3.7e-02) 77.14 (1.5e-16) 78.84 (3.0e-05)
A04 43.85 45.14 45.06 46.89 45.65 (9.1e-02) 47.68 (7.3e-07) 48.34 (3.8e-03)
A05 31.76 33.67 33.96 35.37 34.35 (6.1e-02) 34.93 (1.9e-02) 35.01 (8.7e-01)
A06 35.57 36.68 36.09 37.39 36.40 (8.4e-01) 37.37 (4.5e-03) 38.46 (1.7e-02)
A07 73.71 75.5 74.54 77.81 76.81 (1.3e-03) 78.46 (1.9e-15) 78.93 (2.9e-03)
A08 69.92 71.84 70.93 73.45 72.42 (5.2e-02) 75.15 (1.1e-22) 75.09 (3.2e-05)
A09 63.43 65.09 64.06 65.84 66.98 (4.0e-05) 67.46 (4.3e-14) 67.42 (1.9e-04)
−−−
mean 56.25 58.00 57.93 60.02 58.62 (1.4e-04) 59.83 (4.0e-30) 60.75 (5.4e-06)

TABLE I
USER ACCURACY FOR THE four-class MI-BCI CLASSIFICATION PROBLEM IN EACH OF THE CONSIDERED DATASETS. AGAIN, THE RESULTS CONFIRM

THAT STATE-OF-THE-ART METHODS FOR THE MULTI-CLASS PROBLEM CAN BE IMPROVED WHEN COMBINED WITH THE PROPOSED TECHNIQUES.
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Fig. 1. This experiment considers the dataset IV-2a and shows the variations in accuracy of the four-class classification methods with respect to the number of
training trials. Subfigures (a) and (b) present the improvement in performance of nITFE+gLDA, nITFE+RMDM and nITFE+TSLR with respect their baselines.

2 4 6 8 10 12 14 16 18 20 22

52

55

58

61

Number of spatial filters (Dataset IV-2a)

%
A

cc
ur

ac
y

ITFE+TSLR nITFE+TSLR
ITFE+sLDA nITFE+gLDA
ITFE + LDA

2 4 6 8 12 16 20 24 28 32 36 40 44

64

68

72

76

Number of spatial filters (Dataset III-3a)

%
A

cc
ur

ac
y

ITFE+TSLR nITFE+TSLR
ITFE+sLDA nITFE+gLDA
ITFE + LDA

Fig. 2. Variations in performance of the MI-BCI classification methods with respect to p, the number of spatial filters. The results confirm the advantages of
using nITFE in combination with the state-of-the-art classifiers to improve the expected user accuracy.
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not inherent of the system. In Brain Computer Interfaces (BCI) they are usually
produced by a person’s movement like blinking or breathing. Although most of the
artifacts are of a short duration and sporadic, their effects can disrupt the whole
system. We have found that the new method that we have recently presented in
the field of Motor-Imagery BCI (MI-BCI) to estimate the trial covariance matri-
ces, is a very powerful tool to palliate the effects of these artifacts. This algorithm
normalizes the underlying EEG sources by weighting the samples of each trial be-
fore computing the covariance matrix. In this work we explain this technique and
we show how by using it, we are also establishing a robust penalty to the samples
that were contaminated by artifacts, without using any extra parameters or specific
training.
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Summary of Publication B

In this work we analyze the benefits of normalizing using the EEG sources instead of the
classical normalization. We do this by studying the effects of the sample by sample EEG
sources normalization in the presence of artifacts.
Contribution 1: Inclusion of the artifacts in the mathematical model of the observations.

We consider any of the two models that we have explained before to describe the
EEG signals in equation (4.2) or in equation (A.20). Here, wewill use (4.2) to keep
the consistency with the paper where we use this model as it is more extended,

Xν = AS+N+ν (B.30)
= Ẍ+ν , Ẍ,ν ∈ Rns×T , (B.31)

where the diaeresis (̈) denotes that the variables are statistically the same random
variables that we study in the previous model (4.2) but in this case they are going
to be mixed with artifact contamination (ν). As we can see in equation (B.31), we
model a contaminated trial as a clean one with the addition of the artifact.

Contribution 2: Demonstration of why the instantaneous power normalization attenuates
the samples which are contaminated with artifacts.

To demonstrate this we rely on the sporadic occurrence of the artifacts. Having
this in mind, we can see that their effects over the global covariance matrix (ΣX)
are considered to be negligible. Although one can argue that trials contaminated
with artifacts usually have more power than the rest of trials and, consequently,
they can be more present in the mean covariances, the EEG sources normalization
is performed sample by sample, equalizing the power of each sample. In addition,
we will perform an iterative algorithm in which the first iteration might be still
contaminated but as the algorithm keeps iterating, the presence of the artifacts in
the global covariance matrix will keep decreasing as the power of the rest of the
samples that are not related to the set. However, for our analysis we consider just
the case of the last iteration, and as we said before, we consider that the artifact
presence in the global covariance matrix at this point is negligible.
Before diving into how the artifacts are affected by the normalization, we will

first show the case of a clean sample. To do this, we use equation (A.28), from
which we extract the normalization parameter which we define as γ

2:

γ
2
t = (xt +ν)> (ΣX)

−1 (xt +ν) . (B.32)

We can transform the product by decomposing the global precision matrix (ΣX)
−1

in its eigenvalues λi and eigenvectors ui.

γ
2
c → (xt +ν)>Σ−1

x (xt +ν) =
ns

∑
i=1
〈ui,(xt +ν)〉2λ

−1
i .

Where we can see that the normalization value depends on the scalar products of a
sample vector (xt + ,ν) with each eigenvectors ui of the global covariance matrix
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Figure B.1 Representation of the normalized eigenvalues of the global matrix of a left
hand versus right hand session of each user. Each covariance has as many
eigenvalues as channels has the EEG session and there are three data-sets:
Data-set III-3a (k3b, k6b, l1b) with 60 channels; Data-set III-4a (aa, al, etc...)
with 108 channels; Data-set IV-2a (A01,...,A09) with 22 channels. The nor-
malization is perform by the highest eigenvalue. The red line mark the value
0.1 from which we consider the eigenvalues to be close to zero. We can see
that only a few eigenvalues of each session have a significant value.

and the inverse of the eigenvalue associated to it λ
−1
i . To follow with the analysis

it is important to understand that most of the eigenvalues λi of ΣX are close to
zero [97]. This is shown in B.1, where a representation of those eigenvalues is
plotted and one can see that there usually is a dominant eigenvalue and only a few
more which values are not negligible. Therefore, the inverse of the eigenvalues
(λ−1

i ) that are close to zero would have a very high value and the samples that
are not aligned with a principal direction of the global covariance matrix will be
heavily attenuated. In any case, the samples that are aligned are just normalized.
To finish with the analysis, we recall that the artifact signals are by definition

those that are not related to brain activity and therefore it is very unlikely that an
artifact sample would be in one of the few main direction of the EEG signal, and
consequently those samples are attenuated.

Contribution 3: To support the previous theoretical contribution, we provide with test
results over simulated and real data.

In figure 1 of the publication B, we find a synthetic trial with controlled artifacts
in it to see how they are attenuated. Later, we find in figure 2 a real trial that
was marked by an expert as a contaminated trial, and thanks to the normalization
parameter we can see very clearly the contaminated part. Finally, in the table (that
we reproduce in the following) we can see improvements in terms of accuracy of
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Table B.1 Accuracy results (%) comparing the standard (Std.) method against the use
of the proposed normalization over clean and contaminated trials. To contrast
this numbers can be useful to note that each user has 288 total trials.

Artifact Clean trials Contaminated trials
User count Std. Proposed Std. Proposed
A01 22 88.40 89.23 77.43 84.62
A02 23 73.78 73.20 77.22 78.88
A03 33 86.09 89.41 82.51 89.51
A04 86 68.88 70.25 63.11 65.90
A05 38 57.86 59.74 62.93 62.93
A06 142 61.12 61.74 63.17 64.75
A07 28 90.31 91.62 89.25 91.59
A08 71 86.24 89.02 87.76 89.85
A09 45 82.23 84.17 76.61 82.54
Mean Accuracy 77.21 78.71 75.56 78.95

the normalization over the contaminated trials in comparison with the clean trials.
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Abstract—Artifact is a term used in the biomedical field to
make reference to a kind of signal distortion that is produced
by non-biological process and that are not inherent of the system.
In Brain Computer Interfaces (BCI) they are usually produced
by a person’s movement like blinking or breathing. Although
most of the artifacts are of a short duration and sporadic, their
effects can disrupt the whole system. We have found that the
new method that we have recently presented in the field of
Motor-Imagery BCI (MI-BCI) to estimate the trial covariance
matrices, is a very powerful tool to palliate the effects of
these artifacts. This algorithm normalizes the underlaying EEG
sources by weighting the samples of each trial before computing
the covariance matrix. In this work we explain this technique and
we show how by using it, we are also establishing a robust penalty
to the samples that were contaminated by artifacts, without using
any extra parameters or specific training.

I. INTRODUCTION

The term BCI makes reference to the communication sys-
tems in which the user is capable of transmitting information
directly from her or his brain to a computer or machine
without the intervention of any other organs or muscles [1].
To establish this communication, we need to measure the
electromagnetic signals that our brain is constantly producing.
In this manuscript we focus on the case where this activity is
measured by an electroencephalogram (EEG) headset, placing
electrodes over the scalp, using relatively cheap and non
intrusive techniques.

The BCI systems based on EEG are an engineering chal-
lenge because the signal to noise ratio of the EEG signals
is very low in comparison with other techniques, since they
are usually affected by interferences and by common artifacts
as the ones produced by little movements like blinking or
swallowing. These artifacts produce important variations in
the signals that disturb the whole system. In addition, the EEG
signals suffer from other common issues as non-stationary
signals, or the necessity of specific training for each user and
session.

It is common for artifacts to be more powerful than the
EEG signal, which is one of the reasons why they provoke
such detrimental effects. Therefore, if they affect a trial of
the training phase, the trial can be cataloged as an outlier
and discarded or we can try to clean or remove the artifacts
from the contaminated trial. Anyhow, in the field of MI-
BCI there are many proposals to detect and erase artifacts.
One way to address this issue is to separate them using
Independent Component Analysis (ICA) [2], [3]. There are
also other approaches such as [4] that identify contaminated
trials using other metrics, like for example the Riemannian
Distance in this case. There are also other techniques that try

to reduce the impact of artifacts by, for example, looking for
projections in subspaces that are more robust to artifacts or
non-stationarities [5], [6] but then we need to find the right
balance between those subspaces that retain more relevant
information and those that discard interferences. This is the
reason why most of these techniques need extra parameters
that drastically increase the complexity of the system because
in order to find the appropriate value or combination of values,
there is a Cross Validation (CV) process needed for each
hyper-parameter. The CV makes the implementation slower
and it may result in overfitting. In the case where the artifacts
are automatically detected and discarded, it is also possible to
misclassify uncontaminated trials, resulting in fewer data for
the training phase.

In the next section of this manuscript we introduce the
interested reader to the basic concepts of MI-BCI systems
that are needed to understand how the algorithm proposed in
[7] and later explained briefly in section III normalizes the
underlying EEG sources. Section IV is dedicated to the main
contribution of this manuscript. Unlike in [7], here we provide
with the theoretical explanation of why this method is useful
to resolve the problems caused by artifacts. Section V shows
some experiments that we have considered relevant to prove
that this technique truly palliates the effects of artifacts and
how good it works over real data and to finish, in section VI
we go over the conclussions that can be drawn with the usage
of this method.

II. BASICS ON MI-BCI SYSTEMS

To explain the technique developed in this manuscript, it’s
important to explain how a person can communicate directly
through his or her brain with MI-BCI systems by measuring
the electromagnetic signals of the brain. We also explain the
dimensionality reduction stage that is widely used in MI-BCI
and the classification stage that is always needed to determine
the intentions of the system users.

The MI-BCI systems rely on the brain processes that occur
during the movement of a certain part of the body. When
a person is relaxed and not thinking actively of anything,
electromagnetic waves are generated in the brain. When these
oscillations occur in a certain part of the brain, we refer to
them as an Event Related Synchronization (ERS). When this
person starts moving a part of the body or just imagining its
movement, the ERS disappears from the motor-cortex part
of the brain associated to the body part of the imagined
movement. This is called an Event Related Desynchronization
(ERD) [8]. By looking at the brain parts where the ERDs and
ERSs happen, we can decode which body part the person is
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thinking about. Therefore we can decode a pre-established
command associated to the imagination of a specific move-
ment.

From the point of view of the users, they imagine a move-
ment and then the system is capable of discerning between the
movements they have thought about, relying on two different
phases: training and test phase. To begin, we need to establish
time windows called trials. To train the system the user is
told to imagine a certain movement during each trial. Once
the computer has collected enough labeled trials, the user can
start using the BCI system by thinking about the movement
associated to the action he or she wants to transmit.

We need to express this biological process in a mathemati-
cal way. We can start by defining X as the matrix notation of
the signals that are recorded by the EEG sensors. In the same
way, we can define S which corresponds with the sources that
produce the ERS when they are active and the ERD when
they are not. The EEG sensors record the brain signals that
are transmitted from the sources inside the brain. We will
refer to the mixing matrix that projects the sources on the
sensors as A. According to this notation it is common to find
in the literature the following equation where N represents
an additive Gaussian noise:

X = AS + N, X, S, N ∈ Rns×nm (1)

where we refer to ns and nm as the number of sensors and
the number of samples per trial respectively. The EEG signals
provided by the headset are filtered between 8-30Hz which is
the spectrum range where the ERD and ERS occurs.

For example, a way to determine whether a source is active
or not during a trial is to compute the covariance of the
signals. If the source is active, the sensors that are closer to
the source will record a signal with higher variance. In fact,
a simple MI-BCI system consists in computing the averaged
covariance matrix corresponding to the imagination of each
one of the movements during the training phase. Then, during
the test phase, each test trial covariance is compared with the
mean covariance of each movement to determine to which one
it is more alike. That is in essence what the method proposed
by Barachant in [9] does.

To obtain a good spatial resolution a minimum number
of EEG sensors is needed, but then the dimensionality of
the covariances might be too high to work with. To solve
this problem the Common Spatial Patterns (CSP) algorithm
is used. This technique, which was proposed in [10], provides
orthogonal spatial filters (w) that maximize the ratio between
the two averaged covariance matrices of each movement
(Σx|c1

,Σx|c2
) and at the same time diagonalizes them. The

solution to find w is obtained by the maximization problems:

max
w

w>Σx|c1
w

w>Σx|c2
w
, max

w

w>Σx|c2
w

w>Σx|c1
w
. (2)

The two maximization problems of the equation 2 have
equivalent solutions since the vector that maximizes one of
them, minimizes the other. Both problems can be solved by
a unique Reighley quotient which solution is given by the
generalized eigen-problem:

Σx|c1
w = Σx|c2

w λ (3)

where each pair of eigenvector and eigenvalue gives a dif-
ferent solution. Each eigenvector is a projection on which
the variance of the signal corresponding to the imagination
of a movement is maximized with respect to the other, and
each eigenvalue is the ratio between the two variances. By
selecting the P eigenvectors associated to the P/2 great-
est and to the P/2 lowest eigenvalues, the P projection
that best separates the two signals variance are selected.
The selected filters are coupled to form the matrix W =
[w1, ...,wP/2,wns−P/2, ...,wns ].

The features used to classify can be the whole covariance
matrix although it is more common to just use the variance
of the filtered signal:

fτ = diag(W>ΣXτ
W) (4)

with diag() being the diagonal operator and ΣXτ
the covari-

ance of the trial τ . To classify these features, any algorithm
in the literature can be used, as, for instance the Linear
Discriminant Analysis or Support Vector Machine.

III. POWER NORMALIZATION OF THE UNDERLYING
SOURCES

The power of the received signals X is a mixture of the
power of S and the mixing matrix A, plus the power of noise.
In our work [7] we propose a method to estimate the power
of S from the observations X using an iterative algorithm. To
do this, the first step is to compute the averaged covariance
of the training trials. This can be done with any estimator,
in this case we use the arithmetic mean of the training trials
covariances:

Σ
(0)
x =

1

T

T∑

τ=1

Σ
(0)
Xτ

(5)

where T represents the total number of training trial without
distinguishing the classes and the upper index (0) denotes the
estimation at iteration zero. Then the normalization factor, at
iteration k of each trial sample (γ(k)τ (t)) can be computed as
in [7]:

γ(k)τ (t) =

√
xτ (t)>

(
Σ

(k−1)
x

)−1
xτ (t) (6)

where xτ (t) is the sample at time t of the τ trial. To simplify,
in the following we will omit the dependency with time.

Then, each trial covariance at the iteration k is computed
as:

x̄(k)
τ = xτ/γ

(k)
τ ,

Σ
(k)
Xτ

=
1

nm − 1

nm∑

i=1

(
x̄(k)
τ

)>
x̄(k)
τ (7)

by plugging the previous equation in 5 we iterate until
convergence. A small fixed number of iterations is usually
enough. For example, for the experimental results in section
V we use 3 iterations.

IV. HOW THE POWER NORMALIZATION OF THE SOURCES
ATTENUATES CONTAMINATED SAMPLES

In this section we are going to see why the normalization
of the samples using the method described in [7] is not only
useful because it helps to equalize the power of the underlying
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sources, but also because it helps by applying a greater
attenuation factor to those samples that were contaminated
by artifacts.

To see this, we can define an artifact as any signal variation
that does not come from the brain. In that sense, an artifact
can be any kind of added noise or just a scale that attenuates
or amplifies the signal X. To prevent scale distortions, it may
suffice with normalizing each sample by its power but, by
doing that, we could amplify very noisy samples that had
very little power.

In a mathematical way, we can see an artifact as an extra
term in the equation (1) that is not usual in X and that has a
duration of al (artifact length) samples:

Xν = ÄS̈ + N̈ + ν

= Ẍ + ν, Ẍ,ν ∈ Rns×al

where the (̈·) represent the different signal parts of contami-
nated samples, ν makes reference to the artifact, which is not
correlated to the signal X and we establish that Ẍ ' SA.
We can assume that the artifact contribution in the covariance
matrix of the whole set of data (Σx) is barely appreciable,
and therefore:

E
[
Ẍ× Ẍ>

]
' Σx. (8)

As the normalization is applied sample to sample, in the
following, we will work with independent time samples.
Therefore, we proceed by computing the value of γ2

c from
a contaminated sample. According to the definition in (6),
calling ẍ to a time sample of Ẍ and using the previous
assumptions:

γ2
c =

(
ẍ> + ν>

)
Σ−1x

(
ẍ+ ν

)

= ẍ>Σ−1x ẍ+ 2ẍ>Σ−1x ν + ν>Σ−1x ν. (9)

From the previous equation we study the two extreme cases:
first, when the power of the signal is dominant and therefore
it can be considered a clean sample; second, when the power
of the artifact is dominant. In the rest of the cases, the cross
term 2ẍ>Σ−1x ν plays an important role and the attenuation
factor is somewhere in the middle of the two previous cases.

When the power of the signal is dominant it means that
ẍ>ẍ� ν>ν and, consequently, γ2

c ' ẍ>Σ−1x ẍ. This means
that we would be equalizing the power of the underlying
sources as we described in [7].

When the power of the artifact dominates the sample we
have that ẍ>ẍ� ν>ν and, in the same way as before:
γ2
c ' ν>Σ−1x ν. This case was not studied in our previous

work and we proceed its examination in the following.
We apply the Singular Value Decomposition (SVD) to the

averaged covariance matrix Σx = UΛU>. Because Σx
is a covariance matrix, U coincides with its eigenvectors
and Λ−1 is a diagonal matrix formed with its eigenvalues
λ−1i > 0, ∀i ∈ ns. The inverse of the covariance matrix SVD
is:

Σ−1x = UΛ−1U>

Therefore, the value of the normalization term when the
sample is dominated by an artifact, is similar to:

γ2
c → ν>Σ−1x ν =

ns∑

i=1

〈ui,ν〉λ−1i

Where the 〈·, ·〉 represents the scalar product and ui, λi
are the i−th eigenvector and eigenvalue of Σx respectively.
During motor imagery tasks, EEG signals from different
sensors tend to be correlated [11], which means that most of
their power relies on a few directions. By looking at equation
(10) we can see that the value of γ2

c depends on the inverse
of each eigenvalue and the result of the scalar product of the
artifact sample with the corresponding eigenvector. Therefore
we can say that if the artifact is aligned with the signal, it
means that the sample would not be drastically attenuated
or that it could even be amplified (in case the eigenvalue
is greater than one). This is not usually expected, because
artifacts are by definition not correlated to the signal and it is
more common that artifacts are randomly distributed among
all directions. That means that most part of their power is
aligned with some of the directions with lowest eigenvalues
of Σx. The weakest eigenvalues are close to zero and their
inverse (λ−1i ) are usually quite high. When there is power in a
none signal direction, the normalization factor (γ2

c) increases
rapidly and therefore, it attenuates those samples with little
representation of the signal of interest.

V. EXPERIMENTAL RESULTS

In this section we present the results of the simulations,
first over synthetic data and later over real data.

For the synthetic simulation it has been generated a unique
trial with five channels in which the covariance matrix eigen-
values are: (3.8, 0.46, 0.42, 0.16, 0.12). Three artifacts have
been placed in the samples (30, 50, 70). The first artifact is
aligned with the weakest eigenvector and has more power than
the average of samples. The second artifact is aligned with
the main direction of the signal and it is the most powerful
sample. The last artifact is generated from Gaussian noise in
a random direction and has the signal average power. The
generated signal is represented in the top plot of figure 1.
The middle plot shows the proposed normalization factor in a
logarithmic representation. The bottom plot, shows the result
of the normalized signal.

It can be seen how the artifact that had the direction of
the weakest eigenvector has the most powerful normalization
term. In contrast, the artifact that was placed in the main
direction of the signal has a normalization term that is not as
big as its power and that the random artifact also has a strong
normalization term.

To test how the normalization term affects real data, we
will use the Dataset 2a from the IV BCI competition [12].
This competition provides with a label that marks trials that
were contaminated by artifacts. Although we can not access
to the exact samples of the artifacts, by having a look at the
normalization parameter we can guess where they occurred.
For example, in the figure 2, it seems that in this trial there
were two important artifacts centered in sample 125 and in
sample 360 and between the two artifacts, the signal seems
to be very noisy. This trial was selected because it is a
good example of how before using the normalization the
classification is not right but after doing so, we obtain the
correct label.

To provide with a more general result, we present the table I
where the accuracy result for clean trials and for contaminated
trials is represented. Here we can see how the improvement of
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Fig. 1. Synthetic simulation with three artifacts in samples 30, 50 and 70 (red
lines). The first artifact is an artifact aligned with the weakest eigenvector of
the covariance of data, the second is aligned with the strongest eigenvector
and the third is an arbitrary Gaussian noise.

the proposed technique over contaminated trials is remarkable
in comparison to the improvement over clean trials, but that
in any case it is convenient to use it. To obtain those results
10 Monte-Carlo simulations were performed. In each one of
them 40 random trials were selected for training and 40 for
testing. This was repeated for each pair of movements of each
session and user, using 6 spatial filters of CSP in combination
with the classifier Riemanian Distance to Mean. [9].

VI. CONCLUSIONS

In this work we have seen how to palliate the effects of
the artifacts in a very robust way without using any extra
parameter. This new algorithm is applied to all trials because
it benefits most of the clear trials and it specially benefits trials
that were contaminated by artifacts. Although it is an iterative
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Fig. 2. Real contaminated trial from user A01. The normalization term that
is shown was computed using the averaged covariance matrix for this user.

Artifact Clean trials Contaminated trials
User count Std. Proposed Std. Proposed
A01 22 88.40 89.23 77.43 84.62
A02 23 73.78 73.20 77.22 78.88
A03 33 86.09 89.41 82.51 89.51
A04 86 68.88 70.25 63.11 65.90
A05 38 57.86 59.74 62.93 62.93
A06 142 61.12 61.74 63.17 64.75
A07 28 90.31 91.62 89.25 91.59
A08 71 86.24 89.02 87.76 89.85
A09 45 82.23 84.17 76.61 82.54

Mean Accuracy 77.21 78.71 75.56 78.95

TABLE I
ACCURACY RESULTS (%) COMPARING THE STANDARD (STD.) METHOD

AGAINST THE USE OF THE PROPOSED NORMALIZATION OVER CLEAN AND
CONTAMINATED TRIALS. EACH USER HAS 288 TOTAL TRIALS.

algorithm, it is not very computationally demanding because
it converges with a few iterations and because it does not need
any hyper parameters. As a consequence of this, over-fitting
is not an issue. Furthermore, since it only tries to improve the
covariance of trials and do not look for artifacts in a explicit
way, it avoids the problem of mislabeling clear samples as
artifacts.
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including theKullback–Leibler divergence, the Beta divergence and theAlpha-Beta
log-det (AB-LD)divergence. We also revise other approaches based on the idea of
selecting those features that are maximally informative about the class labels. The
performance of all the methods will be also compared via experiments.

Summary of Publication C

In this review paper we gather different CSP variant, we revisit their theoretical back-
ground and later we compare their performance under different tests. We pay special
attention to those variants that are based on a information theory framework and more
specifically to the divergence interpretations of the CSP algorithm. However, we com-
pare the information theory based algorithm with the classical CSP and other variants
which have not a information theory background. In that sense, we study the Regularized
Tikhonov-CSP (RTCSP) and FBCSP algorithms.
Contribution 1: Theoretical and real data comparison of different CSP variants.

In the article we examine those methods from a theoretical point of view and we
also perform a set of experimental comparison.
We compare the methods DivCSP, developed by Wojciech Samek and based

in the beta divergence, the Sub-LD which is based in the alpha-beta divergence,
and rest of the variants that we have commented (CSP, FBCSP and RTCSP) all of
them in combination with the standard LDA classification algorithm. The FBCSP
method was lightly modified with respect to the original proposal that uses 4Hz-
bands while we used the defined bands (α,β ,θ ). Recently, we have been aware that
this configuration has been chosen by other works [98]. We compare the execution
time in c.I, in figure c.6 we compare de overall accuracy and in figure c.7 we
compare the accuracy per pairs of movements. We also analyze the accuracy per
user in figure c.8 on which we can see the p-value of each method in comparison
with CSP, showing that none of the method seems to be superior to the rest in an
overall context, while for some users, it might seem to be a method superior to the
rest. However the best method varies from one user to another and therefore we can
not conclude that any of the method is superior to the rest. In the figures c.9 and
c.10 we show the histograms of the selected values for the divergences methods
and we difference the cases on which it performed better than CSP or worse, with
the hope that the reader would be able to draw his/her own conclusions. Finally
we also perform a couple of test related to the robustness of the algorithms and
show the results in c.11 and c.12.

Contribution 2: Modification of a previous technique to select the number of CSP filters.
We select the number of filters of the CSP algorithm using a novel modification of
the method described in [99]. While Yang suggested to use the regular two sides
t-test, we used the right side t-test because as we are only interested in checking if
there is an improvement in accuracy when increasing the number of filters we are
only interested in one side of the t-Student distribution. By doing it, we select the
optimal number of spatial filter for each user and we provide with figure c.5 that
justify the selection of this method over a fixed number of filters. In addition, in
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figure c.5, we also plot an histogram showing the probability of choosing a given
number of filters.

Contribution 3: We conclude that the classic CSP algorithm is still one of the best op-
tions.

In the light of the results obtained we can see that the considered variants of the
CSP algorithm can only outperform the classical approach in specific cases and
at the cost of using CV techniques that slow down the training process and which
require more training data.
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Abstract: Brain computer interfaces (BCIs) have been attracting a great interest in recent years.
The common spatial patterns (CSP) technique is a well-established approach to the spatial filtering of
the electroencephalogram (EEG) data in BCI applications. Even though CSP was originally proposed
from a heuristic viewpoint, it can be also built on very strong foundations using information theory.
This paper reviews the relationship between CSP and several information-theoretic approaches,
including the Kullback–Leibler divergence, the Beta divergence and the Alpha-Beta Log-Det
divergence. We also revise other approaches based on the idea of selecting those features that
are maximally informative about the class labels. The performance of all the methods will be also
compared via experiments.

Keywords: common spatial patterns; generalized divergences; brain computer interfaces

1. Introduction

The electroencephalogram (EEG) is a record over time of the differences of potential that exist
between different locations on the surface of the head [1,2]. It originates from the summation of the
synchronous electrical activity of millions of neurons distributed within the cortex. In recent years,
there has been a growing interest in using the EEG as a new communication channel between humans
and computers. Brain-computer interfaces (BCIs) are computer-based systems that enable us to control
a device with the mind, without any muscular intervention [3,5–7]. This technology, though not yet
mature, has a number of therapeutic applications, such as the control of wheelchairs by persons with
severe disabilities, but also finds use in fields as diverse as gaming, art or access control.

There are several possible approaches for designing a BCI [1,5,8]. Among them, motor
imagery (MI)-based BCI systems seem to be the most promising option [7,9–11]. In MI-based BCI
systems, the subject is asked to imagine the movement of different parts of his or her body, such as
the hands or the feet. The imagined actions are then translated into different device commands (e.g.,
when the subject imagines the motion of the left hand, the wheelchair is instructed to turn to the left).
What makes this possible is that the spatial distribution of the EEG differs between different imagined
movements. More precisely, since each brain hemisphere mainly controls the opposite side of the body,
the imagination of right and left limb movements produces a change of power over the contralateral
left and right brain motor areas. These fluctuations, which are due to a pair of phenomena known as
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event-related desynchronization (ERD) or power decrease and event-related synchronization (ERS)
or power increase [12,13], can be detected and converted into numerical features. By repeating the
imagined actions several times, a classifier can be trained to determine which kind of motion the
subject is imagining (see [14] for a review). In practice, three classes of MI are used in BCIs, namely
the movements of the hands, the feet and the tongue. Left hand movement imagery is more prominent
in the vicinity of the electrode C4 (see Figure 1), while right hand imagined actions are detected around
electrode C3 [15]. The imagery of feet movements appears in the electrode Cz and its surrounding
area; nevertheless, it is not usually possible to distinguish between left foot or right foot motor imagery
because the corresponding activation areas are too close in the cortex [12,15]. Finally, imagery of
tongue movements can be detected on the primary motor cortex and the premotor cortex [16]. One of
the inherent difficulties of designing a BCI is that the EEG features are highly non-stationary and vary
over sessions. To cope with this problem, the background state of the subject (i.e., his or her motivation,
fatigue, etcetera) and the context of the experiment can be both modeled as latent variables, whose
parameters can be estimated using the expectation-maximization (EM) algorithm [17,18]. Overall,
current BCI approaches achieve success rates of over 90%, although much depends on the person from
whom the EEG data are recorded [15].

Cz T4C4C3T3

Pz

Fz

T6

O2

T5

F7 F8

O1

Fp1 Fp2

F4F3

P3 P4

Figure 1. Electrode locations of the international 10–20 system for EEG recording. The letters “F”, “T”,
“C”, “P” and “O” stand for frontal, temporal, central, parietal and occipital lobes, respectively. Even
numbers correspond to electrodes placed on the right hemisphere, whereas odd numbers refer to those
on the left hemisphere. The “z” refers to electrodes placed in the midline.

The common spatial patterns (CSP) method [4,5,19–22] is a method of dimensionality reduction
that is widely used in BCI systems as a preprocessing step. Basically, assuming two classes of MI-EEG
signals (e.g., left hand and right hand MI tasks), CSP projects the EEG signals onto a low-dimensional
subspace, which captures the variability of one of the classes while, at the same time, trying to minimize
the variance in the other class. The goal is to enhance the ability of the BCI to discriminate between
the different MI tasks, and it has been shown that CSP is able to reduce the dimension of the data
significantly without decreasing the classification rate. It is noteworthy that CSP admits an interesting
probabilistic interpretation. Under the assumption of Gaussian distributed data, CSP is equivalent to
maximizing the symmetric Kullback–Leibler (KL) divergence between the probability distributions
of the two classes after the projection onto the low dimensional space [23,24]. As a generalization of
this idea in the context of BCI, it is interesting to investigate the dimensionality reduction ability of
other different divergence-based criteria, which is drawing a lot of interest among the computational
neuroscience community.

The present manuscript is a review of the state of the art of information theoretic approaches
for motor imagery BCI systems. The article is written as a guideline for researchers and developers
both in the fields of information theory and BCI, and the goal is to simplify and organize the ideas.
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We will present a number of approaches based on Kullback–Leibler divergence, Beta divergence
(which is a generalization of Kullback–Leibler’s) and Alpha-Beta Log-Det divergence (which include
as special cases Stein’s loss, the S-divergence or the Riemannian metric), as well as their relation
to CSP. We will also review a technique based on the idea of selecting those features that are
maximally informative about the class labels. Complementarily, for the purpose of comparison,
several non-information theoretic variants of CSP and their different regularization schemes are
revised in the paper. The performance of all approaches will be evaluated and compared through
simulations using both real and synthetic datasets.

The paper is organized as follows: The CSP algorithm is introduced in Section 2. Section 3
introduces the main characteristics of the Kullback–Leibler divergence, the Beta divergence and the
Alpha-Beta Log-Det divergence, respectively, as well as their application to the problem of designing
MI-BCI systems and the algorithms used to optimize them. Section 4 reviews an information-theoretic
feature extraction framework. Section 5 presents, as has been said before, several extensions of CSP not
based on information-theoretic principles. Finally, Section 6 presents the results of some experiments
in which the performances of the above criteria are tested, in terms of their accuracy, computational
burden and robustness against errors.

EEG Measurement and Preprocessing

For measuring the EEG, several different standardized electrode placement configurations exist.
The most common among them is the International 10–20 system, which uses a set of electrodes
placed at locations defined relative to certain anatomical landmarks (see Figure 1). The ground
reference electrode is usually positioned at the ears or at the mastoid. To obtain a reference-free system,
it is common practice to calculate the average of all the electrode potentials and subtract it from
the measurements [1,2].

The EEG is usually contaminated by several types of noise and artifacts. Eye blinks, for example,
elicit a large potential difference between the cornea and the retina that can be several orders of
magnitude greater than the EEG. In the rest of the paper, it is assumed that the signals have already
been pre-processed to remove noise and interferences. To this end, several techniques [25], such as
autoregressive modeling [26], the more complex independent component analysis (ICA) [27], or the
signal space projection (SSP) method [28], have shown good or excellent results (see also [29] and the
references therein). Signal preprocessing includes also the division of the EEG into several frequency
bands that are separately analyzed [30,31]. The “mu” band (8–15 Hz) and the “beta” band (16–31 Hz)
are particularly useful in BCIs, as they originate from the sensorimotor cortex, i.e., the area that controls
voluntary movements [2].

2. The Common Spatial Pattern Criterion

In this section, we present the common spatial patterns (CSP) method [4,5,19–22,32,33]. Consider
a two-class classification problem, where the EEG signals belong to exactly one of two classes or
conditions (e.g., left-/right-hand movement imagination).

To fix notation, let Xi,k ∈ RD×T be the matrix that contains the EEG data of class i ∈ {1, 2} in the
k-th trial or experiment, where D is the number of channels and T the number of samples in a trial.
The corresponding sample covariance estimator is defined by:

Σi,k =
1

T − 1
Xi,k X>i,k, (1)
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where (·)> denotes “transpose”. Here, the EEG signals are assumed to have zero-mean, which is
fulfilled as they are band-pass filtered (see the previous section). If L trials per class are performed, the
spatial covariance matrix for class i is usually calculated by averaging the trial covariance matrices as:

Σi =
1
L

L

∑
k=1

Σi,k (2)

In practice, these covariance matrices are often normalized in power with the help of the following
transformation:

Σi ← Σi/ tr (Σi) , (3)

where tr(·) denotes the trace operator.
After the BCI training phase, in which matrices Σ1 and Σ2 are estimated using training data,

suppose that a new, not previously observed, data matrix X ∈ RD×T of imagined action is captured.
The problem that arises is to develop a rule to allocate these new data to one class or the other.
A useful approach is to define a weight vector w ∈ RD (also known as a ‘spatial filter’) and allocate
X to one class if the variance of w>X exceeds a certain predefined threshold and to the other if not;
this relates to the fact that event-related desynchronizations and event-related synchronizations, i.e.,
the phenomena underlying the MI responses, are associated with power decreases/increases of the
ongoing EEG activity [13].

Of course, not just any spatial filter is of value. To enhance the discrimination of the MI tasks, CSP
proposes using spatial filters that maximize the variance of the band-pass filtered EEG signals in one
class while, simultaneously, minimizing it for the other class. Mathematically, CSP aims at maximizing
an objective function based on the the following Rayleigh quotient:

J(w) =
w>Σ1w
w>Σ2w

=
σ2

1
σ2

2
, (4)

where σ2
i is the variance of the i-th projected class and Σi is the covariance matrix of the i-th class.

It is a straightforward derivation to obtain that the spatial filters that hierarchically maximize (4)
can be computed by solving the generalized eigenvalue problem:

Σ1w = λΣ2w. (5)

Each eigenvector wi gives a different solution. Observe that:

w>i Σ1wi = λiw>i Σ2wi → λi =
w>i Σ1wi

w>i Σ2wi
= J(wi),

where λi is the generalized eigenvalue corresponding to wi. Therefore, the larger (or smaller)
the eigenvalue, the larger the ratio between the variances of the two classes and the better the
discrimination accuracy of the filter.

The latter readily suggests selecting the spatial filters among the principal and the
minor eigenvectors (i.e., the eigenvectors associated with the largest and smallest eigenvalues,
respectively). Let:

WCSP = [w1, . . . , wd] ∈ RD×d (6)
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be the matrix that collects these d ≤ D top (i.e., most discriminating) spatial filters. Given a data matrix
X ∈ RD×T of observations, all of the same class, the outputs of the spatial filters are defined as:

yi = w>i X, i = 1, . . . , d, (d ≤ D) (7)

which can be gathered at the d× T output matrix Y = W>CSPX. Denoting by Σ the sample covariance
matrix of X, it follows that the covariance matrix of the outputs is given by W>CSPΣ WCSP, while the
variance of the output of the i-th spatial filter is equal to w>i Σwi. Finally, not the sample variances, but
the log transformed sample variances of the outputs, i.e.,

Fi = log(w>i Σwi), i = 1, . . . , d, (8)

are used as features for the classification of the imagined movements. Observe that, as long as d < D,
the dimensionality of the data is reduced.

CSP admits an interesting neurological interpretation. First note that the scalp EEG electrodes
measure the addition of numerous sources of neural activity, which are spread over large areas of the
neocortical surface, and this does not always allow a reliable localization of the cortical generators of
the electrical potentials. It has been suggested that CSP linearly combines the EEG signals so that the
sources of interest are enhanced while the others are suppressed [34].

Another interpretation of (4) may be as follows: the basic theory of principal component analysis
(PCA) states that maximizing w>Σiw finds the direction vector that best fits, in the least-squares sense,
the data of class i in the D-dimensional space. Similarly, minimizing this ratio obtains the opposite
effect. Thus, we can interpret that CSP seeks directions that fit well with the data in one class, but are
not representative of the data in the other class. By projecting the EEG data onto them, a significant
reduction of the variance of one of the classes, while preserving the information content of the other,
can be thus obtained.

An interesting generative model perspective has been proposed in [35,36]. Here, the above data
matrices are assumed to be generated by a latent variable model:

Xi(:, k) = A Yi(k) + Ni(k),

where we have used the notation Xi(:, k) ∈ RD for the k-th column of the data matrix Xi, i.e., it is the
observation vector at time k for class i, i = 1, 2; A ∈ RD×s is a mixing matrix, the same for both classes;
Yi(k) ∼ N (0, Γi) is an s-dimensional column vector of latent variables (s has to be estimated from
the data) and Ni(k) ∼ N (0, ∆i) is a D-dimensional vector of noise, independent of the data. Here,
the covariance matrices Γi and ∆i are assumed to be diagonal matrices, implying that the latent factors
are also independent of each other. Under this model, the columns of matrix A can be regarded as
the ‘spatial patterns’ that explain how the EEG data are formed at each electrode location, where the
latent variables represent the degree to which each ‘spatial pattern’ appears in the data. Under the
assumptions that the noise is negligible and matrix A is square, it is noteworthy that the CSP spatial
filters are precisely the columns of the matrix A−> [35].

3. Divergence-Based Criteria

CSP produces quite good results in general, but also suffers from various shortcomings: e.g., it is
sensitive to artifacts [37,38] and its performance is degraded for non-stationary data [39]. For these
reasons, CSP is still an active line of research, and a number of variants have been proposed in
the literature. In particular, in this paper, we are interested in reviewing CSP-variants based on
an information-theoretic framework.

There is a common assumption in the literature that the classes can be modeled by multivariate
Gaussian distributions with zero-means and different covariance matrices. This assumption is based
on the principle of maximum entropy, not in actual measures of EEG data. By projecting the data
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onto the principal generalized eigenvectors, CSP transforms them onto a lower dimensional space
where the variance of Class 1 is maximized, while the variance for Class 2 is minimized. Conversely,
the projection onto the minor generalized eigenvectors has the opposite effect. Since a zero-mean
univariate normal variable is completely determined by its variance, we can understand the ratio (4)
as a measure of how much the distributions of the projected classes differ from each other (the larger
the ratio between the variances, the more different the distributions). By accepting this viewpoint, it is
interesting to investigate the ability of other measures of dissimilarity between statistical distributions,
rather than the ratio of the corresponding variances, to help in discriminating between the classes.
In fact, the most interesting features for classification often belong to those subspaces where there
is a large dissimilarity between the conditional densities of the considered classes, which is another
justification for proposing a divergence maximization framework in the context of MI-BCI.

In the following sections, we review the main information-theoretic-based approaches.

3.1. Criterion Based on the Symmetric Kullback–Leibler Divergence

Divergences are functions that measure the dissimilarity or separation between two statistical
distributions. Given two univariate Gaussian densities N1(0, σ1) and N2(0, σ2), their Kullback–Leibler
divergence (the KL divergence between two distributions f1 and f2 is defined as DivKL ( f1‖ f2) =∫ ∞
−∞ f1(x) log f1(x)

f2(x)dx) is easily found to be:

DivKL (N1(0, σ1)‖N2(0, σ2)) =
1
2

(
log

σ2
2

σ2
1
+

σ2
1

σ2
2
− 1

)
.

If the densities have interchangeable roles, it is reasonable to consider the use of a symmetrized
measure like the one provided by the symmetrized Kullback–Leibler (sKL) divergence. This is defined
simply as:

sDivKL (N1‖N2) = DivKL (N1‖N2) + DivKL (N2‖N1)

=
1
2

(
σ2

1
σ2

2
+

σ2
2

σ2
1

)
− 1. (9)

The resemblance to the CSP criterion (4) is quite obvious, as was already noted, e.g., in [24].
In particular, note that, since z + 1

z increases when z goes to either infinity or zero, (9) is maximized by
either maximizing or minimizing the ratio of the variances σ1 and σ2.

The generalization to multivariate data is straightforward. Let Y = W>X, where X is the
observed data matrix and W = [w1, . . . , wd] ∈ RD×d denotes an arbitrary matrix of spatial filters with
1 ≤ d ≤ D. Under the assumption that the EEG data are conditionally Gaussian distributed for each
class ck ∈ {1, 2}, i.e., X|ck ∼ N (0, Σk), the spatially-filtered data are also from a normal distribution,
i.e., Y|ck ∼ N (0, Σ̄k), where:

Σ̄k = W>ΣkW ∈ Rd×d,

k = 1, 2. The KL divergence between two d-dimensional multivariate Gaussian densities f1 = N1(0, Σ̄1)

and f2 = N2(0, Σ̄2), that is,

DivKL ( f1‖ f2) =
∫
N1(0, Σ̄1) log

N1(0, Σ̄1)

N2(0, Σ̄2)
dy,

can be shown to be (after some algebra):

DivKL ( f1‖ f2) =
1
2

[
log
|Σ̄2|
|Σ̄1|
− d + trace(Σ̄2)

−1(Σ̄1)

]
, (10)
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where | · | stands for “determinant”. The symmetrized Kullback–Leibler (sKL) divergence between the
probability distributions of the two classes is now defined as:

DivsKL ( f1‖ f2) = DivKL ( f1‖ f2) + DivKL ( f2‖ f1)

=
1
2

trace
(
(W>Σ1W)−1(W>Σ2W)

+(W>Σ2W)−1(W>Σ1W)
)
− d,

where we show again the explicit dependency on W.
We can naturally extend this formula to define the equivalent sKL matrix divergence:

DsKL(W>Σ1W‖W>Σ2W) =
1
2

trace
(
(W>Σ1W)−1(W>Σ2W)

+(W>Σ2W)−1(W>Σ1W)
)
− d. (11)

It has been shown in [23] that the subspace of the filters that maximize the sKL matrix divergence,

WsKL = arg maxW DsKL(W>Σ1W‖W>Σ2W), (12)

coincides with the subspace of those that maximize the CSP criterion, in the sense that the columns of
WsKL and WCSP span the same subspace:

span(WsKL) = span(WCSP), (13)

that is, every column of WsKL is a combination of the top spatial filters of WCSP and vice versa.
In practice, WsKL is first used to project the data onto a lower dimensional subspace, and then,

WCSP is determined by applying CSP to the projected data. Some advantage can be gained, compared
to using CSP only, if in the first step the optimization of the sKL matrix divergence is also combined with
some suitable regularization scheme. For example, to fight against issues caused by the non-stationarity
of the EEG data, it has been proposed to maximize the regularized objective function [23]:

LsKL(W) = (1− φ)DsKL(W>Σ1W‖W>Σ2W)− φ∆(W), (14)

where 0 ≤ φ < 1 and:

∆(W) =
1

2L

2

∑
i=1

L

∑
k=1

DivKL

(
N (0, W>Σi,kW)‖N (0, W>ΣiW)

)
(15)

is a regularization term, where we have assumed that L trials per class have been performed and Σc,k
is the covariance matrix in the k-th trial of class c ∈ {1, 2}. This proposed regularization term enforces
the transformed data in all the trials to have the same statistical distribution. Other ideas have been
proposed in [23], and a related approach can be found in [40]. Observe also that (15) is defined on
the basis of the KL divergence, not on its symmetrized version. The KL divergence is calculated by
a formula similar to (10), giving:

DivKL

(
N (0, W>Σi,kW)‖N (0, W>ΣiW)

)
=

1
2

[
log
|W>ΣiW|
|W>Σi,kW| − d + trace(W>ΣiW)−1(W>Σi,kW)

]
. (16)

The inverse of Σi,k does not appear in (16), which makes sense if this matrix is ill-conditioned due
to insufficient sample size. For this reason, the KL divergence is preferred to its symmetric counterpart.
In addition, the logarithm in (16) downweights the effect of |W>Σi,kW|−1 in case Σi,k is nearly singular.
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3.2. Criterion Based on the Beta Divergence

The beta divergence, which is a generalization of the Kullback–Leibler’s, seems to be an obvious
alternative measure of discrepancy between Gaussians. Given two zero-mean multivariate probability
density functions f1(y) and f2(y), the beta divergence is defined for β > 0 as:

Divβ( f1(y)‖ f2(y)) =
1
β

∫ (
f β
1 (y)− f β

2 (y)
)

f1(y)dy− 1
β + 1

∫ (
f β+1
1 (y)− f β+1

2 (y)
)

dy.

As limβ→0
f β
1 − f β

2
β = log

(
f1
f2

)
, it can be shown that the beta divergence converges to the KL

divergence for β→ 0.
Let f1 = N (0, Σ̄1) and f2 = N (0, Σ̄2), with Σ̄i = W>ΣiW ∈ Rd×d, i = 1, 2, be the zero-mean

Gaussian distributions of the spatially-filtered data. In this case, the symmetric beta divergence
between them yields the following closed form formula [41]:

Dsβ(W
>Σ1W‖W>Σ2W) = γ

(
|Σ̄1|−β/2 + |Σ̄2|−β/2 − (β + 1)d/2

(
|Σ̄2|

1−β
2

|βΣ̄1 + Σ̄2|1/2 +
|Σ̄1|

1−β
2

|βΣ̄2 + Σ̄1|1/2

))
, (17)

where γ = 1
β

√
1

(2π)βd(β+1)d . Observe that Dsβ is somewhat protected against possible large increases

in the elements of Σ1 or Σ2 caused by outliers or estimation errors. For example, if Σi (resp. Σ̄i)
grows, i ∈ {1, 2}, then the contribution of all the terms containing Σi (resp. Σ̄i) in (17) tends to vanish.
Compared with the previous case, if Σ1 (for example) increases, then the term:

trace
(
(W>Σ2W)−1(W>Σ1W)

)

may dominate (11).
With the necessary changes of divergences being made, the regularizing framework previously

defined by Equations (14) and (15) can be easily adapted to the present case [23]. It has been argued
in [23] that small values of β penalize abrupt changes in the covariance matrices caused by single
extreme events, such as artifacts, whereas a large β is more suitable to penalize the gradual changes
over the dataset from trial to trial.

Alternatively, supposing that L trials per class are performed, it has been also proposed in [41] to
use as the objective function the sum of trial-wise divergences:

D̄sβ(W) =
L

∑
i=1

Dsβ(W>Σ1,iW‖W>Σ2,iW),

where Σ1,i and Σ2,i are the covariance matrices in the i-th trial of Class 1 and Class 2, respectively.

3.3. Criterion Based on the Alpha-Beta Log Det Divergence

Given the covariance matrices of each class, Σ1 and Σ2, an extension of the Kullback–Leibler
symmetric matrix divergence given in Equation (11) is the Alpha-Beta log-det divergence (AB-LD),
defined as [42,43]:

D(α,β)
LD (Σ1‖Σ2) =

1
αβ

log

∣∣∣∣∣∣
α(Σ

− 1
2

2 Σ1Σ
− 1

2
2 )β + β(Σ

− 1
2

2 Σ1Σ
− 1

2
2 )−α

α + β

∣∣∣∣∣∣
+

(18)

for α 6= 0, β 6= 0, α + β 6= 0,
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where:

|x|+ =

{
x x ≥ 0,
0, x < 0,

denotes the non-negative truncation operator. For the singular cases, the definition becomes:

D(α,β)
LD (Σ1‖Σ2) =





1
α2

[
tr
(
(Σ

1
2
2 Σ−1

1 Σ
1
2
2 )

α − I
)
− α log |Σ

1
2
2 Σ−1

1 Σ
1
2
2 |
]

for α 6= 0, β = 0,

1
β2

[
tr
(
(Σ
− 1

2
2 Σ1Σ

− 1
2

2 )β − I
)
− β log |Σ−

1
2

2 Σ1Σ
− 1

2
2 |
]

for α = 0, β 6= 0,

1
α2 log

∣∣∣∣(Σ
− 1

2
2 Σ1Σ

− 1
2

2 )α(I + log(Σ
− 1

2
2 Σ1Σ

− 1
2

2 )−α)

∣∣∣∣
+

for α = −β,

1
2
|| log(Σ

1
2
2 Σ−1

1 Σ
1
2
2 )||2F for α, β = 0.

(19)

It can be easily checked that D(α,β)
LD (Σ1‖Σ2) = 0 iff Σ1 = Σ2. The interest in the AB-LD divergence

is motivated by the fact that, as can be observed in Figure 2, it generalizes several existing log-det
matrix divergences, such as the Stein’s loss (the Kullback–Leibler matrix divergence), the S-divergence,
the Alpha and Beta log-det families of divergences and the geodesic distance between covariance
matrices (the squared Riemannian metric), among others [43].

1

1 α

β

DKL (Σ1 || Σ2 )DR (Σ1 || Σ2 )
KL matrix div. Squared 

Riemannian  
metric 

Dual KL  
matrix div. 

DKL (Σ2 || Σ1)

Power log-det div. 

DLD
(α,α ) (Σ1 || Σ2 )

Beta log-det div. 

S-divergence 4×

Alpha log-det div. 

DLD
(1,β ) (Σ1 || Σ2 )

DLD
(α,1−α ) (Σ1 || Σ2 )

Figure 2. Illustration of the Alpha-Beta Log-Det divergence (AB-LD) divergence D(α,β)
LD (Σ1‖Σ2) in the

(α, β)-plane. Note that the position of each divergence is specified by the value of the hyperparameters
(α, β). This parameterization smoothly connects several positive definite matrix divergences, such as
the squared Riemannian metric (α = 0, β = 0), the KL matrix divergence or Stein’s loss (α = 1, β = 0),
the dual KL matrix divergence (α = 0, β = 1) and the S-divergence (α = 1

2 , β = 1
2 ), among others.
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There is a close relationship between the AB-LD divergence criterion and CSP: it has been
shown [42] that the sequence of Courant-like minimax divergence optimization problems [42]

wπi = arg min
dim{W}=D−i+1

max
w∈{W}

D(α,β)
LD (w>Σ1w ‖ w>Σ2w), i = 1, . . . , D, (20)

yields spatial filters wπi that essentially coincide (i.e., up to a permutation πi in the order) with the CSP
spatial filters wi, i.e., with the generalized eigenvectors defined by (5). The permutation ambiguity can
be actually avoided if we introduce a suitable scaling κ ∈ R+ in one of the arguments of the divergence,
so (20) becomes

wi = arg min
dim{W}=D−i+1

max
w∈{W}

D(α,β)
LD (w>Σ1w ‖ κ w>Σ2w), i = 1, . . . , D, (21)

where κ is typically close to the unity.
For W = [w1, . . . , wd] ∈ RD×d with 1 ≤ d ≤ D, a criterion based on the AB log-det divergence

takes the following form [42]

LLD(W) = D(α,β)
LD (W>Σ1W‖ κ W>Σ2W)− η (P(c1)R1 + P(c2)R2) , (22)

where P(c1) and P(c2) are the prior probabilities of Class 1 and Class 2,

R1 =
1
L

L

∑
i=1

D(α,β)
LD (W>Σ1,iW‖W>Σ1W), (23)

R2 =
1
L

L

∑
i=1

D(α,β)
LD (W>Σ2,iW‖W>Σ2W), (24)

where L is the number of trials per class and Σ1,i and Σ2,i are the covariance matrices in the i-th trial of
Class 1 and Class 2, respectively.

The regularization term:
P(c1)R1 + P(c2)R2

may be interpreted as a sort of within-class scatter measure, which is reminiscent of that used in Fisher’s
linear discriminant analysis. The parameter η thus controls the balance between the maximization of
the between-class scatter and the minimization of the within-class scatter. Observe that when both
classes are equiprobable, P(c1) = P(c2) = 1/2, this regularization term is the equivalent of the one
defined in Equation (15).

3.4. Algorithms for Maximizing the Divergence-Based Criteria

To give some idea of how the objective functions are, Figure 3 depicts the divergences defined
in Sections 3.1, 3.2 and 3.3 assuming two-dimensional data in the particular case d = 1 (so that the
projected data are one dimensional). These divergence-based criteria can be optimized in several ways.
In practice, a two-step procedure seems convenient, in which a first “whitening” of the observed EEG
data is followed by maximization where the search space is the set of the orthogonal matrices.
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Figure 3. This figure shows the evolution of the common spatial patterns (CSP) criterion function (in
blue line), the symmetrized Kullback–Leibler divergence (sKL) (in red line), the symmetrized beta
divergence (in purple line) and the AB-LD divergence (in yellow line), all of them as a function of the
components of the spatial filter w = [w1, w2] in the two-dimensional case, where it is assumed that
‖w‖2

2 = w2
1 + w2

2 = 1. All the divergences are normalized with respect to their maximum values, and
no regularization has been applied. Observe the coincidence of all the critical points. The covariance
matrices were generated at random in this experiment.

The rationale is as follows. Observe first that the CSP filters, i.e., the solutions to Equation (5),
which is rewritten next for the reader’s convenience,

Σ1w = λΣ2w→ Σ−1
2 Σ1w = λw,

are also the eigenvectors of the matrix Σ−1
2 Σ1. Since this matrix is not necessarily symmetric, it follows

that these eigenvectors do not form an orthogonal set. A well-posed problem can be obtained by
transforming the covariance matrices Σi into Σ̂i ≡ PΣiP>, where P ∈ RD is chosen in such a way to
ensure the whitening of the sum of the expected sample observations, i.e.,

P(Σ1 + Σ2)P> = I.

Let W be the matrix that contains the eigenvectors of Σ−1
2 Σ1 in its columns, and let V be the

matrix with the eigenvectors of Σ̂
−1
2 Σ̂1. It can be shown that matrix V is orthogonal. Furthermore,

W = P>VΛ→ W> = Λ>V>P,

where Λ is a diagonal matrix (up to elementary column operations) that contains scale factors. In
practice, since only the directions of the spatial filters (i.e., not the magnitude) are of interest, we
can ignore the above-defined scale matrix Λ. Then, when only d ≤ D filters are retained, it can be
assumed that W> can be decomposed into two components W> = R̃P that successively transform the
observations. The first matrix P ∈ RD is chosen in such a way to ensure the whitening of the sum of
the expected sample observations, i.e., P(Σ1 + Σ2)P> = I, as was previously explained. The second
transformation R̃ ∈ Rd×D is performed by a semi-orthogonal projection matrix, which rotates and
reflects the whitened observations and projects this result onto a reduced d-dimensional subspace. This
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is better seen through the decomposition R̃ = IdR, where R is a full rank orthogonal matrix (RR> = I)
and Id ∈ Rd×D is the identity matrix truncated to have only the first d rows.

Let D(·||·) denote any of the previously-studied divergences. The above discussion suggests
maximizing the criterion:

D(W>Σ1W‖W>Σ2W) = D(R̃Σ̃1R̃>‖R̃Σ̃2R̃>)

= D(IdRΣ̃1R>Id‖IdRΣ̃2R>Id)

≡ J(R) (25)

under the constraint that R is an orthogonal matrix, where Σ̃i = PΣiP>.
Now, we face the problem of optimizing J(R) under the orthogonality constraint RR> = I. This

problem can be addressed in several ways, and here, we review two particularly significant approaches.

3.4.1. Tangent Methods

First of all, it has been shown that the gradient of J at R on the group of orthogonal matrices is
given by [44,45]:

∇J(R) = ∂J(R)− R(∂J(R))>R, (26)

where ∂J(R) is the matrix of partial derivatives of J with respect to the elements of R, i.e.,

(∂J(R))ij =
∂J(R)

∂rij
, (27)

where rij is the (i, j)th entry of matrix R. Therefore, for steepest ascent search, consider small deviations
of R in the direction ∇J(R) as follows:

R→ R̄ = R + µ∇J(R), (28)

with µ > 0. If R is orthogonal, this update direction maintains the orthogonality condition, in the
sense that R̄R̄> = I + o(µ2). Furthermore, since the first order Taylor expansion of J(R) is:

J(R + ∆R) = J(R)+ < ∂J(R)|∆R > +o(∆R), (29)

where < A|B >= trace
(
A>B

)
represents the inner product of two matrices, if R is modified into R̄,

it follows that:

J(R̄) = J(R) + µ < ∂J(R)|∇J(R) > +o(µ). (30)

Some algebra shows that:

< ∂J(R)|∇J(R) > =
1
2
< ∇J(R)|∇J(R) > (31)

which is always positive, and therefore, J always increases. The steepest ascent method thus becomes:

Rt+1 = Rt + µ∇J(R) = [I + µH(Rt)]Rt, (32)

where:

H(Rt) = ∂J(Rt)R>t − Rt∂J(Rt)
>. (33)
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A drawback of this approach is that, as the algorithm iterates, the orthogonality constraint may be
no longer satisfied. One possible solution is to re-impose the constraint from time to time by projecting
R back to the constraint surface, which may be performed using an orthogonalization method such as
the Gram–Schmidt technique. This approach has been used, e.g., in [42].

3.4.2. Optimization on the Lie Algebra

Alternatively, R can be forced to remain always on the constraint surface using an iteration of
the form [44]:

Rt+1 = QtRt, (34)

where Qt = exp(Mt) and Mt is skew symmetric, i.e., Mt = −M>t . As the exponential of a skew
symmetric matrix is always orthogonal, we ensure that Rt+1 is orthogonal, as well, supposing Rt to be.
Technically speaking, the set of the skew symmetric matrices is called a Lie algebra, and the idea is
to optimize J moving along it. As the update rule for R given in (34) may be also considered as an
update for M from the zero matrix to its actual value Mt, the algorithm is as follows:

1. Start at the zero matrix 0.
2. Move from 0 to

Mt = µ∇M J|M=0, (35)

where ∇M J is the gradient of J with respect to M in the Lie algebra:

∇M J = ∂J(R)R> − R∂J(R)>. (36)

3. Define Qt = exp(Mt), and use it to come back into the space of the orthogonal matrices.
4. Update Rt+1 = QtRt.

Note that, for small enough µ, we have that exp(M) = exp(µ∇M J) ≈ I + µ∇M J, so that (34)
coincides with (32). From this viewpoint, it may seem that (34), which is used in [23,41], is superior
to (32), in the sense that includes (32) as a particular case. Nevertheless, the main drawback of (34) is
that it is necessary to calculate the exponential of a matrix, which is a somewhat “tricky” operation [46].
In both approaches, the optimal value of µ can be chosen by a line search along the direction of the
gradient.

More advanced optimization techniques, like the standard quasi-Newton algorithms based on
the Broyden–Fletcher–Goldfarb–Shannon (BFGS) method [24] have been recently extended to work
on Riemannian manifolds [47]. The algorithm used in Section 6 for the optimization of the AB-LD
divergence criterion [42], which we will denote in this paper as the Sub-LD algorithm, is based on
the BFGS implementation on the Stiefel manifold of semi-orthogonal matrices [48]. Finally, note that
spatial filters can be computed all at a once, yielding the so-called subspace approach, or one after the
other by a sequential procedure, which is called the deflation approach. In the latter case, the problem
is repeatedly solved for d = 1, and a projection mechanism is used to prevent the algorithms from
converging to previously found solutions [23].

3.4.3. Post-Processing

Finally, it has to be pointed out that, by maximizing any divergence, we may not obtain the CSP
filters, i.e, the vectors wi computed by the CSP method, but a linear combination of them [23,42].
The filters are actually determined by applying CSP to the projected data in a final step.
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4. The Information Theoretic Feature Extraction Framework

Information theory can play a key role in the dimensionality reduction step that extracts the
relevant subspaces for classification. Inspired by some other papers in machine learning, the authors
of [49] adopted an information theoretic feature extraction (ITFE) framework based on the idea
of selecting those features, which are maximally informative about the class labels. Let X be the
D-dimensional random variable describing the observed EEG data. In this way, the desired spatial
filters are the ones that maximize the mutual information between the output random variable
Y = w>X and a class random variable C that represents the true intention of the BCI user, i.e.,

w∗ = arg max
w

I(C ; w>X ). (37)

As was noted in [49], this criterion can be also linked with the minimization of an upper-bound
on the probability of classification error. Consider the entropy H(C) and a function:

U(γ) = 1− 2−(H(C)−γ), (38)

which was used in [50] to obtain an upper-bound for the probability of error:

Pe ≤ U(I(C ; Y)). (39)

Since U(γ) is a strictly monotonous descending function, the minimization of the upper-bound
of Pe is simply obtained through the maximization of the mutual information criterion:

JITFE(w) = I(C ; w>X ). (40)

Although the samples in each class are assumed to be conditionally Gaussian distributed, the
evaluation of this criterion also requires one to obtain h(w>X ), the differential entropy of the
output of the spatial filter, which is non-trivial to evaluate, and therefore, it has to be approximated.
The procedure starts by choosing the scale of the filter that normalizes the random variable w>X
to unit variance. Assuming that w>X is nearly Gaussian distributed, the differential entropy of
this variable is approximated with the help of a truncated version of the Edgeworth expansion for a
symmetric density [51]:

h(w>X) ≈ hg(w>X )− 1
48

(
k4(w>X )

)2
, (41)

where hg(w>X ) denotes the entropy of a Gaussian random variable with power E[|w>X |2] = 1
and kurtosis k4(w>X ). By expressing the value of the kurtosis of a mixture of conditional Gaussian
densities in terms of the conditional variances of the output for each class, after substituting these
values in (41), the authors of [49] arrive to the approximated mutual information criterion that they
propose to maximize:

J̃ITFE(w) ≡ − 1
2

nc

∑
k=1

P(ck) log2

(
w>Σkw

)
− 3

16

(
nc

∑
k=1

P(ck)
(
(w>Σkw)2 − 1

))2

(42)

≈ JITFE(w),

where nc is the number of classes and Σk denotes the conditional covariance matrix of the k-th class.
On the one hand, for only two classes (nc = 2), the exact solution of the ITFE criterion can be

shown to coincide with the one of CSP. On the other hand, for multiclass scenarios (nc > 2), it is
proposed to use a Joint Approximate Diagonalization (JAD) procedure (which is no longer exact)
for obtaining the independent sources of the observations and then retain only those sources that
maximize the approximated mutual information with the class labels.
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5. Non-Information-Theoretic Variants of CSP

In this section we review, for the purposes of comparison, some variants of CSP that are not based
on information-theoretic principles. Although CSP is considered to be the most effective algorithm for
the discrimination of motor imagery movements, it is also sensitive to outliers. Several approaches
have been proposed to improve the robustness of the algorithm.

Using the sample estimates of the covariance matrices, the CSP criterion (4) can be rewritten as:

Ĵ(w) =
w>Σ1w
w>Σ2w

=
w>X1X>1 w
w>X2X>2 w

=
‖w>X1‖2

2
‖w>X2‖2

2
, (43)

where Xi denotes the data matrix of class i. Therefore, CSP is not a robust criterion as large outliers are
favored over small data values by the square in Equation (43). To fix this problem, some approaches
use robust techniques for the estimation of the covariance matrices [37]. Alternatively, as presented
in [52], a natural extension of CSP that eliminates the square operation, having it replaced by the
absolute value, is given by:

Ĵ1(w) =
‖w>X1‖1

‖w>X2‖1
. (44)

This l1-norm-based CSP criterion is more robust against outliers than the original l2-norm-based
formula (43). However, l1-norm CSP does not explicitly consider the effects of other types of noise,
such as those caused by ocular movements, eye blinks or muscular activity, supposing that they are
not completely removed in the preprocessing step [53,54]. To take them into account, [55] added a
penalty term in the denominator of the CSP-l2 objective function, obtaining:

Ĵ1r(w) =
‖w>X1‖2

2
‖w>X2‖2

2 + ρR(w)
, (45)

where R(w) is some measure of the intraclass scattering of the filtered data in each of the classes, so the
maximization of Ĵ1r(w) encourages the minimization of R(w), and ρ is a positive tuning parameter.
Finally, a generalization of the l1-norm-based approach has been proposed in [56,57], which explores
the use of lp norms through the following criterion:

Ĵ1p(w) =
‖w>X1‖1/p

p

‖w>X2‖1/p
p

. (46)

Other approaches for regularizing the original l2-norm based CSP algorithm include performing
a robust estimation of the covariance matrices Σi or adding a penalty term ∆ in the objective function.
With regard to the first approach, [58] proposes the use of information from various subjects as
a regularization term, so the sample covariance matrices Σ are substituted in the formulas for:

Σ̃ = (1− ψ)Σ + ψ
1
|S| ∑

k∈S
Σk,

where S is a set of subjects whose data have been previously recorded, Σk is the sample covariance
matrix of the k-th subject and ψ ∈ (0, 1) is a regularization parameter. Related approaches can be
found in [21,37,38,59–63]. Finally, in [8] the covariance matrices are estimated using data originating
from specific regions of interest within the brain.
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The second regularization approach consists of including a penalty term in the CSP objective
function [64]. The regularized CSP objective functions can be represented as:

J̃1(w) =
w>Σ1w

w>Σ2w + α∆(w)
(47)

J̃2(w) =
w>Σ2w

w>Σ1w + α∆(w)
(48)

where α is the regularization parameter. The regularized Tikhonov-CSP approach (RTCSP) penalizes
the solutions with large weights by using a penalty term ∆(w) of the form:

∆(w) = ‖w‖.

The filters w can computed by solving an eigenvalue problem similar to that of the standard CSP
algorithm. Specifically, the stationary points of J̃1(w) verify [64]:

(Σ2 + αI)−1Σ1w = λw.

Similarly, the stationary points of J̃2(w) are the eigenvectors of matrix (Σ1 + αI)−1Σ2. Observe
that it is necessary to optimize both objective functions, as the stationary points of any of them alone
maximize the variance of one class, but do not minimize the variance of the other class.

Finally, all the previous approaches admit the following generalization: in traditional CSP, the
EEG data is usually band-pass pre-filtered using one single filter between 8 and 30 Hz, which is
a range that covers the so-called “alpha”, “beta” and “mu” EEG bands. An straightforward extension,
known as the filter bank CSP (FBCSP) technique, was proposed in [30], where the input MI-EEG
signals are bandpass filtered between different bands of frequency ((4–8 Hz), (8–12 Hz), . . ., (36–40 Hz))
and the CSP algorithm, or any of its variants, is applied to each band for the computation of the
spatial filters. The results of all analyses are then combined to form the final response (see Figure 4).
Similar approaches have been proposed in [11,65,66]. An extension to the multiclass problem can be
found in [67]. Since the optimal frequency bands can vary from subject to subject, several alternative
approaches have been proposed that combine the time-frequency characteristics of the EEG data [68,69]
for improving the classification accuracy and reducing the number of electrodes [70].

Input EEG 
signal

LDA
Class Output

15-30 Hz

7-15 Hz

4-7 Hz

30-40 Hz

Frequency 
filtering

CSP Algorithm

CSP Algorithm

CSP Algorithm

CSP Algorithm

Spatial filtering

Figure 4. Architecture of filter bank CSP. LDA is shorthand for Linear Discriminant Analysis.

106 Information Theoretic Approaches for Motor-Imagery BCI Systems



Entropy 2017, 19, x 17 of 29

6. Experimental Results

Initially, we will test the algorithms using real datasets obtained from the BCI competition III
(dataset 3a) and BCI competition IV (dataset 2a), which are publicly available at [71]. On the one hand,
the dataset 3a from BCI competition III consists of EEG data acquired from three subjects (k3b, k6b
and l1b) at a sampling frequency of 250 Hz using a 60-channel EEG system. In each trial, an arrow to
the left, right, up or down was shown on a display for a few seconds, and in response to the stimulus,
the subject was asked to respectively perform left hand, right hand, tongue and foot MI movements.
The dataset consists of 90 trials per class for Subject k3b and 60 trials per class for Subjects k6b and l1b.
On the other hand, the dataset 2a from BCI competition IV was acquired by using 22 channels from
nine subjects (A01–A09) while also performing left hand, right hand, tongue and foot MI movements
following a similar procedure. The signals were also sampled at 250 Hz and were recorded in two
sessions on different days, each of them with 72 trials per each class.

For a total of four possible motor-imagery (MI) movements, (4
2) = 6 different combinations of pairs

of MI movements (i.e., left hand-right hand, left hand-foot, left hand-tongue, right hand-foot, right
hand-tongue, foot-tongue) can be formed. The experiments below consider all possible combinations:
since 12 users are available and for nine of them we have recordings performed on two different
days, this makes a total of 3× 6 + 9× 6× 2 = 126 different experiments. We repeated eight times
each of these 126 possible experiments, and results were averaged. For each repetition, 60 trials were
selected at random from each MI movement, which were split into 40 trials for training and 20 trials
for testing. Additionally, in the case of the BCI competition IV, we averaged over the two sessions
conducted for each user to avoid biasing the statistical tests. As a result, 3× 6 + 9× 6× 2/2 = 72
averaged performance measures are finally available for each algorithm. The data have been initially
bandpass filtered between the cut-off frequencies of 8–30 Hz, except before using the FBCSP method,
which as we explained in Section 5, considers four bands for covering the frequency range between 4
and 40 Hz. The information of the classes in each trial is summarized by their respective covariance
matrices. These matrices are estimated, normalized by their trace and used as input to the algorithms
that carry out the calculation of the spatial filters prior to the MI classification, which is performed by
using linear discriminant analysis (LDA).

The only parameter of the CSP algorithm is the number of spatial filters that one would like to
consider. Although, this number d is usually fixed a priori for each dataset, it is advantageous to
estimate automatically the best number of spatial filters for each user by using the combination of
cross-validation and hypothesis testing proposed in [73]. Figure 5a illustrates this fact. The figure
represents the scatter plot of the accuracies, expressed as a percentage, that have been respectively
obtained by the CSP algorithm for a fixed value of d = 8 (x-axis) and for the estimation of the best
value of d (y-axis). These estimated accuracies have been obtained by averaging eight test samples,
as explained above. The accuracies obtained for different individuals or for different pairs of conditions
can be reasonably considered approximately independent and nearly Gaussian. Under this hypothesis,
a one-sided paired t-test of statistical significance can be used to compare the results obtained by
both alternatives. Let δ f (m) = fy(m)− fx(m) be the paired differences of accuracy ((y-axis value)
vs. (x-axis value)) for m = 1, . . . , M, where M = 72 is the number of samples. Then, the averaged
difference is:

∆ f =
1
M

M

∑
m=1

δ f (m) (49)

and the unbiased estimate of its variance is:

s2 =
s2

∆ f

M
, (50)
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where s2
∆ f =

1
M−1 ∑M

m=1(δ f (m)− ∆ f )2. Under the null hypothesis (H0) that the expected performance
values coincide, i.e., E[ fy(m)] = E[ fx(m)], the t-statistic:

T − STAT =
∆ f

s∆ f /
√

M
. (51)

follows a Student’s t distribution with M− 1 degrees of freedom. Thus, the probability that the null
hypothesis can generate a t-statistic larger than T − STAT gives the p-value of the right-sided test:

P−VAL = Prob(t > T − STAT|H0). (52)

The more positive is T − STAT, the smaller is the P− VAL, and the probability of observing a
t-statistics larger than T− STAT decreases under the null hypothesis. When the p-value falls below
the 0.05 threshold of significance, the hypothesis of not having a performance improvement when
using the alternative procedure can be rejected, because this would correspond to a quite improbable
situation. On the contrary, if the p-value of the right-sided test is above 0.05, the null hypothesis cannot
be rejected.

In this particular case, the p-value of the test in Figure 5a is below 0.05; therefore, one can reject
the hypothesis that the automatic estimation of d does not improve the results over the method that a
priori selects d = 8 filters.

We briefly name and describe below some of the implementations that optimize the already
mentioned criteria for dimensionality reduction in MI-BCIs. Because of the substantially higher
computational complexity of most of the alternatives to CSP (see Table 1), it is not practical to develop a
specific automatic estimation procedure of the number of spatial filters for each of them. For this reason,
we will consider in their implementations the same number of spatial filters that was automatically
estimated for CSP.

• CSP (see Section 2) and ITFE (see Section 4): apart from the number of spatial filters, these
two methods do not have hyper-parameters to tune. Their respective algorithms have been
implemented according to the specifications given in [4] and [49].

• RTCSP (see Section 5): RTCSP has a regularization parameter, which has been selected by five-fold
cross-validation in {0, 0.1, 0.2, . . . , 1}. The MATLAB implementation of this algorithm has been
obtained from [72].

• FBCSP (see Section 5): In this case, we have used a variation of the algorithm in [30]. The selected
frequency bands correspond to the brainwaves theta (4–7 Hz), alpha (8–15 Hz), beta (16–31 Hz)
and low gamma (32–40 Hz), where five-fold cross-validation has been used to select the best
combination of these frequency bands. We extract d features from each band, where d is selected
using the method in [73].

• DivCSP (see Sections 3.2 and 3.4). The values of β and φ (the regularization parameter) have
been selected by five-fold cross-validation, β ∈ [0, 1], φ ∈ [0, 0.5]. This divergence includes
the KL divergence as a particular case when β = 0. MATLAB code of the algorithm has been
downloaded from [74] and used without any modification. Optimization has been performed
using the so-called subspace method (see Section 3.4).

• Sub-LD (sub-space Log-Det): this algorithm, which also belongs to the class of the subspace
methods, is based on the criterion in [42] to maximize the Alpha-Beta Log-Det divergence
(see Sections 3.3 and 3.4). In this paper, the implementation of the algorithm is based on the BFGS
method on the Stiefel manifold of semi-orthogonal matrices and takes as the initialization point
the solution obtained by the CSP algorithm. The regularization parameter η has been chosen
by five-fold cross-validation in the range of values (−0.2, 0.2), which are not far from zero. The
negative values of η favor the expansion of the clusters, while the positive values favor their
contraction. For η close to zero, the solution of this criterion should not be far from that of CSP,
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which improves the convergence time of the algorithm and reduces the impact of the values of α, β

in the results, so both parameters have been fixed to 0.5.

Table 1 shows the typical execution time of a single run of each algorithm, programmed in
MATLAB language, in a PC with Intel I7-6700 CPU @ 3.4-GHz processor and 16 GB of RAM. The
algorithms that use cross-validation for selecting the hyper-parameters need more iterations, hence the
run time has to be multiplied by the number of the hyper-parameters combinations that are evaluated.
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Figure 5. Illustration of the advantages in performance of using an automatic cross-validation method
to estimate the best even number of features d with respect to using an a priori fixed value of d.
The automatic method relies on the technique proposed in [73], which was implemented here using
one-sided t-tests of significance instead of the original two-sided tests. (a) Scatter plot comparison
of the accuracies (in percentage) obtained by the CSP algorithm for fixed d = 8 (x-axis) and for the
automatic estimation of d (y-axis); (b) histogram of the estimated best even number of features d.
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Table 1. Computational burden of the considered algorithms, which are sorted in increasing value
of their respective execution times without using cross-validation. FBCSP, filter bank CSP; ITFE,
information theoretic feature extraction.

Algorithm Time (s)

CSP 0.0017
FBCSP 0.0050
ITFE 0.3070

Sub-LD 1.0538
DivCSP 4.6696

Figure 6 represent the boxplot of the accuracy of the algorithms, considering together all
the combinations of the motor imagery movements from all subjects in datasets III 3a and IV 2a.
The p-values and t-statistics shown below the box-plots of Figure 6 are above the 5% threshold of
significance, revealing that, in this experiment, one cannot reject the null hypotheses. It follows that
the expected accuracies of the alternative algorithms are not significantly higher than the expected
accuracies obtained with CSP. Supporting this conclusion, Figure 7 represents the specific boxplots
that corresponds to MI movements involving the right hand. Additionally, we have tested, in the case
“left hand versus right hand”, whether the improvement obtained by using the alternative algorithms
is significant or not. The accuracy in the classification and the corresponding p-values of the tests
are shown in Figure 8. The results reveal that, in general and except in a few isolated cases, the null
hypothesis that the other methods do not significantly improve performance over CSP cannot be
discarded.
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Figure 6. Comparison of the expected accuracy percentages obtained by each of the considered
algorithms. The figure shows box-plot illustrations where the median is shown in red line, while the
25% and 75% percentiles are respectively at the bottom and top of each box. Larger positive values
T− STAT � 0 and smaller P−VAL� 1/2 would correspond with greater expected improvements
over CSP. However, none of the p-values, which are shown below their respective box-plots, is able to
attain the 5% threshold level of significance (P−VAL < 0.05), so the possible improvements cannot be
claimed to be statistically significant with respect to those obtained by CSP.
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Figure 7. Performance of the algorithms for different motor imagery combinations involving the right
hand. (a) Right-hand versus left-hand motor imagery classification; (b) right-hand versus feet motor
imagery classification; (c) right-hand versus tongue motor imagery classification.
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Figure 8. Accuracy percentages and p-values for the testing of an improvement in performance over
CSP when the right hand versus left hand movement imagination are discriminated. The results reveal
that, in general and except in a few isolated cases, the null hypothesis that the other methods do not
significantly improve the performance over CSP cannot be discarded. (a) Average accuracy obtained
by the algorithms for each subject; (b) p-values of the t-tests that compare whether the performance of
the alternative algorithms is significantly better than the one obtained by CSP. The horizontal dashed
line represents the threshold level of significance of 5%.

The results of Figure 6 were obtained by choosing through cross-validation the best possible
values for the different parameters of the algorithms. Figures 9 and 10 show how many times each
value of the parameters has been selected after cross-validation. They also show the number of
times that CSP outperformed the corresponding algorithm, the number of times that the algorithm

112 Information Theoretic Approaches for Motor-Imagery BCI Systems



Entropy 2017, 19, x 23 of 29

outperformed CSP or the cases in which both of them were equivalent. Without limiting the foregoing,
it must be also remarked that the alternative algorithms perform better than CSP for some subjects and
MI movements.

Figure 9. Histogram of the values of the regularization parameter in the Sub-LD algorithm that have
been chosen by cross-validation.

(a) (b)

Figure 10. Histogram of the hyper-parameters of the DivCSP algorithm selected by cross-validation.
(a) Case with β ∈ [0, 0.5] and φ = 0; (b) case with β = 0.5 and φ ∈ [0, 0.5].

6.1. Results on Artificially Perturbed Data

In order to study the performance of the algorithms under artificial perturbations of the datasets
we have conducted two experiments. The first one consists of introducing random label changes in the
real datasets, while the second one defines sample EEG covariance matrices for each condition and
artificially introduces outlier covariance matrices in the training procedure to quantify the resulting
deterioration in performance.

Exchanging labels of the training set at random is one of the most harmful perturbations that one
can consider in a real experiment. It models the failure of the subjects to imagine the correct target MI
movements due to fatigue or lack of concentration. For this experiment, we selected a subject who
has a relatively good performance in absence of perturbations. Figure 11 presents the progressive
degradation of the accuracy of the algorithms as the percentage of mismatched labels increases.
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Figure 11. Comparison of the accuracy percentages obtained by each of the considered algorithms
with respect to the percentage of mismatched labels in the training set. This experiment illustrates
deterioration of the performance of the algorithms with respect to the increase of the percentage of
randomly switched labels of the motor imagery movements.

In the second experiment, we have created artificial EEG data and consider the effect of adding
random outliers. The artificial data were generated starting from two auxiliary covariance matrices
Ck, k = 1, 2 for the construction of the conditional covariance matrices of each class. These covariances
were generated randomly by drawing two random Gaussian matrices A(k) with i.i.d. elements
a(i)ij ∼ N (0, 1) and forming the covariance matrices with Ck = A(k)(A(k))>, k = 1, 2. In order to
control the difficulty of the classification problem, we introduce a dissimilitude parameter δ ∈ [0, 1]
that interpolates between the two auxiliary covariance matrices as follows:

Σ1 = C1/2
1 (C−1/2

1 C2C−1/2
1 )

(1−δ)
2 C1/2

1 (53)

Σ2 = C1/2
2 (C−1/2

2 C1C−1/2
2 )

(1−δ)
2 C1/2

2 (54)

In this way, when δ = 0, the two interpolated covariance matrices coincide Σ1 = Σ2, and it is
impossible to distinguish between them. On the contrary, when δ = 1, we obtain the original randomly
generated matrices Σ1 = C1 and Σ2 = C2. The matrices Σk are used as the expected covariance matrix
of the observations for class k, while the sample covariance matrices for each trial are generated from
a Wishart distribution with scale matrix 1

T Σk and T degrees of freedom (where T denotes the trial
length). The outlier matrices have been generated following a similar scheme, though interpolation is
not used and the resulting covariances are scaled by a factor of five.

In our simulations with artificial data, we have set the dissimilitude parameter to δ = 0.1.
The results obtained for artificial data and with different percentages of outlier covariance matrices
in the training set are shown in Figure 12. One can observe how the performance progressively
deteriorates with the number of outliers, similarly for all the methods, although at a smaller rate than
in the case having the same percentage of mismatched labels. The parameters of the algorithms have
been selected by cross-validation.
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Figure 12. Accuracy percentages versus the percentage of training trials with outliers in a synthetic
classification experiment.

7. Conclusions

In this paper, we have reviewed several information theoretic approaches for motor-imagery
BCI systems. In particular, we have focused on those based on the Kullback–Leibler divergence, Beta
divergence, Alpha-Beta Log-Det divergence and information theoretic feature extraction, exploring
the existing links with common spatial patterns, which is a widely-used technique for spatial
filtering in BCI applications. The performance of all these methods has been evaluated through
experimental simulations using real and synthetic data. In general, the results obtained for real data
from BCI competitions reveal a similar performance for all the considered criteria in terms of their
percentages of accuracy. However, CSP clearly outperforms the other methods when comparing
the required computational burdens. In the case of synthetic data with outliers, a comparison of
the divergence-based methods with small regularization parameters reveals that they can slightly
increase the frequency of obtaining a better performance, although the average accuracy results are
still similar to those obtained with CSP. Therefore, although these divergence-based methods are not
yet a practical alternative to CSP, this line of research is in its infancy, and divergence-based methods
can have an underlying potential for improvements in performance that remains to be explored.
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120 Oral exposition

Oral exposition at international workshop: Review and experi-
mental comparison in motor imagery BCI systems

The author also contributed with an oral exposition at the international workshop on In-
formation Science and Technology that took place in the Escuela Técnica Superior de
Ingeniería in Seville. This oral exposition consisted in a introduction, review and experi-
mental comparison of the main techniques used in the MI-BCI systems. Since it does not
have an abstract we simply attach the program.
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Summary of Publication D

As we have seen in Chapter 4 the CSP algorithm reduces the dimensionality of the covari-
ances in a supervised manner. Therefore, it relays in the availability and correct labeling
of the trials, this is one of the reasons why most MI-BCI systems need a training phase.

The CSP algorithm provides us with a set of orthogonal filters or linear combination
of them (wi) that maximizes the variance of a class while minimizing the variance of the
other. The filters are sorted and we can choose the ones that best separate the classes,
since each filter there is a maximum or a minimum of the following ratio:

var(wi
>XC1

)

var(wi
>XC2

)
=

σ
2
(wi,1)

σ2
(wi,2)

, (D.33)

where we have use the notation σ
2
(k,wi)

to reference the variance of the EEG signal related
to the class k when it is filtered with the filter wi.
Contribution 1: In this publication we show that CSP can be performed in a blind context.

We present a method to compute the CSP filters in a blind manner without relaying
in the labels of the trials and using the kurtosis. The kurtosis is a statistic measure
that can be seen as the normalized fourth order moment of a random distribution
and is defined as:

κ(x) :=
E
[
(x−µx)

4]

E [(x−µx)
2]2

, (D.34)

for any random variable x with mean equal to µx. The kurtosis is interpreted as a
measure of the heaviness of the tails of a distribution. The samples that are farther
away from the mean value are those that contribute the most to the kurtosis value.
Therefore, it is considered to be a good measure to check whether there is or not
outliers in a distribution.
To establish the link between the kurtosis and the CSP algorithm we start by

defining the EEG data as the combination of two independent classes samples,
which are represented as two Gaussian distribution with zero mean and different
covariance matrices:

X∼ π1N (0,Σ1)+π2N (0,Σ2) , (D.35)

where the variables π1,π2 represent the probabilities of occurrence of class one
and two respectively. With this model, we define an arbitrary lineal combination
of the channels weighted by the vector a with variance:

var
(
a>X

)
= E

[
(a>X)2]= π1σ

2
(1,a)+π2σ

2
(2,a). (D.36)

Now we compute the fourth other moment, which in the case of Gaussian distri-
bution is given by E

[
(x−µx)

4] = 3σ
4
x and as we impose that the distributions
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from the two classes are independent, the fourth order momentum of the lineal
combination results in:

E
[
(a>X)4]= 3π1σ

4
(1,a)+3π2σ

4
(2,a). (D.37)

Now, we can plug (D.36) and (D.37) in (D.34) to obtain the following equation:

κ(a>X) =
E
[
(a>X)4]

E [(a>X)2]
2 =

3π1σ
4
(1,a)+3π2σ

4
(2,a)(

π1σ2
(1,a)+π2σ2

(2,a)

)2 . (D.38)

By maximizing the previous equation, we arrive to the CSP solution. In the
appendix of the paper we can find a full explanation, which is based on Lagrange
multipliers. But in an intuitivemanner, because of the parabola in the denominator,
we can see that the equation (D.38) has its maximum values when either σ(1,a)
increases with respect to σ(2,a) or vice-versa, or in other words, when the ratio in
(D.33) is either maximum or minimum.

Contribution 2: The publication extends the unsupervised CSP algorithm to the case of
elliptical distributions.

We extend the previous result to the case of elliptically distributed data. This al-
lows us to address much more general problems related to actual practice.

Contribution 3: The solution of the unsupervised CSP can be found through existing
optimization algorithms.

The proposed algorithm allows us to use algorithms that already exists for the op-
timization of the kurtosis. These algorithms are computationally efficient and also
establish a link with other problems, such as Independent Component Analysis
(ICA) which also relies on the kurtosis.

Contribution 4: The publication provides with experiments over synthetic and real data,
performing unsupervised classification over the BCI competitions.

In section V we separate two subsection. In the first one we center the experiment
on simulated data that show us the similitude between the CSP algorithm and the
Kurtosis maximization technique.
Later in section V.Bwe experiment over real data and perform classification in an

unsupervised fashion using the GMM algorithm, obtaining fair accuracy results.
Contribution 5: This publication may open a new research line.

We show that unsupervised training of BCI is possible, which opens the door to
develop a new paradigm with innovative applications and it is more robust against
the appearance of unlabeled data.
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Unsupervised common spatial patterns
Rubén Martı́n-Clemente, Member, IEEE, Javier Olias, Sergio Cruces, Senior Member, IEEE and Vicente

Zarzoso, Senior Member, IEEE

Abstract—The common spatial pattern (CSP) method is a di-
mensionality reduction technique widely used in brain-computer
interface (BCI) systems. In the two-class CSP problem, training
data are linearly projected onto directions maximizing or mini-
mizing the variance ratio between the two classes. The present
contribution proves that kurtosis maximization performs CSP in
an unsupervised manner, i.e., with no need for labelled data, when
the classes follow Gaussian or elliptically symmetric distributions.
Numerical analyses on synthetic and real data validate these
findings in various experimental conditions, and demonstrate the
interest of the proposed unsupervised approach.

Index Terms—Common spatial patterns, Brain Computer In-
terfaces, Kurtosis

I. INTRODUCTION

Common spatial patterns (CSP) is a dimension reduction
technique widely used in brain-computer interface (BCI) sys-
tems [1], [2], [3], [4]. Typically, electroencephalogram (EEG)
samples acquired under two different experimental conditions
provide a multivariate data set with two classes. CSP linearly
projects the data onto directions where the variance of the
projected data points is significantly higher for one class than
for the other [5], [6], [7]. The projected data variances can
then be used as features for classification. CSP is a supervised
technique, whose performance relies heavily on the availability
of correctly labelled data.

The present contribution proves that CSP can be also
performed in an unsupervised fashion by maximizing the
kurtosis (normalized fourth-order moment) of the projected
data. Unsupervised operation spares the need for training
labels and is thus immune to erroneous labelling. Apart from
its theoretical interest, this result is useful, for instance, in
applications where the training labels are not available or may
be uncertain. A mathematical proof is derived for data drawn
from a mixture of Gaussian densities, and then generalized
to elliptically symmetric distributions. Our experimental eva-
luation on synthetic and real data corroborates the theoretical
findings. Unsupervised techniques are not unknown in EEG
processing: e.g., [8] shows that it is possible to perform unsu-
pervised workload classification using EEG spectral features.
We can expect that they will become increasingly common in
the near future.
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by the Spanish Ministry of Economy and Competitiveness under project no.
TEC2017-82807-P. R. Martı́n-Clemente held an invited professorship at the
I3S Laboratory in July 2018 funded by an IFA scholarship from Université
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The paper is organized as follows: Section II reviews the
mathematical formulation of the common spatial patterns
method. Section III, the core of our contribution, establishes
the link between the kurtosis and the CSP criterion under
the assumption of a Gaussian mixture model for the data.
Section IV extends this result to elliptically distributed classes.
Illustrative examples supporting the theoretical derivations are
presented and discussed in Section V. The concluding remarks
of Section VI bring the paper to an end. For the sake of
clarity, proofs of the theoretical results have been deferred
to the Appendices.

II. COMMON SPATIAL PATTERNS

Consider that we are given a set of observations of a random
variable X in Rp, in which each observation belongs to one
of two classes C1 and C2. CSP is usually applied to problems
where the class means are null, and this assumption is made
in the sequel. A one-dimensional projection of the point cloud
can be represented by Y = aᵀX , where a ∈ Rp. Denoting by
Σk = Cov(X | Ck) the covariance matrix of the data in class
Ck, with Σ1 6= Σ2, it holds that the variance of class Ck, after
the projection, equals

σ2
k = aᵀΣka, k = 1, 2. (1)

The idea behind CSP is to maximize σ2
1 while minimizing σ2

2

or vice versa [9]. To this end, the objective function is defined
as the power ratio

R(a) =
σ2
1

σ2
2

. (2)

Note that σ2
k, k = 1, 2, depend on a through relation (1).

Also, ratio (2) is scale invariant, i.e., R(a) = R(ca), for all
c ∈ R \ {0}, and therefore only the direction of the projection
is significant but not the overall scaling. To find the optimal
a∗ corresponding to the extremum (maximum or minimum)
of CSP criterion (2) we set its gradient ∇R(a) to zero, readily
yielding

Σ1a
∗ = R(a∗)Σ2a

∗. (3)

It follows that a∗ is a generalized eigenvector of Σ1

and Σ2 [10]. Solving this problem we get the eigenvector
corresponding to the maximum (respectively, minimum) eigen-
value, which maximizes (resp. minimizes) the CSP objective
function. When more features are needed for the posterior
classification stage, a common practice is to project the data
onto other eigenvectors from both ends of the eigenvalue spec-
trum [11]. In the generalized eigenvalue (GEVD) problem (3),
ai denote the eigenvectors and their corresponding eigenvalues
are assumed to be sorted in decreasing order: R(ai) > R(aj),
for i < j, i = 1, 2, . . . , p.
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It is important to remark that a training set of correctly
classified observations is required to estimate matrices Σk,
k = 1, 2. It is in this sense that CSP can be considered a
supervised technique. The remaining of this paper presents
a fully data-driven procedure that does not require labelled
samples, thus performing CSP in an unsupervised manner.

III. KURTOSIS AS A BLIND CSP CRITERION

We first focus on the important case where X is distributed
as a mixture of two Gaussian densities [11]:

X ∼ π1N (0,Σ1) + π2N (0,Σ2) (4)

where πk stands for the prior probability of class Ck, k = 1, 2,
with π1 + π2 = 1, and 0 is a p-dimensional vector of zeros.
The distribution of the one-dimensional projection Y = aᵀX
is also a mixture of Gaussians, that is, Y ∼ π1N (0, σ2

1) +
π2N (0, σ2

2), where σ2
1 and σ2

2 are defined as in eqn. (1). From
the properties of the Gaussian distribution, it follows that

E{Y 2} = π1σ
2
1 + π2σ

2
2 , E{Y 4} = 3π1σ

4
1 + 3π2σ

4
2

where E{·} denotes the mathematical expectation operator.
Now, the kurtosis is a statistic defined as the normalized
fourth-order moment [12]

κY (a) := E{Y 4}/E{Y 2}2. (5a)

Under data model (4), the kurtosis can be expressed as:

κY (a) =
3π1σ

4
1 + 3π2σ

4
2

(π1σ2
1 + π2σ2

2)2
. (5b)

Some preliminary manipulations show that ∇κ(a) = 0 if
and only if we have (R(a) − 1)∇R(a) = 0, meaning that
the critical points of R(a) are also critical points of κ(a).
Indeed, a thorough analysis detailed in Appendix A leads to
the following result:

Theorem 1: Under the working assumptions of CSP recalled
in Sec. II, the local maximizers of the kurtosis (5b) maximize
or minimize the CSP criterion (2). In particular, the maximiz-
ers of kurtosis are a1 if R(a1) > 1 and ap if R(ap) < 1.

In other words, CSP can be performed blindy, that is,
without the need for labelled samples, by projecting the
observed data points onto the direction that maximizes the
kurtosis of the projections. Consequently, the new method will
be referred to as kurtosis-based unsupervised CSP (k-uCSP).
Under different working assumptions, namely that the data are
a combination of statistically independent variables, the opti-
mization of the kurtosis gives rise to independent component
analysis (ICA) [13], [14]. Furthermore, in clustering problems,
maximizing the kurtosis can produce the same results as Fisher
linear discriminant analysis [15]. We see that the kurtosis is a
widely-used tool in signal processing. It is the true model the
data follow that determines the outcome achieved.

It should be remarked that the expression of kurtosis given
in eqn. (5b) is only exploited to prove the equivalence between
kurtosis optimization and common spatial pattern analysis
in our theoretical derivations, but we use eqn. (5a) in the

actual algorithm to find the patterns. Therefore, the proposed
technique is fully unsupervised.

Finally, Theorem 1 also admits an intuitive interpretation.
Dividing both the numerator and denominator of (5b) by σ4

2 ,
the right-hand part of this formula can be expressed in terms
of R(a),

κY (a) =
3π1R

2(a) + 3π2
(π1R(a) + π2)2

, (6)

thus revealing that there exists a relationship between the
supervised and unsupervised criteria. Fig. 1 shows an example
plot of κY against R when π1 = π2 and R is in the range
[0.5, 4]. We make the observation that the maximizers of the
kurtosis can lie only in the strictly increasing/decreasing range
of (6). Consequently, (6) is also increasing/decreasing in some
neighborhood of them and, therefore, invertible. Then, a de-
crease in the value of the kurtosis in that neighborhood results
in a decrease/increase in the value of R. As it is intuitive, this
implies that the local maximizers of the kurtosis maximize
or minimize the CSP criterion. In Figure 1, additionally, it
is not hard to show that as (6) is decreasing for all vectors
sufficiently near ap, then (6) has a maximum at ap. Virtually
the same argument shows that there is another maximum at
a1.

0.5 1 1.5 2 2.5 3 3.5 4

3

4

5

6

R(ap) R(a1)

κY (a1)

κY (ap)

R(a)

κ
Y
(a

)

Fig. 1: The kurtosis versus the CSP objective function for
π1 = π2 = 1/2 with 0.5 = R(ap) ≤ R(a) ≤ R(a1) = 4.

IV. EXTENSION TO ELLIPTIC DISTRIBUTIONS

The above result can be extended to the case where the
data follow a mixture of zero-mean elliptically symmetric
distributions [16]. These distributions generalize the class
of multivariate Gaussians by allowing for both heavier-than-
Gaussian and lighter-than-Gaussian distribution tails. Exam-
ples include the t and Laplace distributions. Before continuing,
a zero-mean p-dimensional random variable Z is elliptically
distributed if its characteristic function ϕZ(a) := E{ejaᵀZ},
j =
√
−1, a ∈ Rp, is of the form ϕZ(a) = φ

(
− 1

2a
ᵀΣa

)
for

some nonnegative-definite matrix Σ. Function φ(·) is called
characteristic generator of the distribution. For example, for
Gaussian variables φ(α) = exp(α) and for multivariate
Laplacian variables φ(α) = 1/(1 − α). The characteristic
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function of the univariate random variable W = aᵀZ is
given by ϕW (t) := E{ejtW } = E{ejtaᵀZ} = ϕZ(ta) =
φ
(
− 1

2 t
2aᵀΣa

)
, t ∈ R. It follows that, if the variance of W

exists, then

σ2 := E{W 2} = − ∂2

∂t2
ϕW (t)

∣∣∣∣
t=0

= φ′(0)aᵀΣa (7)

E{W 4} =
∂4

∂t4
ϕW (t)

∣∣∣∣
t=0

= 3γσ4 (8)

where we have defined γ := φ′′(0)
φ′(0)2 , which is a strictly positive

number. Notations φ′ and φ′′ represent, respectively, the first-
and second-order derivative of φ.

Now, let us replace the Gaussian distributions in (4) with
zero-mean elliptically symmetric distributions having char-
acteristic generators of the same type φ(·) but defined by
matrices Σ1 and Σ2, i.e., φ(−aᵀΣ1a/2) and φ(−aᵀΣ2a/2),
respectively. Then, the moments of Y become

E{Y 2} = π1σ
2
1 + π2σ

2
2 , E{Y 4} = 3π1γσ

4
1 + 3π2γσ

4
2

with σ2
k, k = 1, 2, given by (7), and their ratio turns out to be

a positively scaled version of (5b):

κY (a) = γ
3π1σ

4
1 + 3π2σ

4
2

(π1σ2
1 + π2σ2

2)2
. (9)

It readily follows that Theorem 1 also holds for data classes
with elliptic distributions defined by the same type of charac-
teristic generator φ(·).

V. EXPERIMENTAL ASSESSMENT

A number of experiments are performed to validate the
theoretical study of the unsupervised CSP criterion developed
in this paper and to test its performance in a variety of
experimental conditions. These include synthetically gener-
ated as well as real EEG data. To perform the numerical
optimization of the kurtosis statistic (5a), we employ the
algorithm presented in [24]. We point out that this algorithm
does not require any class labels as inputs. A free MATLAB
implementation of the algorithm is provided in [25].

A. Simulated Data

To illustrate Theorem 1, let us first consider a mixture of
equiprobable classes in a two-dimensional space, i.e., p =
2. We consider three cases that only differ in the choice of
matrix Σ2. Case 1 assumes that Σ1 = diag(2, 1) and Σ2 =
diag(0.5, 2); in case 2, Σ2 is replaced by diag(0.2, 0.8); in
case 3, finally, we set Σ2 = diag(2.5, 10). In all cases, the
generalized eigenvector of Σ1 and Σ2 that maximizes the CSP
target function (2) is a1 = ±[1, 0]ᵀ, while the corresponding
minimizer is a2 = ±[0, 1]ᵀ.

Figure 2 plots the CSP criterion R [eqn. (2)] and the
kurtosis criterion κY [computed from the ratio of expecta-
tions in eqn. (5b)] in dotted and solid lines, respectively, for
a = [cos(θ), sin(θ)]ᵀ. Red and black solid lines correspond
to Gaussian and Laplacian data, respectively, where the latter
were generated as explained in [17]. The results are just as
predicted by Theorem 1: the maxima of κY are always maxima

or minima of the CSP criterion R, with different patterns of
correspondence depending on the generalized eigenvalues of
Σ1 and Σ2. In case 1 (Figure 2a), the maxima and minima
of R transform into maxima of κY , as R(a1) = 4 > 1 >
R(a2) = 0.5. In case 2 (Figure 2b), κY has the same maxima
and minima as R, because both eigenvalues are greater than
one: R(a1) = 10, R(a2) = 1.25 . Finally, in case 3
(Figure 2c), the minima of R are transformed into maxima of
κY and vice versa, since both eigenvalues are lower than one:
R(a1) = 0.8, R(a2) = 0.1. Additionally, the point R = 1,
reached in case 1, defines a global minimum of the kurtosis.

As an additional validation experiment, let us also test
the case where samples from the same class are correlated,
resulting in non diagonal covariance matrices. The following
matrices are selected at random:

Σ1 =

[
3.8152 −3.4131
−3.4131 3.3104

]
, Σ2 =

[
2.8465 0.5267
0.5267 1.2446

]
.

For these covariances, the maximizer a1 of R is the unit vector
that makes an angle of θ1 ≈ 2π/3 radians with the positive
x-axis. Similarly, the minimizer a2 is at an angle θ2 ≈ π/4
radians. Figure 3 (top) plots R and κY in a format similar
to that of Figure 2. An alternative representation is given in
Figure 3 (bottom). The color-coded circles indicate the kurtosis
of the entire projected data (outer circle) and the variance
ratio of the projected classes (inner circle) as a function of
angle θ. For the reader’s convenience, we complete the figure
by drawing a pair of dashed lines in the direction of vectors
a1 and a2. Additionally, we draw in different colours the
scatterplots of the classes and the probability density functions
of the data points after being projected onto a1 and a2, which
illustrates well the disparity between the variances resulting
from the projection.

Furthermore, it is known that whitening the data reduces the
initial generalized eigenvalue problem (3) to a standard eigen-
value problem for Hermitian matrices (see Appendix B), for
which the eigenvectors are orthogonal. To show this property,
we whiten the previous data before calculating R and κY . As a
result, Fig. 3, obtained before whitening, transforms into Fig. 4
after whitening. As expected, Fig. 4 (bottom) shows that the
directions that maximize the kurtosis become perpendicular.
Yet the equivalence between the CSP and kurtosis criteria
established by Theorem 1 still holds in this case.

B. Real Data

1) Supervised vs. unsupervised CSP of brain data: In ty-
pical BCI implementations, subjects are instructed to imagine
movements of, e.g., their right or left hand, one after the other,
while their p-channel EEG is being recorded. Then, CSP is
applied to the data, previously bandpass-filtered in the band
of interest, and the power evolution of the resulting time series
allows the BCI system to discriminate between the two classes
of motor imagery [18], [19], [20].

The purpose of this experiment is to illustrate the per-
formance of the k-uCSP approach on real EEG data. The
proposed kurtosis-based approach is tested using datasets from
the BCI competition IV (dataset 2a) [21]. These contain EEG
acquired on two different daysÂ from nine subjects with a
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(a) Case 1: R(a1) > 1 > R(a2).
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(b) Case 2: R(a1) > 1, R(a2) > 1.
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(c) Case 3: R(a1) < 1, R(a2) < 1.

Fig. 2: Criteria R(a) (dotted) and κY (a) (solid) as a
function of angle θ defining the projection direction a =
[cos(θ), sin(θ)]ᵀ. Red curves are calculated from Gaussian
data, while black curves correspond to Laplacian classes.
Dotted curves (R) overlap as the pair (Σ1,Σ2) is the same
for both distributions. As predicted by Theorem 1, the lo-
cal maximizers of kurtosis (solid lines) either maximize or
minimize the CSP criterion (dotted lines) depending on the
generalized eigenvalues R(a1) and R(a2) of Σ1 and Σ2.
Statistics are estimated from T = 1000 random samples, with
500 i.i.d. samples per class, and each curve is the average of
100 independent experiments.
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Fig. 3: Supervised vs. unsupervised CSP when samples from
the same class are correlated, with R(a1) ≈ 5.4 > 1 >
R(a2) ≈ 0.06. (Top) Criteria R(a) (dotted) and κY (a) (solid)
as a function of angle θ defining the projection direction a =
[cos(θ), sin(θ)]ᵀ. As in Fig. 2, red curves are calculated from
random Gaussian samples, and black curves from Laplacian
data. (Bottom) Alternative representation as a scatterplot of the
two correlated Gaussian distributions. Samples from one class
are shown as red dots, and from the other as blue dots. The
two color-coded circles around the scatterplots indicate the
value of R(a) (inner circle) and κY (a) (outer circle). Straight
dashed lines mark the directions representing the CSP and
kurtosis projections, which coincide in this experiment. The
probability density functions of the projected classes are also
shown in red and blue lines.
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Fig. 4: Results for the data in Fig. 3 after whitening. Apart
from the whitening operation, details about the plots are as in
the caption of Fig. 3.

p = 22-channel EEG system at a sampling rate of 250 Hz.
As pre-processing, we bandpass filter the EEG to 8 − 30
Hz. This is usual in BCI and ensures that the data are zero-
mean. Electrooculogram (EOG) channels are available and
ocular artifacts are removed using Signal Space Projections
(SSP) [22], [23].

In each trial, an arrow pointing either to left, right, down or
up is shown on a display for a short time, and the subject
is required to respectively imagine left hand, right hand,
both feet or tongue movements in response. The imagined
action lasts about three seconds but only the final two are
kept to avoid initial transient effects. Thus, each trial data
matrix consists of 22 rows of channels and 2 (seconds) ×
250 (samples/seconds) = 500 columns of time samples. Data
matrices are also normalized as suggested in [26], which
generalizes the procedure in [27]. The test statistic proposed
in [28] shows that about 2/3 of the data follow an elliptical
distribution with a standard level of significance of α = 0.01.

Finally, 72 trials of each movement are performed per subject
and day.

Experiments are conducted on groups of trials. Each group
comprises 144 trials, half from one of the four classes (e.g.,
left hand) and half from another (e.g., right hand), all from the
same subject and recorded the same day. The corresponding
144 trial data matrices are concatenated along the temporal
dimension, producing one large observation matrix with di-
mension 22 × 72000. In total, there are 9 (subjects) × 6
(possible combinations of four classes) × 2 (days) = 108
groups. The projections of the p-channel EEG onto the p-
directions maximizing the kurtosis are computed for each
group of trials by the algorithm in [24], [25]. Specifically,
after applying a whitening transformation, we maximize p-
times the kurtosis, one after the other, under the constraint that
the direction obtained in the nth maximization is orthogonal
to the previously calculated directions (see Appendix B for
details).

For illustration purposes, Figure 5 shows several projected
trials with maximum kurtosis, calculated from ‘left-hand’
and ‘right-hand’ EEG data recorded from subject 1 during
the second session. In this particular experiment, the power
of the left-hand motor imagery projections (denoted ‘1’) is
clearly higher than that of the other hand (denoted ‘2’), which
facilitates class discrimination. A scatter plot of log-variances
for all projected trials is also shown in Figure 6, using the
supervised projection on the x-axis and the unsupervised
kurtosis-based projection on the y-axis.
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2 s

kurtosis
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2 1 2 2
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-1

 1

 3
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Fig. 5: One-dimensional projection of EEG data with maximal
kurtosis (blue line). Several projected trials from the first user
are shown. Labels ‘1’ and ‘2’ correspond to data classes (‘1’
= left hand, ‘2’= right hand). Visible to the naked eye, the
power of one of the projected classes (namely, class ‘1’) is
significantly higher, as would be expected from the application
of CSP. For comparison, the projection of the same trials
onto the corresponding supervised CSP filter are also shown
(bottom black curves).

As a more formal test of the relationship between both
criteria (supervised and unsupervised), we also project the
EEG data onto the p = 22 generalized eigenvectors of the
matrices Σ1 and Σ2. For each projection direction, we cal-
culate the ratio of variances of the projected classes (σ2

1/σ
2
2).

These ratios are then arranged in decreasing order along a
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Fig. 6: Scatter plot of log-variances for all ‘left-hand’ vs
‘right-hand’ trials recorded the second day from subject 1,
using the supervised projection which maximizes R on the
horizontal axis and the corresponding unsupervised projection
with maximal kurtosis on the vertical axis. Legend: blue circles
= left-hand, red crosses = right-hand.

p-dimensional vector bCSP . A distinct vector is generated
for each group of trials, as the projection directions differ
from one another. Next, we repeat the experiment with the
difference that this second time the data are projected onto
the p directions maximizing the kurtosis. The new variance
ratios are stored in a vector bKurt. A strong similarity is
found between the vectors bCSP and bKurt calculated from
the same data. The Pearson correlation coefficient between the
components of these two vectors, averaged for all movements,
is 0.9692 for subject 6 (best), and 0.9484 for subject 9 (worst).
The correlation coefficient averaged over all groups of trials
is 0.9586 with standard deviation 0.0257. Both approaches
therefore provide very similar variance ratios, though one
method is supervised while the other is not.

2) Unsupervised discrimination: The k-uCSP approach
may be combined with some unsupervised classification tech-
nique in order to design a full data-driven BCI system.
Some preliminary illustrative experiments are presented in the
remaining of this Section. Let Y1, . . . , Yp be the unsupervised
projections that result from projecting a single trial data
matrix. These matrices are 22× 500, so that each Yi consists
of 500 values. As in [27], their variances are used to calculate
the following p = 22 features

Fi = log

(
var(Yi)∑p
n=1 var(Yn)

)
, i = 1, . . . , p, (10)

which are arranged in a p-vector.
For illustrative purposes only, Figure 7 draws the scatter-

plot of 80 log-variances Fi computed from ‘left vs right-hand’
trials from subject 1. Superimposed, we draw the contour plot
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Fig. 7: Scatter plot of the k-uCSP features F1 and F22,
calculated by (10) from ‘left vs right-hand’ trials from subject
1 (circles = left-hand, crosses = right-hand). The features
are sorted according a variance criterion: var(F1) > . . . >
var(Fp), where the variance is calculated across all the trials
within a group. Superimposed we show the contour plot of
the two-component best fitting Gaussian mixture model of the
points.

of the best fitting two-component Gaussian mixture model
(GMM) of the point cloud [29]. By assigning a point to the
Gaussian distribution it most probably belongs to, we partition
the space in two regions with the hope that these regions
accurately reflect the original classes. The performance of
the classification can be evaluated by using the true labels as
ground truth. For example, in Figure 7, when the subject thinks
of a ‘left-hand’ movement, 27 times out of 40 (about 2 times
out of 3) it is assigned to Region 1. Similarly, ‘right-hand’
movements are 36 times of 40 (9 times out of 10) assigned to
Region 2. As both kind of movements are equiprobable, the
average probability of success or accurate classification can be
calculated as

P =
27

40
× 1

2
+

36

40
× 1

2
= 0.7875.

Our last experiments are conducted on each group of 144
trials. We run a 10 fold cross-validation. To this end, the trials
are divided into training (130 trials) and testing (14 trials). In
the training phase, we calculate the unsupervised projection
directions from the 130 trials in the training set. Then, we fit
a two-component p-dimensional GMM to the resulting 130
log-variance feature vectors. Next, in the testing phase, the
14 trials of the testing set are projected onto the previously
calculated directions, and the GMM is used for classifying
the corresponding 14 p-vectors of log variance features. This
is repeated 10 times, with different training and testing sets,
and the results are averaged out.

We observe that the performance largely depends on the
type of motor imagery. For example, for subject 1, best results
are obtained for the classification of ‘right-hand’ vs ‘tongue’
movements: we get 96.48% of accuracy in session 1 and
97.19% in session 2, 96.83% in average. However, ‘feet’
and ‘tongue’ movements are hardly distinguishable one from
another: only the 56.19% (session 1), 61.81% (session 2)
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and 59.0% (average) of the corresponding trials are correctly
classified. The following averaged classification accuracies are
obtained for the combination of imagined movements with the
best performance:
• Subject 1: 96.83% (‘right-hand’ vs ‘tongue’),
• Subject 2: 65.57% (‘feet’ vs ‘tongue’),
• Subject 3: 80.45% (‘right-hand’ vs ‘tongue’),
• Subject 4: 72.52% (‘left-hand’ vs ‘feet’),
• Subject 5: 62.88% (‘left-hand’ vs ‘tongue’),
• Subject 6: 64.33% (‘right-hand’ vs ‘feet’),
• Subject 7: 79.57% (‘left-hand’ vs ‘tongue’),
• Subject 8: 93.07% (‘left-hand’ vs ‘tongue’),
• Subject 9: 91.59% (‘left-hand’ vs ‘tongue’).

The average of all these numbers equals 78.31%, not far
from the mean classification accuracy (82.3%) obtained by
the unsupervised workload classification approach in [8]. It
is a good performance considering its unsupervised nature.
For comparison, Table I also gives the results obtained by
the supervised CSP approach, where supervised classifica-
tion is carried out with Fisher linear discriminant analysis
(LDA) [30].

The complete results are shown in Figure 8, grouped by
subject. For example, the accuracy of subject 1 ranges from
56.19% to 97.19%, depending on the motor imagery under
consideration. Table II presents the mean value for each
subject. For comparison, Table II also shows the accuracy
obtained by using the supervised CSP approach and Fisher
linear discriminant.

Subject
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P
er

ce
n
ta

g
e

60

70

80

90

100

Fig. 8: Box plots of the unsupervised classification accuracy
for each user. The boxes extend from the 25th to the 75th
percentiles. Lines at either end of the boxes cover the max-
imum and minimum values. The red line in the middle is
the median (50th percentile). Notches represent a confidence
interval around the median. The black crosses are the mean
values (see also the first column of Table II).

Complementarily, Fig. 9 and Table III show the performance
of the criterion for each imagined movement, averaged across
the subjects.

A natural question to ask is why there is a marked difference
in some data sets between the performance of the traditional
supervised approach and the proposed unsupervised one. To
address this question, we have investigated the separation
between the classes in the feature space using t-Distributed

TABLE I: Classification accuracy (in percentage) associated
with the combination of imagined movements with the best
performance for the unsupervised (k-uCSP with GMM classi-
fier) and supervised (CSP and Fisher LDA) approaches.

Subject Unsupervised Supervised
S1 96.83 98.59
S2 65.57 86.69
S3 80.45 94.78
S4 72.52 77.9
S5 62.88 70.85
S6 64.33 69.11
S7 79.57 97.19
S8 93.07 93.40
S9 91.59 93.04

TABLE II: Mean classification accuracy (in percentage), ave-
raged for each subject, comparing the unsupervised (k-uCSP
and GMM classifier) and supervised (CSP and Fisher LDA)
approaches.

Subject Unsupervised Supervised
S1 85.07 89.07
S2 62.52 78.33
S3 67.73 90.44
S4 62.67 74.14
S5 62.35 64.39
S6 61.28 67.26
S7 68.21 91.25
S8 76.02 88.83
S9 79.56 85.06

Stochastic Neighbor Embedding (t-SNE) [31], [32]. This is
a popular technique for the visualisation of high-dimensional
data. It maps each data point to a location in a low (2 or
3) dimensional space. Such a mapping preserves the local
structure of the data in the sense that if the data points form
well-separated clusters in the original high-dimensional space,
they will too in the dimension reduced space.

Specifically, t-SNE is used to map the vectors (F1, . . . , Fp)
that contain the log-variance features to a space of two

Imagined movements
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Fig. 9: Box plots of the unsupervised classification accuracy
for each imaginary movement (‘L-R’: left-hand vs right-hand,
‘L-T’: left-hand vs tongue, ‘R-T’: right-hand vs tongue, ‘L-F’:
left-hand vs feet, ‘R-F’: right-hand vs feet, ‘T-F’: tongue vs
feet).
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TABLE III: Mean classification accuracy (in percentage) for
imaginary movements (‘L-R’: left-hand vs right-hand, ‘L-
T’: left-hand vs tongue, ‘R-T’: right-hand vs tongue, ‘L-F’:
left-hand vs feet, ‘R-F’: right-hand vs feet, ‘T-F’: tongue vs
feet), averaged across subjects, comparing unsupervised and
supervised approaches.

Imagined Mov. Unsupervised Supervised
L-R 67.3677 76.2513
L-T 74.2751 83.6349
R-T 71.7037 82.2540
L-F 69.8704 82.4471
R-F 68.6958 83.1058
T-F 65.0238 78.1587

dimensions. Let us see an illustrative example: Figure 10a
visualizes the mapping of the ‘tongue’ and ‘left-hand’ k-
uCSP log-variance features calculated from user 7 during
Session 1. Each point represents one of the feature vectors.
For comparison, 10b depicts the corresponding CSP-based log
variance features. We see that the classes are separated, but
not always well separated. Consequently, the unsupervised
classification algorithm may not be able to differentiate the
two groups. In practice, this will lead users to determine on
the fly, probably by trial and error, which imagined movements
are optimal for themselves (in view of Table III, it may be the
combination ‘hand’ vs ‘tongue’ for most people).

Before closing the section, it should be remarked that the
choice of the GMM classifier based on the features of eqn. (10)
is made for illustration purposes only, but is most probably
suboptimal. More optimal choices of features and unsuper-
vised classifiers, which are beyond the scope of the present
work, are expected to improve unsupervised BCI results.

VI. CONCLUSIONS

Kurtosis maximization performs CSP in an unsupervised
fashion, sparing the need for training data and correct la-
belling. Further work would also aim at more elaborate BCI
systems based on the proposed blind CSP approach.
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APPENDIX A
PROOF OF THEOREM 1

Maximizing (5b) is equivalent to maximizing f(a) :=
π1σ

4
1 +π2σ

4
2 subject to the constraint h(a) := π1σ

2
1 +π2σ

2
2−

1 = 0. Because of that constraint, the objective function f(a)
is defined on a closed interval. This, together with the fact that
f(a) is continuous, ensures that it has both a maximum and a
minimum value that it can attain. Let L(a, λ) = f(a)+λh(a)
be the Lagrangian function and let L(a, λ) be the Hessian
matrix of L(a, λ) with respect to a, having as (i, j)-entry
[L]ij = ∂2L

∂ai∂aj
(a, λ). Additionally, the tangent plane of h(a)

at a∗ is defined as the set T (a∗) = {v : vᵀ∇h(a∗) = 0},

(a) K-uCSP log-variance features

(b) CSP log-variance features

Fig. 10: Visualisation of the ‘tongue vs left-hand’ log-variance
features for user 7. Each class has a different colour set of
spots.

where ∇ represents the gradient with respect to a. We recall
the following result [33, Chap. 20]:

Theorem 2: Let a∗ be a local maximizer of f(a) subject to
h(a) = 0. Then, there exits λ∗ ∈ R such that
C1) ∇f(a∗) + λ∗∇h(a∗) = 0, and
C2) for all v ∈ T (a∗), we have vᵀL(a∗, λ∗)v < 0.

If a∗ is a local minimizer, condition C2 becomes
vᵀL(a∗, λ∗)v > 0.

Next we check conditions C1 and C2 for our particular
problem.

Condition C1: We begin by computing the gradients

∇f(a) = 4
(
π1σ

2
1Σ1a + π2σ

2
2Σ2a

)

∇h(a) = 2 (π1Σ1a + π2Σ2a) .

Setting the gradient of the Lagrange function to zero, we
obtain the equation

2
(
π1σ

2
1Σ1a + π2σ

2
2Σ2a

)
+λ (π1Σ1a + π2Σ2a) = 0. (11)

Premultiplying by aᵀ we easily find that

λ∗ = −2
(
π1σ

4
1 + π2σ

4
2

)
/
(
π1σ

2
1 + π2σ

2
2

)
.
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Substituting into (11), we get σ2
1

(
σ2
2 − σ2

1

)
Σ2 a =

σ2
2

(
σ2
2 − σ2

1

)
Σ1 a. This equation has two solutions:

S1) σ2
2Σ1a

∗ = σ2
1Σ2a

∗ (12)

S2) σ2
1 = σ2

2 . (13)

Observe that S1 corresponds to the CSP solution (3).

Condition C2: To ascertain whether these solutions are
maximizers or minimizers of the criterion, we need to consider
the second-order condition C2. The Hessian matrix of the
Lagrangian can also be decomposed as L(a, λ) = F (a) +
λH(a), where F and H are the Hessian matrices of f(a)
and h(a), respectively. We first focus on solution (12), which,
after some tedious algebraic manipulations, leads to

H(a∗) = 2 (π1Σ1 + π2Σ2)

F (a∗) = 4

2∑

i=1

(
2πiΣia

∗a∗ᵀΣi + πiσ
2
iΣi

)
.

In addition, the tangent plane T (a∗) is the set of vectors v ∈
Rp such that vᵀ∇h(a∗) = 0, implying that

vᵀ(π1Σ1 +π2Σ2)a∗ = 0 ⇒ vᵀΣ1a
∗ = vᵀΣ2a

∗ = 0 (14)

where we have exploited in the last implication the fact that
Σ1a

∗ =
σ2
1

σ2
2
Σ2a

∗, as follows from (12). Let us denote s2i :=

vᵀΣiv the variance of class i after projection onto v, i = 1, 2.
It follows that

vᵀL(a∗, λ∗)v = η σ2
2s

2
2

(
σ2
1 − σ2

2

)
(R(v)−R(a∗)) (15)

where η def
= 4π1π2/(π1s

2
1+π2s

2
2) > 0 and we have recognized

that s21/s
2
2 is, by definition, equal to R(v). To check C2, we

distinguish the following cases:

Case 1: a∗ = a1, the dominant eigenvector of the GEVD
problem defining CSP solution (3). This vector is also the
maximizer of the CSP criterion R(·) defined in eqn. (2), as
recalled in Sec. II, and therefore R(v) < R(a1), ∀v ∈ T (a1).
Now, if R(a1) > 1, then σ2

1 > σ2
2 , and expression (15) is neg-

ative. In other words, a1 is a maximizer of the kurtosis (5b).
Otherwise, if R(a1) < 1, then σ2

1 < σ2
2 and expression (15)

is positive, so that a1 defines a minimum of the kurtosis.

Case 2: a∗ = ap, the least significant eigenvector of
GEVD problem (3). As seen in Sec. II, this vector is also the
minimizer of R(·), so that R(v) > R(ap), ∀v ∈ T (ap). Using
the same reasoning as in the above case, ap is a minimizer
of the kurtosis criterion if R(ap) > 1, whereas it defines a
maximum if R(ap) < 1.

Case 3: a∗ = ai, 1 < i < p, any of the remaining
eigenvectors of GEVD problem (3). Here we exploit the
fact that the generalized eigenvectors enjoy an orthogonality
property with respect to covariance matrices Σ1 and Σ2, i.e.,
aᵀ
i Σkaj = 0, for all 1 ≤ i 6= j ≤ p, k = 1, 2. From (14),

it follows that both a1 and ap belong to T (ai). Hence, the
sign of expression (15) when v = a1 is different from that

when v = ap, thus defining a saddle point of the kurtosis
criterion (5b).

In the light of the above cases, we realize that only the
maximizer a1 and/or the minimizer ap of CSP criterion (2)
maximize the kurtosis. More precisely, the maximizer of
kurtosis is a1 if R(a1) > 1 and ap if R(ap) < 1. Because,
by definition, R(a1) > R(ap) (Sec. II), we can never have
R(a1) < 1 and R(ap) > 1 simultaneously, the only possibility
for neither point to maximize kurtosis. To conclude the proof
of Theorem 1, it remains to study solution S2 given in
eqn. (13). This solution corresponds to the case where the
mixture of projected classes simplifies into a single Gaussian
distribution, with κY = 3, and turns out to be a global
minimizer of kurtosis, as follows from next lemma:

Lemma 1: κY (a) ≥ 3, ∀a ∈ Rp.

Proof: The kurtosis (5b) can be expressed as κ(a) =
3‖b‖2‖c‖2

(b·c)2 , with b · c def
= bᵀDc, b = [σ2

1 , σ
2
2 ]ᵀ, c = [1, 1]ᵀ,

D = diag(π1, π2). By the Cauchy-Schwarz inequality, |b·c| <
‖b‖‖c‖, and then κY (a) ≥ 3, with equality if and only b = `c,
` ∈ R \ {0}, implying σ2

1 = σ2
2 .

APPENDIX B
COMPUTING SEVERAL PROJECTION DIRECTIONS

The whole set of eigenvectors of (12) can be computed as
follows. It can be always assumed that E{XXᵀ} = I , where
the I is the identity matrix, under the assumption that the
data has been whitened or sphered in a pre-processing step.
Since in general the covariance matrix of the data is given by
E{XXᵀ} = π1Σ1 + π2Σ2, whitening imposes that π2Σ2 =
I − π1Σ1. Substituting in (3), we get a usual eigenvalue
problem Σ1a = δa, where δ = R(a)/(π1R(a)+π2). Finally,
as the eigenvectors of a Hermitian matrix are orthogonal,
they can be determined by maximizing the kurtosis under
the constraint that the direction obtained in the nth step is
orthogonal to the previously computed directions. A possible
implementation is presented as pseudo-code in Algorithm 1,
where µ is the step size and the gradient∇κY (a) can be easily
obtained from eqn. (5a), i.e., κY (a) := E{Y 4}/E{Y 2}2,
where Y = aᵀX , as

∇κY (a) =
∂κY (a)

∂a

=
4

E{Y 2}2
(

E{XY 3} − E{XY }E{Y 4}
E{Y 2}

)
. (16)

Observe that this expression can be always evaluated without
any knowledge of the data labels by just replacing the ex-
pectations with their sample average estimates. For example,
note that [24], [25] implement this pseudo-code in Matlab.
Furthermore, [24], [25] seek the optimal value of µ using an
algebraic line search approach.
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Conclusions

Along this thesis we have studied the application of statistical signal processing and
machine learning methods for improving the performance of existing Motor Im-

agery Brain Computer Interfaces. As we have commented previously, the elucidation
of the movements intended by the subject is a process that is typically decomposed in
the following main stages: signal preprocessing, feature extraction (usually involving a
dimensionality reduction) and classification.
In this work, we have tried to put forward some novel proposals for each of the previous

stages. In some cases, these humble proposals seem to lead to certain advances compared
to the state-of-the-art methods in this field. In the following, we summarize the main
contributions of this thesis:

• The preprocessing of the EEG observations usually relies on some classical tech-
niques that have been revealed to be very effective in practice. These include the
use of referential measurements, its bandpass filtering and a suitable normalization
of the covariance matrices of the resulting observations. Any advances that could
be obtained in this initial stage of the process have a great potential, in the sense that
they can be immediately applied to the plethora of existing techniques for solving
the MI-BCI problem.

In this regard, one of our contributions has focused on tackling the non-stationarity
of the EEG measurements, which can happen at different levels. The classical
inter-subject and inter-session variabilities have been frequently addressed in the
literature. On the contrary, in this thesis, we have shifted our attention to the less
studied variabilities that happen between trials and also within samples of the same
trial. The signals generated by the brain are non-stationary in power at the trial and
sample levels. Our hypothesis was that this power variability hinders the correct
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estimation of the covariance matrices of the trials. Therefore, we proposed an over-
complete model of the EEG observations (that regards the noise as an additional
source in the mixture) and developed an iterative amplitude correction method for
the measurements that aims to implicitly equalize the power of the effective EEG
sources, i.e., of those components of the sources that effectively contributes to the
observations. Furthermore, this normalization also attenuates heavily those sam-
ples that are less related to the rest of the data, minimizing the negative effects of
the artifacts and making the whole system more robust.
This normalization has several advantages: it is free of hyper-parameters to tune and
can be used to obtain improved covariance matrix estimates not only in training, but
also during the test trials. When the method is applied to a unique training trial, it is
reduced to Tyler’s procedure to obtain an improved scatter matrix estimator. Still,
the performance improves further when considering the whole set of training trials,
a scenario of heterogeneous observations that seems to be covered by our proposal
while it is beyond the hypotheses required by the derivation of Tyler’s method.
Besides, we have also shown that standard power normalization of the observations,
which is widely used in the preprocessing of the EEG data for MI-BCI, coincides
(for a suitable isotropic initialization) with the result obtained in the initial itera-
tion of the proposed procedure. In general, this leads to a useful correction of the
observations, although it is sub-optimal compared to the improvement in the co-
variance matrix estimates that can be obtained by just a few more iterations (since
the convergence of the proposed procedure is quite fast).
The experimental results obtained with synthetic and real data have corroborated
our hypothesis that the correction of the power variability of the effective EEG
source signals, in general, leads to improved covariance matrix estimates. This,
in turn, allows to obtain transversal improvements in accuracy (and in most cases
clearly significant) when the proposed normalization is combined with the existing
MI-BCI classification algorithms.

• The second stage considered in aMI-BCI system, the feature extraction stage, is one
of the most active research areas in the MI-BCI field. We have shown that there
are two differentiated lines of investigation: the algorithms based in Riemann’s
metric and the ones based on CSP. Although both lines can be applied to the same
problems, the Riemannian metric does not need to reduce dimensionality, while
CSP is a dimensionality reduction technique.
CSP works with two classes by projecting linearly the data obtained from EEG
samples onto directions where the variance of the projected data points is signif-
icantly higher for one class than for the other. The projected data variances can
then be used as features for classification. Although we have studied many of its
variations, we have seen that, in general, the results obtained for real data from BCI
competitions reveal a similar performance for many variations of CSP, in terms of
accuracy.
However, CSP and its variants depend on the availability of correctly labeled data,
making them fall in the category of supervised algorithms. In this regard, one of
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our contributions has proven that CSP can also be performed in an unsupervised
or blind way, that is, using unlabeled data. For this, we assume that the classes fol-
low an elliptically symmetric distribution (which includes Gaussian distributions
as a particular case). The proposed algorithm is based on the maximization of the
kurtosis using a gradient descend approach. Among the benefits of using an unsu-
pervised algorithm, we can highlight that it spares the need for training labels and it
is not affected by incorrect labeled data. Also, it may be used when training labels
are not available or may be uncertain. We have proved that with the maximization
of the kurtosis we obtain similar results as the ones obtained with CSP, using both
real and simulated data.

• Regarding the last and final step of the system, the classification stage is based
on algorithms widely used in the field of Machine Learning, such as SVM or LR.
However, one of the most used classifiers in the MI-BCI field is the LDA algorithm.
It has been seen that this algorithm was greatly improved by the shrinkage method
proposed by Ledoit and Wolf, which is known as sLDA.
Following this line of research, we have experimentally observed that the shrinkage
method developed by Chen et. al. combined with LDA yields better results, spe-
cially when we are working with very few training data. The reason why we obtain
better results with this combination, which we have denominated gLDA, is due to
the fact that both LDA and the shrinking method assume that the features follow
Gaussian distributions.
Our last contribution was to show that it is possible to classify imagery movements
in almost a blind context thanks to the unsupervised CSP and the GMM algorithms.
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