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ABSTRACT

An important characteristic that determines the behavior of a solute in water is whether it is hydrophobic or hydrophilic. The traditional
classification is based on chemical experience and heuristics. However, this does not reveal how the local environment modulates this impor-
tant property. We present a local fingerprint for hydrophobicity and hydrophilicity inspired by the two body contribution to the entropy.
This fingerprint is an inexpensive, quantitative, and physically meaningful way of studying hydrophilicity and hydrophobicity that only
requires as input the water-solute radial distribution functions. We apply our fingerprint to octanol, benzene, and 20 proteinogenic amino
acids. Our measure of hydrophilicity is coherent with chemical experience, and moreover, it also shows how the character of an atom can
change as its environment is changed. Finally, we use the fingerprint as a collective variable in a funnel metadynamics simulation of a
host-guest system. The fingerprint serves as a desolvation collective variable that enhances transitions between the bound and unbound
states.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5088418

I. INTRODUCTION controversial literature on the concept of hydrophilicity, and we do
not want to enter into this arena, nor do we want to replace what is

“Like dissolves like” is one of the earliest chemical rules a sci- already available in the literature.

entist learns in relation to solvation. It implies that solutes that are
chemically similar to water have a favorable interaction with water
and are hydrophilic. On the other hand, solutes that are not like
water will tend to repel water and be hydrophobic."” Typically, one
assigns to each atom its own hydrophobicity or hydrophilicity based
on chemical experience and heuristics. Despite the importance of
these intuitive classifications, none of them is quantitative nor takes
into account thermodynamics or solvent structure. Processes like
protein folding, the assembly of molecules, or crystallization depend
crucially on their interaction with water. Thus, it would be of great
help to have a measure of the hydrophobicity and hydrophilicity of
the atoms in a solute molecule and understand how these parame-
ters change as the environment changes. There is a vast and at times

For instance, in the context of protein science, many hydropho-
bicity scales for amino acids have been proposed based on empiri-
cal or computational data without any definitive consensus.’ Scales
that focus on the hydrophobicity of selected heavy atoms have also
been proposed. Some of them are based on local compressibil-
ity or density fluctuations of the hydration layers of proteins and
surfaces.””

Here, we propose to use a concept related to the density fluc-
tuations, namely, the radial distribution function (RDF). Thus, we
define a local fingerprint that is a function of the RDF between solute
atoms and water oxygen atoms. This fingerprint has been inspired
by our previous work on using approximated expressions for the
entropy in order to distinguish between solidlike and liquidlike
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environments.”” We emphasize that the goal of this work is not
to calculate the entropy and that we ignore angular correlations
that play an important role in a complex liquid such as water."”’
With respect to other hydrophobicity measures, our fingerprint
has the advantage of being easy to compute and defined for each
atom, and in principle, it can also be experimentally measured.
One can thus assess the hydrophobicity of each individual atom
and the modifications that result from changes in its environment.
We apply this fingerprint to water and methane as representatives
of optimal hydrophilicity and hydrophobicity and to more com-
plex systems such as octanol, benzene, and 20 proteinogenic amino
acids.

The local fingerprint does not only provide an inexpensive and
quantitative assessment of hydrophobicity, but it is also a suitable
collective variable (CV) to describe solvation in enhanced sampling
simulations. In many cases, solvation and desolvation represent a
kinetic bottleneck in spite of not being the main processes under
study. This is the case in protein folding, ligand binding, and crystal-
lization. We illustrate the usefulness of the fingerprint in enhanced
sampling simulations by using it in a funnel metadynamics simu-
lation of a host-guest system. The fingerprint enhances the transi-
tion between the bound and unbound states through a dynamical
description of solvation.

Il. FINGERPRINT FOR HYDROPHOBICITY
AND HYDROPHILICITY

Theory provides an expansion of the entropy of a liquid as a
sum of many-body correlation functions.”' >’ Inspired by this the-
oretical framework, we propose the following term of the expan-
sion as a local fingerprint for hydrophobicity and hydrophilicity of
atom i:

Sé = =27Pyoc /Ooo{giw(r) In[giw(r)] - giw(r) +1 }rzdr, (1)

where pyoc is the local number density of water and giw(r) is the
radial distribution function of atom i of the solute and water oxygen
atoms. The reader should bear in mind that this is not an expression
for the excess entropy of the system but rather one of its contribu-
tions. Calculating the entropy requires including higher order terms
and angular correlations” '* at a much higher computational cost.
This defeats our purpose of having an inexpensive, semiquantitative
fingerprint useful also in enhanced sampling simulations. Further-
more, Eq. (1) can be seen in a different light if it is interpreted
as a Bregman divergence between g;w(r) and the perfect gas RDF,
ie, g(r) = 1 V r.”* From this point of view, it represents a dis-
tance between these two functions. Equation (1) is also connected
to the Kirkwood-Buff’ integrals since both are integrals involving
the radial distribution function.

It is instructive to calculate the fingerprint value in the simple
case of a spherical cavity of radius R embedded in an ideal solvent.
In this particular case, giw(r) in Eq. (1) is

ifr <R,

0,
gn(r) = {1, ifr>R. @

If we introduce this step function in Eq. (1), the following formula
for the fingerprint of a cavity of volume V = %ﬂR3 is obtained:
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cav _ T2 7 3
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This expression is the leading term of the solvation entropy in the
information theory model of hydrophobic interactions***’ if one
assumes that the solvent behaves ideally.

Ill. COMPUTATIONAL METHODS

All the systems used in this work for unbiased simulations
were solutions of a single solute molecule with 1000 SPC/E** water
molecules at water density 0.997 g cm™. The solutes studied were
an SPC/E water molecule, methane, n-octanol, benzene, and 20 pro-
teinogenic amino acids. The amino acids were simulated in their
standard physiological protonation state and with N-methylated
and C-acetylated termini. The OPLS” force field was used for
methane and octanol. AMBER03" was used for the amino acids
and benzene. The partial charges of benzene were calculated at the
B3LYP/cc-PVTZ level using the ESP method,’" and the polarizable
continuum model” was used to mimic the aqueous environ-
ment. Water molecules were kept rigid using the SETTLE algo-
rithm.” For the rest of the solutes, the bonds involving hydro-
gen were constrained with the P-LINKS algorithm.”* Lennard-Jones
cross-term parameters were assigned using €;; = (e,-ie]j)(l/ ?) and
0jj = 257, except in the case of AMBERO3 where 0/ = (0i0;) P
was used.

The host-guest system studied by metadynamics simulation
was obtained from the SAMPL5" blind contest. The host-guest sys-
tem studied has code name OAMe/OA-G2, and the structure and
topology files used were those provided for the contest. The force
fields used were GAFF" and SPC/E.”

All molecular dynamics (MD) simulations were run with
GROMACSv5.1.1” in the NVT ensemble using the stochastic veloc-
ity rescaling thermostat™ at 298 K and a relaxation time 7 = 0.1 ps.
The equations of motion were integrated using the leapfrog algo-
rithm with a 2 fs time step for a total time of 10 ns. The simulation
time for the metadynamics simulation was 300 ns although a shorter
simulation would have sufficed to achieve convergence. Periodic
boundary conditions were used, and long-range electrostatic inter-
actions were calculated with the PME method.””*” Short range van
der Waals interactions were truncated at 10 A.

The calculations of the fingerprint were done using a develop-
ment version of PLUMED 2."' The RDF is calculated using a kernel

density estimation of the radial distribution function,”” which for a
Gaussian kernel is
1 1 —(r—r)? 2
g (r) = o (1) (20 ), (4)

Apyloct”? je /2702

where r; is the distance between the fingerprinted atom, i, and the jth
water molecule where j runs over the set of water molecules. o is the
Gaussian kernel bandwidth. Kernel density estimation ensures that
giw(r) is continuous and differentiable with respect to atomic posi-
tions for its use as a collective variable in enhanced sampling simula-
tions. In addition, this decreases the noise when the statistics are
poor. Nevertheless, a conventional RDF would give identical results.
The value of ¢ was 0.05 A producing RDFs that are smooth but
yet preserve all the relevant features. The fingerprint was integrated
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using the trapezoid rule. The upper integration limit was chosen to
be rmax = 10 A. Equation (4) corresponds to the single configuration
giw(r). To reduce noise, g;w(r) is averaged for its use in Eq. (1).

The local number density of water pyoc is generally different
from the bulk water density py. This is a consequence of the excluded
volume of the solute. For big solutes such as the amino acids consid-
ered below, the deviation of p, o from py can be very significant. For
this reason, we have used the local density both in Egs. (1) and (4).
This choice ensures that the RDFs are all equivalently normalized
regardless of the excluded volume of the solute.

Well tempered metadynamics (WTMetaD) simulations’”*’
were run on the host-guest system in its funnel variant.”* Funnel
metadynamics adds a constant bias potential on the guest such that
it remains in a funnel-shaped region with the conical part placed in
the cavity of the host and the thin cylindrical region outside host.
In this way, the guest diffuses in a region of space where it can
easily access the host and not diffuse through all space. The fun-
nel has a length of 23 A with the cone apex at 15 A and a cone
angle of 45°. The funnel restrain was quadratic with a force con-
stant of 40 k] A™2. The entropy loss due to this restrain is cor-
rected analytically**” a posteriori using Eq. (1) of the supplementary
material.

WTMetaD was performed using two CVs: the inverse of the
square root of host-guest contact map and a CV based on the fin-
gerprint Ss that we shall refer to as Scy. Using the inverse of the
square root of the contact map ensures that both states are sam-
pled in a balanced fashion. This compensates for the fact that a
bound and unbound state have ranges of contact-map values that are
very uneven. The chosen contacts are specified in PLUMED’s input
shown in the supplementary material. Scv is defined as the sum of S
of several atoms of both the host and the guest. Only some solute
atoms are included for the calculation of Scv in order to reduce
their computational cost. The atoms used can found in Fig. S6 of the
supplementary material. An additional simulation without biasing
Scv was performed as a reference.

The WTMetaD simulation was carried out using the same
molecular dynamics parameters as the unbiased simulations. The
Gaussians were deposited every 1 ps with an initial height of
5 KkJ mol~!. The Gaussian gs were 0.005 and 0.05 kg for the con-
tact map CV and the fingerprint CV. A bias factor of 24 was used.
The free energy surfaces were reweighted by the method of Tiwary
and Parrinello.” The statistical uncertainties are presented as the
standard error of the mean calculated using block averages. Fur-
ther details of the simulation can be found in the supplementary
material.

IV. RESULTS AND DISCUSSION
A. Simple solutes

Water and methane are paradigmatic cases of hydrophilic and
hydrophobic solutes. Thus, their fingerprint values can be used as
references. Water has an Ss of —1.57 + 0.01 and methane of —2.78
+ 0.01. Figure 1 clarifies the physics behind these numbers. The top
graph shows the radial distribution functions of the solutes and the
bottom graph the integrand I;(r) of the fingerprint

Ii(r) = —2mpw {giw(r) In[giw (r)] — giw(r) + 1}7°. (5)
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FIG. 1. Top: C-O radial distribution function for the aqueous methane simu-
lation (blue) and O-O radial distribution function for a pure water simulation
(red). Bottom: for the same pairs, the integrand, /i(r), of the fingerprint is
plotted.

The figure shows how S, varies with the radial structure of the sol-
vent around the solute. In essence, S becomes more negative the
larger the deviation of the RDF from one. The more the solvent is
structured around the solute, the smaller S;. Because of the 7* factor,
the structuring at larger distances is especially effective in decreas-
ing Ss. At short distances, for r less than a distance r. of the order of
the molecular radius, giw(r) ~ 0 and this small r region gives a con-
tribution proportional to 2. This contribution to Ss corresponds to
the cavity formation entropy. Methane has a lower S; than water for
two reasons. First, it generates a larger cavity. Second, although its
first hydration shell peak is less structured, it is wider; it is located at
distances larger than the first hydration shell of water and contains 4
times more water molecules.

We shall use the S values for water and methane as repre-
sentative of extreme hydrophilicity and hydrophobicity. It is there-
fore convenient to rescale the values of Ss introducing an index
h that is +1 for water and —1 for methane. Thus, in this scale,
the sign of h determines whether the atom is hydrophobic or
hydrophilic.

We now turn to discuss the properties of octanol chosen for its
amphiphilic character. Figure 2 shows octanol, water, and methane
with their heavy atoms colored according to their 4 values. The index
clearly distinguishes between hydrophobic and hydrophilic atoms.
The trend in & values is in accordance with what could have been
expected. The index can also deal with intermediate cases as the car-
bon atom attached to the alcohol group. This atom should be labeled
as less hydrophobic than aliphatic carbons due to its partial positive
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Octanol

CH,

FIG. 2. Octanol, water, and methane molecules with their heavy atoms colored
according to the hindex. The scale ranges from hydrophobic (blue), to intermediate
(white), and to hydrophilic (orange).

charge generated by the electronegativity difference with the oxygen
it is bonded to. Nevertheless, since the influence of a hydrophilic
atom on the fingerprint of others is limited, the fingerprint is local
with respect to the atoms of the molecule. The terminal CHj3 has a
lower h than the CH, carbons. This can be ascribed to the fact that
the solvation shells of neighboring CH, groups in the aliphatic chain
overlap. This shifts the RDF first solvation peak to higher distances
thus increasing h. Since CH3 has only one neighbor, this effect is
less pronounced. Figure S3 of the supplementary material illustrates
this by analyzing the RDFs of primary, secondary, and tertiary car-
bon atoms and methane. Figure S4 of the supplementary material
includes the numeric values of the fingerprint of the atoms in
octanol.

An interesting case is that of ions, in which their classifica-
tion into hydrophilic or hydrophobic could be misleading. The
fingerprint S; for Na* is —3.9 kg which would mistakenly clas-
sify it as more hydrophobic than methane. This is mostly due to
the intensity of the first shell peak of the Na"~H,O RDF which
decreases strongly the value of S because of the strong interac-
tion with the ion (Fig. S2 of the supplementary material). In the
classical electrochemistry or coordination chemistry notion of the
hydrated ion,”” we consider the ion and its first hydration shell as
the solute. In this context, we can consider the sodium cation as
a buried atom and the first hydration shell atoms as the solvent
exposed atoms in which to measure the fingerprint. This concept
has been useful in the development of metal ion force fields.""
The first-shell water molecules have an S5 of —0.9 kg which is more
hydrophilic than bulk water. Therefore, if we use the hydrated ion as
the solute, we can conclude the Na* hydrated ion is hydrophilic as
expected.

B. Amino acids

The fingerprint for the heavy atoms of the 20 proteinogenic
amino acids was computed, offering the possibility of testing our
fingerprint on a wide range of chemical groups. This is a first step

ARTICLE scitation.org/journalljcp

for future use in the study of hydrophobic and hydrophilic interac-
tions in proteins. Figure 3 shows the different amino acid molecules
with the heavy atoms in the side chains colored according to their
h value. The backbone atoms are shown only for glycine, but a sim-
ilar picture is obtained for the other amino acids. As in the case of
octanol, h assigns a hydrophobic value to aliphatic carbons and a
hydrophilic value to polar N and O atoms of hydrophilic residues.
All the heavy atoms of the backbone have h values adequate to the
hydrophilicity or hydrophobicity that chemical intuition suggests.
A list of h values can be found in Fig. S5 of the supplementary
material.

While most of the & values reflect the expected behavior, some
apparently surprising values can be seen. For instance, the aromatic
C are placed in the middle of the / scale, and thus, they are classi-
fied as neither properly hydrophilic nor hydrophobic. In reality, this
result is in line with the known solvation behavior of benzene which
is much more soluble than its aliphatic counterpart cyclohexane. The
reasons for this effect have been discussed in the literature.”’ >’ As
seen from the point of view of our fingerprint, this results from the
fact that the other atoms in the ring exclude some of the solvation
water leading to a reduction in the RDF peak height. In order to
confirm that this behavior is not an artifact of our force field, we
have calculated S, using the benzene RDF kindly provided to us by
Choudary and Chandra obtained using ab initio MD.”* The ab initio
value, Ss = —1.9 kg, is very close to that of the AMBER force field.
Here, we did not scale the S values since we do not have the ab initio
reference point for methane.

Another h value that deserves some discussion is that of the
sulfur atoms with /1 ~ 0. This can be linked to the fact that the elec-
tronegativity of sulfur is intermediate between carbon and oxygen
and to the ability of sulfur to accept weak H bonds.”*

Since we relate h to the water solvation structure and the
water structure around each atom and the conformation of the
solute can fluctuate as a function of time, we also looked at the
distribution of this index. We consider the h value obtained from
RDF averaged over a 400 ps moving window to allow the fin-
gerprint to vary and study its distribution. The data obtained
from all the amino acid simulations were put in a histogram
in which we considered separately aliphatic C, aromatic C, S,
and O, and N of the side chains. The histograms are shown in
Fig. 4.

) In the histogram, the hydrophobic aliphatic C are clearly sep-
arated from the hydrophilic O and N of the side chains, proving
the usefulness of the fingerprint. As discussed previously, the dis-
tribution of the aromatic C and S are centered around & ~ 0. The
distribution of the hydrophilic O and N of the side chains (shown
in red in Fig. 4) presents two peaks and a shoulder. The peak at
h ~ 0.8 corresponds to all the hydrophilic O and N of charged amino
acids with the exception of arginine, while the other peak at h ~ 1.4
corresponds to hydrophilic O and N of neutral amino acids and argi-
nine. Charged residues have a lower /4 than neutral ones because
they induce more structure in water. Arginine is an exception to this
rule due to its higher charge delocalization and therefore leads to a
less well-defined solvation structure. The shoulder at 0 < & < 0.6 in
the histogram of O and N of the side chains corresponds to gluta-
mate since carboxylate oxygen atoms have a very negative effective
charge with respect to the rest of hydrophilic atoms. The histogram
of hydrophobic aliphatic C has two peaks. The peak at h ~ -0.4
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Proteinogenic Amino Acids
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FIG. 3. Structures of the proteinogenic
amino acids with their heavy atoms col-
ored according to the h index. The
scale ranges from hydrophobic (blue) to
intermediate (white) and to hydrophilic
(orange). Unlabeled atoms are carbon.
Hydrogen atoms are omitted. Since all
backbone atoms have similar h index,
only side chain atoms are considered.
Backbone atoms are visible for glycine
(gray box). The boxes organize the
amino acids by families: hydrophilic
(red), glycine (gray), sulfur-containing
(green), aromatic (black), and hydropho-
bic (blue).
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corresponds to CH3 carbon atoms, while the broad peak ath ~ -1.75
corresponds to CH, and CH carbon atoms. This behavior has been
discussed earlier in Sec. IV A for octanol. The histogram for aromatic
C shows three peaks. The two peaks around A ~ 0.25 correspond
to the more solvent exposed aromatic C, while the remaining peak
centered at h ~ —1.25 corresponds to C closer to the CS.

It is also interesting to test whether our fingerprint correlates
with the notion of hydrophilicity given by the free energy of solva-
tion. In Fig. S1 of the supplementary material, we study the corre-
lation between the maximum # value of the amino acids side chain
with the experimental free energy of solvation.”” The correlation is
satisfactory with correlation coefficient (R?) 0.57.

6

<L R-SH

b

R-S-R R-O
4r R-OH FIG. 4. Probability densities of the
hydrophobicity fingerprint, h, of differ-

= R-NH, ent groups of atoms in their respective
z 3 ) simulations. The lines are the distribu-

R-CH,-R

tions of h for C atoms of hydrophobic
amino acids (blue), N and O atoms of
hydrophilic amino acids (red), aromatic C
atoms (purple), and S atoms (green).
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C. Enhanced sampling simulations

In Subsections IV A and IV B, we used the fingerprint to
describe the hydrophobicity and hydrophilicity of different solutes.
In this section, we will show that the fingerprint can also be used
as a collective variable to describe solvation in enhanced sampling
simulations. Figure 5(b) shows the system chosen for the funnel
WTMetaD simulations. It is a host-guest system consisting of a
barrel-shaped host molecule and a ligand guest molecule that can
fit in the cavity.

As in many ligand-protein systems, desolvation is a key col-
lective variable and a kinetic barrier to the binding if unbiased.
If only the contact map is biased, the guest has to wait close to
the entrance of the host until it desolvates and binding can hap-
pen (Fig. S8 of the supplementary material). As a consequence,
the simulation lacks diffusion in CV space and the simulation’s
convergence is compromised. This has been observed for this sys-
tem in previous metadynamics simulations by Bhakat and Soder-
hjelm.” Their solution was to add a static bias potential that des-
olvates the interior of the host during the metadynamics and then
correct the free energy of binding with a desolvation free energy
term obtained from a separate free energy perturbation simula-
tion.

Here, we bias two CVs with WTMetaD: the inverse of the
square root of host-guest contact map and a CV based on the fin-
gerprint Ss that we shall refer to as Scy. This results in convergence
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of the simulation and free diffusion of the system from bound to
unbound (Fig. S8). Scv acts as desolvation CV that allows the host
and guest to desolvate during the binding process. From the sim-
ulation, we calculate the free energy surface (FES) as a function of
the vertical distance between the centers of the guest and the bot-
tom atoms of the host, z, and Scy. The FES is plotted in Fig. 5(a). In
state (1), the guest is unbound and fully solvated. Along the diago-
nal path from (2) to (3), the guest is about 6 A away from its bound
position. The guest and host desolvate at the same time the guest
enters the host. We can interpret this as the guest forcing water
molecules out of the host-guest adduct as it is drawn by intermolec-
ular forces into the opening of the barrel. Finally, from (3) to (4),
there is a desolvation of the host and guest at nearly constant z.
This is a situation in which the guest is at the host’s doormat but
requires a fluctuation of the solvent in order for there to be room
in the host to enter. Our interpretation of the Scv as a desolva-
tion CV is supported by the mirroring of the presented FES and an
equivalent FES using the number of water molecules in the barrel
instead of Scy. This FES is shown in Fig. S7 of the supplementary
material.

Finally, the free energy of binding of the host to the guest is
~28.1 + 0.8 k] mol™". This results from a projection of the FES onto
z and the entropy correction of the funnel. This result is close to
the experimental value —21.6 kJ mol™'"’ and statistically identical

to the value obtained by Bhakat and Séderhjelm™ using a different
simulation protocol.

FIG. 5. (a) Reweighted free energy surface of the host-guest system as a function of the vertical distance between the centers of the guest and the bottom atoms of the
host, z, and the fingerprint collective variable. (b) Schematic (not to scale) representation of the host-guest system (OAMe-OAG2 in the SAMPL5 contest). The solvation is

represented by the surface and some of the water molecules are explicitly depicted.
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V. CONCLUSIONS

We have developed a local fingerprint for hydrophobicity and
hydrophilicity. The fingerprint is inspired by the two body solute
water contributions to the entropy, which is a function of the RDF.
In this context, whether an atom is hydrophobic or hydrophilic is a
consequence of the structure of water around it. This feature allows
us to understand how the character of a solute is modulated by its
environment. We have also introduced an index of hydrophilicity
h that uses methane and water as representatives of hydrophobic
and hydrophilic behavior. We show the usefulness of the fingerprint
in enhanced sampling simulations by studying a host-guest system
in which the fingerprint serves as a desolvation CV and allows for
fast transition between the bound and unbound states. We expect
that the fingerprint could also provide insight into more complex
phenomena where hydrophobicity plays an important role, such as
protein folding.

SUPPLEMENTARY MATERIAL

See supplementary material for a PDF file containing additional
information including extra radial distribution functions, finger-
print integrands, numeric values of the local fingerprint, free energy
surfaces, and metadynamics details not displayed in the text.
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