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Design Considerations for Integrated
Continuous-Time Chaotic Oscillators
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Abstract—This paper presents an optimization procedure to circuits. Neither detailed analysis of the integrated circuits
choose the chaotic state equation which is best suited for im- hardware nonidealities nor their influence on the chaotic
plementation using Gm-C' integrated circuit techniques. The o040 have been reported. Consequently, we can state
paper also presents an analysis of the most significant hardware that the basic tools needed to svnthesi b ' t chaotic IC’
nonidealities of Gm-C circuits on the chaotic operation—the ynthesize robust chaotic 1L's
basis to design robust integrated circuits with reproducible and With predictable behavior are lacking. This paper intends to
easily controllable behavior. The techniques in the paper are overcome this drawback by addressing the optimum real-
illustrated through a circuit fabricated in 2.4-pm double-poly jzation of a chaotic circuit for the vector field modulation
technology. data encryption system [1], and the study of the influence
of their hardware nonidealities. We will focus on the re-
alization of modulator/demodulator IC units which can be
expressed in Lur'e form with a scalar time-invariant nonlin-
earity [17]-[19]. The reason is simply the wide repertoire
of nonlinear dynamical phenomena, including all kinds of
bifurcations and routes to chaos, which has been identified
URING the last several years, there has been an evetithin this family, as well as its demonstrated applications to
Dincreasing interest in the application of chaotic modwdata encryption [6]-[8].
lation for data encryption in communication systems. This Section Il first proposes an optimization procedure for the
has been supported by a number of remarkable theoretisphthesis of chaos generators described in Lur'e form. We
developments [1], and demonstrated through circuit implaence propose using the state-variable synthesis method to
mentation with wired links [2]-[7] and with RF links [8]. define the system level topology, and using transconduc-
Some attempts have also been made to realize the cha@li¢ and capacitors@m-C techniques) as basic elements
modulation/demodulation units using monolithic integratefdr the circuit level realization. Several advantages support
circuits—prompted by the convenience to reduce the size afg choice. For instance, it allows a direct conversion from
the power consumption of chaotic communication systems.the state equations to th&m-C circuit. It only requires

A few chaotic chips have been reported during the lagkounded capacitors in the active realization, thus precluding
six years [9]-[13]. Most of them use discrete-time circuitthe disturbing influence caused by the bottom-plate parasitics
to generate random signals with white or colored spectg integrated capacitors. The purpose of the optimization
[9]-{11], or to emulate the behavior of chaotic neurons [12)5 given a particular chaotic behavior, to obtain the most
[13]. The circuits presented in [14] and [15] use electricallyyp st possibleGm-C monolithic implementation able to
controllable continuou_s-timg circuits to generate a bifurcati(g%thesize it. The presented procedure is general, although
sequence to chaos, including several well-known attractqfSihe paper it is illustrated with the vector field modulation
(Rossler, .Chua’s double-scroll, etc.). The circuit in [14] angc_heme. Section Il proposes an IC-oriented design able to
the chaotic neurons have also been demonstrated for ChaPéi‘}roduce the well-known double-scroll attractor, as an ex-
modulation with wired links [13], [16]. ample of application of the algorithm. Section IV proposes a
. These chlps_ _have been baS|caIIy_a|med "’_It demonStrétéssification of the error sources which affect the functionality
ing the possibility to generate chaotic behaviors, in SOM the integrated chaos generator. Analysis of these errors

cases using additional off-chip components [15]. Thus, th%r essential to determine the accuracy requirements of the

des'gﬂ has been f_ocused_on the realization of well knovBrl‘ocks composing the oscillator. Then, three of the most
chaotic state equations, with no assessment of the adequa .
. . : oo relevant sources of error are discussed, namely, the effect of

of these equations for their implementation using integrated . . . . -
nonideal integrators, nonlinear static deviations of transcon-

ductors, and mismatch errors on the circuit elements. In doing
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that, an algorithm can be defined to obtain the optimum set of
values for integrated circuit implementation. Two main steps
are identified in this algorithm: first, it must systematically
generate a large enough set of topologically conjugate systems
(definition of the design space); second, it must be able to
select the optimum configuration according to some criteria
(evaluation of candidates and selection). Both steps will be
respectively discussed in this and the next section.

Based on a fundamental theorem about topological conju-
gacy of vector fields [19], it can be shown that the family
f(-) L,, can be partitioned into topologically conjugate equivalence

classes, each characterized by two characteristic polynomials
Fig. 1. Block diagram of a chaotic generator in Lur'e form. (equivalently, by their associated eigenvalues). Thus, given a
particular nonlinear continuous functigff-), the members of
an equivalence class ih,, are formed by those vector fields
whose matricesA, B, and D satisfy

A

Il. HIGH-LEVEL SYNTHESIS OFG'm-C CHAOTIC OSCILLATORS

A. A Gm-C State-Variable Architecture for

A+BD") =s" 4+ po_ys" 4+ s+ 4
Lur'e form Chaotic Oscillators x( ) Pn—t P po ()

and
Members of the Lur'e family, denoted hereafter by, are
described by the continuous-time nonlinear state equation

’ ix(t) — Fla(t)] = Az(t) + Bf[D'=(1)] (1) where the set of coefficient®g, -+, pn_1; Go, ", gn-1)

dt define the class angl( ): R"*" — R is the operator which

which can be mapped onto the analog computer Conceptt@nsforms a square matrix into its characteristic polynomial.
Fig. 1. It consists of a forward path containing a linear time- NOte ”;at while the number of parameters of the matrices in
invariant subsystem (included in the dashed box of Fig. $y. arén” + 2n, the equivalence classes are defined by only
and a feedback path with a memoryless nonlinearity. In t& coefficients. Thus, there exists infinitely many solutions to
above equations represents the time-integration constanf4) and (5). In order to define the space for the optimization
z(t) € R" is the state-space vectod = [a;;] € R™" procedure, only a finite set formed by the canonical systems
is a real invertible square matrixB = [b;] € R" and N the family L,, will be tak_en into account. _
D = [d;] € R™ are real vectors; and the nonlinear map) For our purposes, canonical systems are those vector fields
is a real-valued function, which is assumed continuous. ~ With @ minimum number of different nonzero entriesAn B,

Fig. 2(a) shows a conceptual, genefiea-C state-variable and D whose symbolic representation can be found in every
architecture for amth-order Lure form of the type in (1). €duivalence class af,, except for a set of zero meastire
In this diagram, state variables are translated into capacitéPl-[22]. Consequently, they can realize almost every pre-
voltages, the linear transconductors are assumed to perfdighioed set of coefficiento, - -+, pp—15 90, -++, ¢u-1),@nd
as ideal VCCS's [see Fig. 2(b)], and the scalar functjgr hence, synthesize almost every possible qualitative dynamics
is determined by the nonlinear transfer characteristics of tHeLl- Because any nonzero matrix entry has to be realized by
nonlinear transconductors at the right hand side of the figuPgeans of a transconductor in Fig. 2(a), canonical systems are
According to Fig. 2(c), the output currents supplied by th@ Prior the most advantageous in terms of system complexity.

x(A) =s"+qu_1s" P+ +q@s+q  (5)

nonlinear transconductors are given by On the other hand, because the equivalence classes are defined
; by 2n coefficients, canonical systems are characterized by
Iy = gmp; f(D'). (2) 2 +1 different nonzero entries in the matrices (we can assign

Assuming for simplicity that all the integrating capacitance® Value to one of the parameters and solve for the rest).
C; take the same valu, transconductances,;, g, and Not all the templates for matrice4, B, and.D with 2n + 1

gmas OF Fig. 2(a) can be explicitly calculated from the elemengiﬁerent nonzero entries are valid symbolic representations of
of matricesA, B, and D in (1), as follows: canonical systems, but the following conditions must be met
) 1 L .

[19]:

Imij = ai;C[T « system must be observable [17]; this excludes, for in-

Impi =b:C/T stance, the cas® = 0;

Gimdi = diGmr (3) . %ysterg must remain in closed loop; this excludes the case
wherei, j = 1,2, ---, n, and g,,, is a reference transcon- « system cannot be decomposed into independent subsys-
ductance. tems; and

Because of the property dopological conjugacy[20], « equations (4) and (5) must be solvable.

the same qualitative dynamics can be achieved by using

d'ﬁerem values of _the transcondu?tan@eﬁjv meiv andgnqi INote that some coefficients may appear at different entries of matrices
[equivalently, matricegl, B, andD in (1)] in Fig. 2. Based on A, B, andD.
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Fig. 2. (a) G -C realization of the block diagram in Fig. 1 based on the state-variable approach. (b) Ideal model for the linear transconductors. (c)
Ideal model for the nonlinear transconductors.

We have written a computer routine which takes into 1) Asymptotic SynchronizationThere are two possible
account the above constraints to sequentially generate vadlys of using the block diagram of Fig. 1 in a chaotic vector
the canonical systems of a given order within the familfield modulation scheme [23], depending on whether the
L,. At the same time, the routine takes some prescribedding process at the modulator is applied in the forward linear

coefficients(po, -+, pn—1; qo, -+~ gn—1) @s input, and gives [g] [Fig. 3(a)] or the feedback nonlinear path [24] [Fig. 3(b)].
the corresponding numerical values of matrigesB, and D,

g In_both cases, message recovery is achieved by ensuring that
and,.consequentl.y, the transconductance ratios in the genglic <. o vector of the demodulatgft) tends asymptotically
architecture of Fig. 2(a). to that of the modulatoe:(¢). This is equivalent to saying
that the origin of the error system obtained by substracting
the state equations of the modulator and demodulator is

Once the design space has been defined, we are in gg¥mptotically stable. If this occurgy, — =z, and thus
position to perform the selection process according to sorfiey,: clZ,, s(H]} = 7(t) ~ s(t) ast — oo by continuity
evaluation criteria. In the following, it is assumed that thef d(-). It can be shown that to guarantee the asymptotic
set of coefficient$po, - -+, pn_1; o, ***» gn_1) COrresponds synchronization of the encoder/decoder pairs in Fig. 3, matrix
to some chaotic behavior of interest. The different evaluatioti must have all its eigenvalues in the left complex-half plane
criteria are described below. [18], [23]. Thus, if the Lur’e form is given by (1), there must

B. High-Level Optimization
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Fig. 3. Encoder/decoder pairs of a vector field modulation scheme using chaotic generators in Lur'e form. (a) Coding function in the forward path. (b)
Coding function in the feedback patf(t) is the transmitted signak(¢) is an information-bearing signat{¢) is the recovered messagst) andy(t) are,
respectively, the state vectors of the transmitter and the recaiyér) andy ,(¢) are subvectors of(t) andy(t) formed by all the state variables involved in

the nonlinear paths of the transmitter and the receiver, respective)yis a continuous function which codifie$t) with the signake(¢) in (a) [alternatively

z,(t) in (b)]; d( ) is a decoding function, continuous &(¢) for (a) such thatl{z, c[z, s(t)]} = s(¢) [alternatively,d( ) is continuous inz, () for (b),

and verifiesd{z,, c[z,, s(t)]} — s(t)]; and functionsw( ) and@( ) are such thak, = wW[w(z)] in (a) andy = Ww(y)] in (b).

be a real numbep such that matrixA can be decomposed asFig. 3 becomes a scalar quantity, which notably simplifies the
A = A" + pBD', with A’ verifying the above requirement.communication link.
As a result, the nonlinearity.(-) in Fig. 3 takes the form  Other systems advantageous for integration purposes are
h(z) = f(z)+pz. Obviously, this is a necessary condition fothose with a minimum number of nonlinear blocks. This is
the selection of a Lur'e form but, unfortunately, not sufficienbecause nonlinear transconductors are usually the most area-
Usefulness of a chaotic generator for vector field modulati@and power-intensive blocks in the diagram of Fig. 2(a). Thus,
schemes can only be verified after statistical simulations wmplates withB proportional to a unitary vector are also
the communication link accounting channel imperfectionsreferred options for monolithic synthesis.
and parameter mismatch. If none of the elements of the3) Optimum Dynamic RangePhysical implementations of
design space passes this robustness test, the model defthectircuit in Fig. 2(a) suffer from limitations on the dynamic
by (po, -+, Pn—1; Qo, "**, gn—1) Must be rejected for datarange, because of the internal noise and deviations from
encryption purposes. the ideal transfer characteristics of real transconductors. The
2) Reduced ComplexityBecause system parameters muslynamic range must be made as large as possible for a reliable
be mapped into physical devices, those models havingmdulation/demodulation of the information signal.
maximum number of zero entries aaepriori the best suited One way to improve the dynamic range of the circuit of
in terms of area and power consumption. Among the set Big. 2(a) is scaling [25], [26]. The purpose of scaling is to
templates satisfying this requirement, there are cases especialbke the signal levels of all the state variables equal, so
appealing for integration, for instance, those having a unitatlyat there is not a single node in the circuit that limits the
D vectof (componentd, = 1 for some integelp € [1, n], maximal level of the injected information signal. L&t,. be
and 0 otherwise). In these configurations, the row of transcahe maximal input voltage amplitude which can be handled by
ductors at the bottom of Fig. 2(a) can be replaced by a simple transconductors of Fig. 2(a), and ¥f, be the vector of
wire connecting the:, line to the input nodes of the nonlinearthe maximal amplitudes reached by the state variables within
blocks, thus saving: + 1 linear transconductors. Also, thethe chaotic attractor. Scaling is achieved through the linear
transmitted signaf(¢) in the chaotic modulation schemes otransformation

2This is always possible because we can assign a value to some of the
parameters (in this case, the nonnull componemPpfand solve for the rest. y=Kzx (6)
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wherey is the state vector of the scaled oscillatpis the state or relative change of; with respect toP
vector of the original nonlinear system; aKdis a nonsingular

diagonal matrix defined by be; — Z St opj (13)
G - ’
ko0 0 j bie
K=" F 0 (7) where the quantity
0 0 - kg - e P! 4
i <& _C)‘ o (14)
wherek; = Vipax/Tms, @ = 1, 2, -+, n. With this transfor- ¢i dp; Pg I(In py) Pg

mation, the scaled equation reads as ) o o -
is the sensitivity ofc; to parametep;. Defining the stability

. da y(t) = Ayy(t) + B, f] DTy(t)] (8) matrix asS$ = [S;;‘_], and the variability vectors of and P,
dt ° respectively, a¥ ¢ = [6c;/c;] andV p = [6p;/p,], (13) can
whereA. — KAK~!. B. — KB. and D' = D'K~!. Since be written in matrix form as
K defines a similarity transformation, we have Vo =SSV, (15)
X(4;) =x(KAK ™) = x(A)
X(A; + B, D) =x[K(A+ BD")K™'] = x(A+BD") (9)

It is worth noting that the sensitivity matrix is invariant to the
scaling of parameters. Thus, the dynamic range optimization

which means that the scaled system is described by @@ailed in Section II-B-3 does not affect the mat.
same set of coefficient®yo, - -, pn_1; o, -+, gn_1) as the N order to compare the sensitivity performance of the

o i ) ) n—1i» .7 . ) n— N . . - aC . . .
original—it reproduces the same qualitative dynamics. It fifferent candidates, matrip gives poor insight. Rather, the
worth pointing out that scaling does not affect the systeiorst-case deviations of the coefficients and their respective
architecture (null entries to matriced, B, and D remain Vvariances will be used as figures of merit [28]. The worst-case
unaltered after scaling), but the canonical property of tifteviations of the coefficients can be obtained by taking the
original system may be lost, i.e., system parameters, initiafy@gnitudes on the right-hand side of (15)
with identical magnitude, turn to be different after scaling. c

i - i i i Velworsti-case = [Sp[Vp| (16)

Thus, the price to pay for improving the dynamic range is a worst-case i

ossible increase on the system complexity. In the followin . . .
b y P y Bqu the variance of the deviations of the coefficientsan be

steps of the optimization procedure, the design space will . )
P P P gan sp obtained by the expression

augmented to include the scaled systems.

4) Low Sensitivity to Parameter VariationsSensitivity
analysis [27], [28] is essential to evaluate the tolerance of
the chaotic oscillations against parameter deviations, ay

. . S ; ﬂere coyV p) is the square matrix with elements
select those canonical systems which minimize the influence Wr) q

var(Ve) = S6cou(Vp)(S$)1 (17)

of such variations on the dynamic performance. Since the Sn: Sy

. . . _ pJ Pk 18
dynamic behavior of the elements iy, is governed by the Covjx = cov 7 e (18)
set of coefficientpo, -+, Pn_1; Gos -+ Gn_1), it Must be !

known how these values are affected by the variations of thad coy-, -) denotes the covariance between two random
components of matriced, B, and D. For convenience, let variables. In evaluating (17), the same matrix @6g) is
us gather the set of coefficients into the vector assumed for all the elements of the design space.
5) Reduced MismatchMatching properties are largely fa-
— ... .. i
C=lpoPn-1 Qo Gn-il (10} yored if circuit elements are built by replicating a given

and defineP as the column vector formed by all the entriegnitary device [29]. Thus, if system parameters are related

of matricesA, B, and D by integer ratios, the circuit will gain in accuracy and, at the
layout level, in modularity and integration density. Certainly,
P= [eIA eEA e:T),A BY D', (11) this property is always guaranteed whenever the coefficients

o . o (po, **+y Pn—1; Qo, ", Gn—1) are rational numbers. On the
The deviation in the coefficient, caused by the variations of 5ther hang, if the ratio of the largest to the smallest magnitude

the parameter vectd? around a nominal poinf’q can be first- ¢ the nonzero parameters is very high, the number of unit

order approximated by using a truncated Taylor expansiqflements required to implement the oscillator increases, and

which results in consequently the area and the power consumption will increase
as well [29]. Thus, replication only results efficiently whenever

Sei=Y dci pi=c Y <ZZ_Z g;;) ops (12) the spread of system parameters is fow.

Ip; - PiQ
Pa Pa 3The spread of the system parameters can be minimized with a proper
here; — 1 9 di=1 229, N lizinas similarity transformation of the state variables. The new system will also
where: =1, ---, 2nandy = 1, - -+, n”+2n. NOrmalizingoc;  reproduce the same qualitative dynamics, but the circuit architecture and

with respect taz; at the nominal point results in the variabilitysensitivity performance may change.
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Fig. 4. The double-scroll chaotic attractor.

I” Gm_c DESIGN OF CHUA’S CIRCUIT Flg 5. OptimizedGm-C realization of the Chua’s model.

The above optimization procedure has been applied to the
synthesis of an IC-oriented Chua’s circuit [30]. As is welwhere

known,. Chua’s gircuit is a third-ordgr autonomous system (o, B, v, mo,m1) = (3,4,1,1, —2). (23)
belonging taLs, with a real-valued continuous PWL nonlinear
function given by The system defined by (22) and (23) verifies most of the

criteria defined in the high-level optimization procedure: vec-
f[DT:c(t)] _ %{|DT$(t) +B,| - |DT$(t) ~B,)} (19) torp is unlta_ry, all the parameters have !nteger values, and

their spread is very low (the largest ratio among nonzero
parameters is four). Additionally, this configuration is found to

. . . . 3 .
wh_ereBp 'S a lr;al Scile. f_a ct(;rr]. Fuhc.thﬁ ) d(:Mdes:R |nt<_3 exhibit a fairly good sensitivity performance against parameter
an mnerdreglo 0 c%n imlng € origin, and two ou zr reg'onsdeviations, and also satisfy the asymptomatic synchronization
D,y and D_,, such that F'(z) = —F(-=). According to constraint. Regarding this last point, a convenient value for

(19), the two parallel boundary planes separatihgfrom the o parametep defined in Section II-B1 ig = my /(mg —

outer regionsDy; and D_, are given, respectively, by m1)—this ensures the necessary condition for asymptotic
synchronization of the encoder/decoder pairs of Fig. 3. Sta-

Uy ={xe ]R3|DT:c = B,} tistical simulations of these communication schemes using

U ={ze ]R3|DT:c = —B,}. (20) the system (22), (23) demonstrate a much more robust syn-

chronization ability of Fig. 3(a) than that of Fig. 3(b). Thus,

the encoder/decoder pair in Fig. 3(a) will be assumed in the
Chua’s circuit exhibits a wide variety of bifurcation ando|iowing.

chaotic phenomena. Among them, it generates the doublefig. 5 shows a simplifieds,, — C realization of the sys-
scroll Chua’s chaotic attractor (shown in Fig. 4), whose dyem (22), (23) based on the general architecture of Fig. 2(a)
namic can be qualitatively defined by the set of characteristad using differential-input transconductors. As stated in (3),
coefficients [30] all the integrating capacitors are assumed identical. Linear
transconductors have been implemented by building a unitary
block with gaing,,, and connecting in parallel as many of
such units as indicated by the valuesf3, and~ in (23). On

the other hand, the nonlinear transconductor has been designed
so that its output current can be expressed as

High-level optimization among the canonical memberd.gf .

described by the above set of coefficients has led to thqu = gmubi[f(z1) + pri]

(ph P2, P35 41, 92, Q3)
= (—0.094, 0.429, —0.648; 1.168, 0.847, 1.295). (21)

. Mo —m
following system parameters: :gmu{mlxl + % {lz1 + By| — |z1 — Bp|}}
24
mq « 0 mo — mq 1 (24)
A=|la —v -« B = 0 D=0 according to the encoder/decoder requirements on asymptotic
0 g0 0 0 synchronization. Fig. 6 shows two different alternatives for

(22) the implementation of the nonlinear transconductor. In both
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V“:o— § —_ % —~ 15{
_ | &8 = g -
Vin ] >I = ;' =
]q = gmu'hv(vin) Iq = h[ (gmu Vin)
Mg =1y Mg —m,
h(V,) =mV, + 5 {|Vm+Bpl —‘Vm—Bp‘} ) = ml, + 5 {‘1u+1p’ 7|1H—I/,‘}

Fig. 6. Alternatives for the physical realization of the nonlinear transconductor.

cases, the PWL transfer function is obtained by shapimdgfined by (22), (23) and may even preclude the appearance
the characteristic of a linear transconductor. In Fig. 6(a)f chaotic behavior. Error sources may be dynamic or static.
shaping is realized in voltage-mode at the front of the unlthe former are caused by the reactive behavior of the building
transconductance element, while in Fig. 6(b) shaping is dohkcks. Many of these errors can be grouped as integrator
in current mode. Equivalence of both alternatives is guarantemahidealities, and have a large influence on the characteristic
whenever!, = g,,.5;,. Subsequent analyzes will use any otoefficients of the system. Another dynamic error source is due
these representations as dictated by convenience althoughpithe nonlinear transconductor, which can produce delays and
practice, we have adopted the current shaping approach for tipples in the state variable; when it crosses from one piece
realization of the PWL transconductor. of the characteristics to another.

Two further circuit-level considerations must be taken into Static deviations are those observable from the DC charac-
account in the design of the schematic of Fig. 5. One is tharistics of the building blocks and also have a large influence
all the integration nodes are affected by the parasitics present the dynamic behavior of the system. For instance, real
at the input stages of the transconductors. To ensure tlrahsconductors deviate from the linear behavior shown in
all the integration nodes exhibit the same capacitaficdy Fig. 2(b), and this gives harmonic distortion, intermodulation,
construction, an extended approach is to add dummy devieegl makes the time constant of the circuit to be a function
[31]. Following this strategy, the global time constant of thef the state variables. Another static error source is due to the
circuit 7 is given by gradual transition between the segments of the PWL character-

istics in a real implementation of the nonlinear transconductor.
7= Ct/gmu (25) From a different perspective, error sources may be classified

whereC; is the total capacitance at the state variable nodé$ deterministic or random. All the error sources referred to
Since parasitics are nonlinear and depend on the operatifyfar are deterministic. Attenuation of deterministic errors
point of the circuit, it is largely recommended that more tha@n the system performance does not require, in general, large
80% of the total capacitance be contributed by the nomir@vice areas, but proper circuit topologies and strategies. Also,
integrating capacitanc€’. Note that by adding dummy el- these deviations can be easily included as modifications to the
ements, Fig. 5 can be seen as an array of unit integratgtdthematical modellof the system, and hence, compe_nsations
(gmu — C; structures) grouped by state variables, and load€guld be developed if required. On the other hand, mlsmatch
by a nonlinear transconductor. errors are strongly dependent on the area of the devices, and
A second consideration is that integrated components suffBere is no reduction technique other than proper sizing. Their
severely from uncontrollable process variations (which m&ffects can be summarized as system parameter deviations,
be around 30% of the absolute nominal values) due to tRESet terms in the state equations, and time constant variation.
statistical deviations in technological parameters, temperatt@ndom errors are of crucial importance during the synthesis
variations, and aging. Because such deviations are intolef@ute, and their effects are in many cases the limiting factor
ble for the synchronization of the encoder/decoder pair 8 the accuracy of the system.
Fig. 3(a), a tuning mechanism [28], [32] must be incorporated In the followmg, we will d|§cuss three of the most releyant
to the general system architecture (not shown in Fig. 5)ffors on the implementation of the schematic in Fig. 5:
Absolute accuracies of about 1-2% are attainable with suéle effect of nonideal integrators, the influence of nonlinear

the analog encryption system. mismatch between circuit components.

IV. ERROR SOURCES AND BLOCK REQUIREMENTS A. Effect of Nonideal Integrators

Hardware nonidealities make any physical realization of Their influence is better understood by resorting to
the schematic in Fig. 5 deviate from the intended dynamié®quency-domain analysis. Fig. 7 shows a Laplace domain
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X, () 1 (r)2+y(rk)+oc /_\
29 = 75 = (g_) SRR B E
g mu’ (T8) "+ 7 (18)  + o (B-a) (15) <

Fig. 7. Laplace domain representation of the optimized Chua’s circuit.

- lq(s)

representation of Fig. 5, assuming that linear transconductors

are ideally modeled as shown in Fig. 2(b). It consists of g,* [n_li
linear dynamic one-port terminated in a nonlinear resistor$ ‘ T 1205 L °
The linear one-port is described by the impedance rationd,, " I v, <> % v,
function Z(s) shown in Fig. 7, and the transfer characteristic 5 (' - Vi ‘ﬁ T‘\ 5
of the nonlinear resistor is given by (24). By KVL, in GV G (V) *:LR é C /C
n?? g in 0 g o g
Z(5) = (gmumo) ™t =0 x1 € Do @
Z(s) = (gmum) "t =0 w1 €D, Dy (26) G(v,) G (V)
which can be expressed in a unified manner as K, | _ N\ i
I in 1 b7 i’n
3 2 2 | E £, L
(rs)°+(vy=—m)(7s)*+(af —ym—a)rs—maf =0 (27) . =AY
' slope '

wherem = my in the inner regionDy, and m = m; in the

outer regionsD; and D_;. Solutions of (27) are the natural ®) ©

frequencies of the system. It is worth noting that the produE‘B- 8. Second-order effects of real transconductors: (a) macromodel

of these frequencies by the time constantoincides with SGCR(ET)ME t(rznsj%f(rﬁracfrg[ticff|{b) tiegl']‘;f‘;ﬁg”?g"?ﬁgcfgﬁli'n”eaF;g' >

the eigenvalues of the dimensionless oscillator model, i.e., tiahsconductor in Fig. 5G4(Vin) = hi[G(Vin)].

roots of the equationg(A + BD') = 0 and x(A) = 0, with

the left hand side terms given by (4) and (5), respectivel

Thus, (27) is inherent to the equivalence class defined by (2
Fig. 8(a) shows a macromodel valid both for the linear and Hials) = 1 29)

the PWL differential input transconductors used in Fig. 5. It ! TS

includes the following second-order effects [33]: 1) finite inpyt

and output impedance; 2) frequency-dependent transcond

tance; and 3) output current saturation. Usually, the input

conductance is very low an&;, can be disregarded with H,(s)

minor problems. Capacitancés,, and Cy (alternatively,C,

for the PWL transconductor) are the parasitics associated to the _ - L

input and output nodes, respectivel (alternatively,R,, for yvhheref_lo s the finite DC gain given bylg = gy, f2.," andr,

the PWL transconductor) represents the output resistance. ﬁmg?e time constant gssoma;ed o the Tes's“"e component of

internal reactive behavior of the transconductor is modeled Hv?\llmpedance atthe integration nodes, £ Cift; = Aor.

2. For angular frequencies up 00.2/r, this mpedance  1o1 12 T8RS 08, C0 e o e we e se the
can be approximated as y '

method proposed in [34], which consists of two steps. First,
(27) must be recast into the equivalent form

?aracteristic

%'5 instead, by the following rational function [34],

_ 1—7‘28
o 01+T18

(30)

Z,.(s)=1—ms (28)

2 2
where 7, is a time constant. Finally, functiof(vi,) in 1+0 m)HZd(j)Jr(aﬁ m = @) Hi(s)
Fig. 8(b) [alternatively, G, (vis) in Fig. 8(c) for the PWL = (maf)Hiy(s) = 0 (31)
transconductor] models the output current saturation observed _
for input voltage larger thank;. Note that the nonlinear derived from (29). NextH;q(s) must be replaced bif,,;(s) in
transconductor exhibits the same input impedance and reacf§&) Without changing the coefficients of the polynomial. After
behavior as the linear transconductors, since we have assuffR@€ algebra, this gives the following modified characteristic

a current shaping approach in its implementation. 4 . . i
Taki int t Fig. 8. the transfer function of th ni The dummy device approach referred to in Section Ill can be extended
aking into accoun g. o, the transter tuncton o eu {B achieve the same resistive behavior at all the integration nodes. We will

integrators in Fig. 5 can no longer be represented by its idearesent such a resistance By.
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Fig. 9. Influence of nonideal transconductors on the characteristic coefficients.

equation: Note that every member of the equivalence class defined
3 R 3 by (21) will show the same dependence on the integrator
(rs)°[1 = (v = m)Tz + (af — ym — &) 13 +mafl3] nonidealities, since (32) has been obtained regardless of the
+ (rs)? [,y e Tﬁ _ 2<a/3 —ym—a? - y- m>T2 particular system topology used [recall that (27), and hence

1

T (31), are inherent to the family of Chua'’s circuits]. Of course,
n <—3ma[3 n af —ym — oﬁ)TQ} this is true whenever identical unit integrators are considered,
il 2 and the nonlinear transconductors exhibit the same reactive
T s 2(y—m) 3 behavior as the linear ones.
+(78)" |aff —ym —a” - - + T_f Fig. 9 shows the percentual variabilities of the coefficients
) Aaf—vym—a2) y—m (p1, P2, P3; s g2, q:;.) With' respect to parameters; and
— <_3ma/3 + T + T2 )TQ} T,, from where circuit requirements for the transconductance
_ 1 ) 1 amplifiers can be inferred.
+(75)° | —maf + ap —ym —a” Parameter§; and7; have a large influence on the dynamic
L I performance of the oscillator (as they modify its natural
1 (y—m) I i} -0 32) frequencies) and may even preclude the appearance of chaotic
1?2 T3 behavior. Obviously this situation is undesirable for data

encryption purposes and must be avoided. Thus, it is necessary
to obtain a quantitative estimation of parametéisand 15
that ensure the existence of chaotic motion on the monolithic
T = n_ Ay and T, = 2 _ @TQ' (33) design. This can be done in a very .simple manner using the
T method proposed by Ogorzalek, which has been successfully

whereT; andT5 are, respectively, the time constanisand
T2 normalized with respect te:
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Iq/f

(b) (b)

Fig. 10. Effect of the finite gain of the integrators on the stability sectors ¢fig. 11. Effect of the nondominant pole of the integrators on the stability
the linearized system: (a) infinite gain and (b) gdin= 5. sectors of the linearized system: (a) zero excess phase afid )0.01.

applied to the Chua’s circuit [35].Let us consider the lin- the DP characteristic of the nonlinear resistqr [see (24)] _for
earized system obtained by replacing the nonlinear resistar = 0-75 V. As can be seen, there are two different Hurwitz
in Fig. 7 by a linear one of valuég,,,m)~* for some real sectors; the central piece of the nonlinearity lies in a unstable
numberm, and let us obtain the absolute stability sectors [17fgion; and the outer pieces intersect one of the Hurwitz
of this linearized system in terms of. Let us draw these S€ctors and pass from the region containing the central piece
sectors on the driving point characteristic of the nonline3® the other unstable sectpr. Thus: the necessary conditions for
resistor(I, — z; plane). Suppose that the system parametdf appearance of chaotic behavior are met. _
are such that there exist two disjoint absolute stability (or Fi9- 10(b) shows the effect of the finite gain of the in-
Hurwitz) sectors separated by unstable regions. Under thé@grators on the stability sectors of the linearized system.
circumstances, a necessary condition for the existence lofmanifests as an expansion of the Hurwitz regions. For
chaotic behavior is that the central piece of the nonlinel enough gain, both regions merge into a single stability
resistor DP characteristic lies in a unstable region, while tifCtor, thus precluding the existence of chaos. This occurs
outer pieces cross over stability sectors. for approximatelyZ; = 1.55. Fig. 10(b) illustrates the case
First assume thafl; = 0, so that, only the effect of T1 = 5. Note that the outer pieces of the PWL characteristic do
T, is observed. Taking into account (32) and using tHeot completely cross the stability sector because of the current
Routh—Hurwitz criterion, the stability sectors of the linearizegaturation shown by the nonlinear resistor [see Fig. 8(c)]. As

system are defined by the inequalities: a consequence, no chaotic behavior arises. This observation
3 allows us to characterize the set of suitable DP characteristics
m<y+ — (34) which can exhibit the nonlinear resistor to assure chaotic
) 9 ) 1;1 6y 8 behavior. The slope of the central piece of the characteristic
mi\y+m)—mly —oa"+ 5+ can take any positive value larger than that obtained from
T 1 17

9 5 4 (36). On the other hand, the slope of the outer pieces must
+ <,y + _> <a/3 — o+ = + _2> >0 (35) be negative enough so that the breakpoints originated by the
n oIy saturation of the characteristic lie on the unstable sectors

T apB—a®)+Tiy+1 (36) @S Shown in Fig. 10(a). Clearly, the range of values for the
outer slopes of the characteristic increases as the position

THap)+ Tiy+Th
Fig. 10(a) shows the stability sectors (shaded areas) drawnol(nthe breakppmtsBp tends to the origin, ar_ld conversely,
the nonlinearity plane for the ideal cae — oo, as well as as the saturation pointg; are as far as possible from zero.

Thus, parameteB,,, which has been contemplated so far as
5This approach, based on control theory, gives necessary conditions #'mere scale factor on the system dynamics, is shown to

the onset of chaotic oscillations, and hence, only provide lower limits for theI . | h ideri he limitati f
parametersl; and 7>. Much more accurate results can be obtained usinB ay an important role when considering the limitations o

bifurcation analysis at the expense of an enormous computational effort. real circuits.

Authorized licensed use limited to: Universidad de Sevilla. Downloaded on April 02,2020 at 14:44:16 UTC from IEEE Xplore. Restrictions apply.



DELGADO-RESTITUTO AND RODRGUEZ-VAZQUEZ: INTEGRATED CONTINUOUS-TIME CHAOTIC OSCILLATORS 491

1.0 g 1.0
A = 0.00 A =025
o 05t W 05
rs) =)
= 8
s &
= 0.01 = 0.0
2 L
=} S
S05f 205
Lo 03 0.0 053 7.0 1003 0.0 03 T.0
x state variable X state variable
(@ (b)
1.0 T
A =075
o 05 °
) =
= =
2 00 g
= 2
= -0.5T <
L0503 00 05 7.0 1503 0.0 05 T.0
X state variable x| state variable
(c) (d)
Fig. 12. x1 — xz3 projections of the chaotic attractor for different values Jof

Let us now consider the effect df;, on the chaotic re- input—output characteristic of the unit transconductors in Fig. 5
gion, assuming infinite gain for the integrators. Again, takinmust be expressed dg = G,,(Vi,), whereG,,(-) is a contin-
into account (32) and using the Routh—Hurwitz criterion, theous, differentiable function [characterisiie(-) in Fig. 8(b)
stability sectors of the linearized system are given by must be regarded as a first-order PWL approximation to

1= +Ts + (aff — a2)T3 Gr(-)]. We will further assume tha€7,,(-) is monotonically

m> T — T2 K (37) increasing and odd-symmetric, so that transconductors are free
2 =713 +afT; from systematic offset errors. As an example, if transconduc-
v=2(af =)D (3g) tors are built upon basic differential pairs in the saturation
1= 29T, + 3afT3 region, functionG,,(-) is given by

2 2
mA(y = 20)(1 = 2Ty +Aafy) oy [om Ve T=0V?, Ml < B
—miy(y — 208T3) — o — 4(af — o?) n(Vin) = I ey otherwise )
(v = 208T3) T3] 2A
+m%af — a?)y - 2(af - o) >0  (39) whereE; = 1/(v/2)) and \ is a positive real parameter which
controls the shape of the characteristic. Observe thak fer0,
m <0. (40) the ideal characteristic in Fig. 2(b) is recovered.
Fig. 11(a) and (b) shows, respectively, the stability sectorsUsing this model forG,,(-) and assuming that the nonlin-
(shaded areas) associated to the cd%es 0 andT, = 0.01 €ar transconductor is implemented as in Fig. 6(b), the state
for the parameters given in (23). Contrary to the finite gaf@duations of the system in Fig. 5 can be written as

influence, the effect of the excess phase in the integrators is d

a shrinking of the Hurwitz regions. Consequently, the chaotic p7 21(t) = hilG(z1)] + aGn(@2)

region increases because of the influence of the nondominant d

poles. However, this advantageous aspect must be seen with 3(t) = a[Gn(@1) = Gal@3)] = YGn(22)
caution. For large enough excess phase, the stability sector d

defined by (37) and (39) reduces to a single line and then @“73(0 = fGn(@2)- (42)

disappears, thus precluding the existence of chac.Js..This OCGYESe that in the most general case 0, this vector field
for approximatelyl’; = 0.03 which puts an upper limit on the j piecewise continuous, not piecewise linear, which notably

allowed excess phase. complicates its analysis. For this reason, we will exclusively
) ) o resort to computer simulations.
B. Nonlinear Static Deviations of Transconductors Fig. 12 illustrates the influence of the shaping parameter
In practice, the transfer gain of real transconductors varigson the trajectories generated by (42). In all cases, system
continuously with the input signal level. Accordingly, theparameters were those of (23); breakpoint position #as=

Authorized licensed use limited to: Universidad de Sevilla. Downloaded on April 02,2020 at 14:44:16 UTC from IEEE Xplore. Restrictions apply.



492 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 45, NO. 4, APRIL 1998

zero mean. Using the above models for the different building
blocks in Fig. 5, and considering that the piecewise linear
function h,(z1), defined in Fig. 6(a), is free from random
variations! we have

d
(C + (50) % 1 (t) - (5'[;057 FC

1+ 6AFC
= [hb (xl) + Oé-/L'Q] (grnu + 6grnu) + 6i0ﬂ,g

d .
(C + (50) pr x9 (t) - (51057 FC

1+6Arc
= [Oé(.’IZ'l - $3) - 7$2](grnu + 6grnu) + 6i0ﬂ,g

d
6C) — — big
1004 wm (C+ C) p xg(t) loff, FC
1+ 6Arc

Fig. 13. Chip microphotograph. — [/3372](gmu + 5gmu) T Siog g (46)

2620 Lm

0.25: and numerical integrations started at the same initi4ihere o, ¢ is given by

conditions. Fig. 12(a) shows the;, — x3 projection of the Si Y 47
chaotic attractor generated by (42) for the ideal case 0. fott, g = oot u “7)

As parameter) increases, the shape of the attractor variesince the value of3 defines the maximum number of unit
as Fig. 12(b) and (c) shows. For = 0.80, saturation of transconductances in the array of Fig. 5. Neglecting the terms
the transconductance amplifiers causes the trajectory of (¢8htaining products of random variables, (46) can be rewritten
to become locked, after some transient, at a stable linj the following form:

cycle. This confirms that the static nonlinear deviations of

the transconductors may have dramatic consequences on thé& T 6C) d z1(t)

dynamic behavior of the system, and must be considered on 9mu dt

the realization of the monolithic design. — [ho(a1) + as)] <1 4 SApe+ 6gmu> n Fiof, 1
0 grnu grnu
C. Mismatch Errors on the Circuit Elements (C+6C) d )
— =
In the following, we will assume that none of the above  gmu  df 2

6 mu
= [a(z1 — 23) — 772] <1 + 6Arc + g—) +

mu

deterministic error sources is present, and only consider the dlog, ¢
influence of random deviations on the circuit elements. As-
sume that every unit transconductance stage in Fig. 5 has 8C 4 60) d

gain deviation and an output offset current. That is, while thegnT P z3(t)
ideal characteristic is given by [see Fig. 2(b)]

= 6grnu 6i0ﬂ,t
IO = gmuvin (43) - [/3372] <1 + 6AFC —+ —> 4 = (48)

mu g mu

grnu

we have, in practice, where
IO = (grnu + 6grnu)‘/in + 6-[0ﬂ, u (44) 6ioﬂ7t = 6ioﬂ7 g + 6ioﬂ, FC (49)

where bothdg,., andéicg, . are stochastic variables, assumegy equivalently, as

statistically independent with zero mean. Similarly, assume

that the currents delivered to the integrating capacitors havg +67) ix(t) = {Az(t) +Bf[DT:c(t)]}
a gain slightly different from unityApc = 1+ 6 Arc, and dt ‘
include an offset ternbiog, rc, Where again the deviations ) <1 4 5Ape + %) n Fioft, ¢ (50)
6Arc anddiog, re are statistically independent random vari-

ables i\;wtnh zeri(; geaﬁ;FlrnaII%/f, atsscli”t?erﬂ;}ag t:quStr?tE \;a”ablt%h matricesA, B, and D defined by (22). Observe that all
capacitances 9. > are afiected by random variations so state equations of the system are affected in the same

C,=C+6C (45) manner by mismatches—a consequence of the decomposition
) ) ) in unitary elements applied in the schematic of Fig. 5. Note
where( is the nominal value of the three capacitan€gsand rom (50) that the effect of mismatch between the integrating
the variationséC' are assumed statistically independent W'tli‘apacitors is to perturb the time constant of the system by
SThese deviations arise in practice because of the nonideal output stages = 6§C/gn,,. On the other hand, the mismatch between
of the transconductance amplifiers. Adopting the dummy device approach for

the realization of Fig. 5, we can assume that all the integrating capacitance$This assumption can be accepted if the parameters of the nonlinear
are affected in the same way by these deviations. characteristic are externally controlled with ideally infinite accuracy.

mu mu
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Fig. 14. Measured double-scroll Chua’s attractor.

transconductors introduces two different kinds of error con- sg

tributions. Some of them are time-invariant and have been ﬂ‘ &,?“ W‘.,{m ';i J“ ﬁ&rﬁ lj'\ j’ﬂ ‘1* fk', (a)
grouped into the global offset terbi.g, ¢ /g The rest of the Y \M! ', Ay \V ; ‘\;ﬂf\; tl" 'JI‘H M,J‘l \”1-'
errors are time-variant since they depend on the state variables. b RS I A
The consequences of all these variations on the functionalitg ! ;
of the network can be evaluated by Monte Carlo analysis. AE Lk }'M ’ lﬁg'ﬁﬂ ; @ME&
vy fh j % )E% sl ; (b)

general theoretical development has not been reported yet, arggl 0.0 n%i‘»‘
hence, it is difficult to establish the form and the error Ievels*g ;
which can be tolerated. Among the many possible criterias”

we have chosen a measure which can be translated to the 4 ﬂl; KAR AR AL oA

L L : . ; L IS it IH\Iu'inli‘i."

individual building blocks, with the intention of optimizing !v U.m,p-\ 0/ My iy (©
. . i Wogy FAE TR | B LI

their implementation. ol b el Time (20ms/div)
Assuming that the magnitudes of the state variables are 0.0ms 100.0ms 200.0ms

always below the clamping voltagé&; of the transconductors, . o
the maximum nominal current which can be delivered at affjf- 15 Audio data transmission.
time instant by the transconductors is found to be

Conditions (52)—(55), applied on corresponding building

max{I(t)} = Eq - [Bguml- (51) blocks in the cell, allow the obtention of a bound for the error
Now, for the output stages of the transconductors, we requé§tof the integrand (¢) of every state eq.uatlon. The bound of
that the current gain error be bounded by this error can be calculated as follows:
6 mu .
|6AFC| < Z (52) |6I| = ‘ﬁgmuEl <6AFC + ; ) + 6'Loff,t

and that the offset error, relative to the maximum output < g, 'El|:|6AFC| n |6Gmul l|6ioﬂ,t|:|
current coming from the unit transconductance elements given — Imu B Eigmu

by (51), be bounded by < B El|:|6AFC| N 8Gmul N |80 u| |5ioﬂyFC|}
Siogt, FC € - Imu Eigmu EiBgmu
max{](t)}‘ = 4 (53) <e- Bgmubr = e - max{I(t)}. (56)

Similarly, for every individual differential input stage imple-Hence, the random error on any of the integrands is, at any
menting a transconductangg,, and driven by a signat;,2we time instant, less than a fraction of its maximum possible
request that the relative transconductance error be boundechbgninal value. In addition, since the relative errors on the
weights are individually bounded, it can be expected that, for

“Sgﬂ < € (54) sufficiently low values ofz, the behavior of the system will
mu 4 be similar to the nominal one.
and that the offset error, relative to the maximum output signal
of the transconducto£; g, be bounded by V. CIRCUIT DESIGN AND EXPERIMENTAL RESULTS
Gloft, u <€ 55 Taking into account the influence of the error sources dis-
Eigmu| = 4 (55 cussed in the previous section, we have designed a monolithic

o ) o circuit based on the schematic of Fig. 5, suitable for data en-
Note that this is equivalent to establishing the same bougfption using the vector field modulation scheme of Fig. 3(a).
for the input-referred offset erratiog,  /gmu, relative to the Al parameters in this circuit are electrically controllable to

maximum input signal levek;. serve as cryptographic key in the audio transmission scheme.
8Here,z; denotes a state variable. The errors are due to the circuitelementSF'g' 13 shows a m'crOphOtograph of the Chaqtlc mf)d'
and not to the signals, which are assumed exact in every case. ulator/demodulator unit, which includes an on-chip tuning
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scheme, and other auxiliary circuitry for biasing and measure-
ment purposes. The dimensions of the circuit (developed i[%]
a 2.4 um double-poly double-metal CMOS technology) have
been also indicated in Fig. 13. Power dissipation is less than
1.8 mW for a symmetrical biasing af2.5 V. Further details (6]
of the prototype are given in [36]. Because of their optimum
design, the fabricated prototype is able to reproduce the whol@&
bifurcation sequence toward the double-scroll Chua’s attract%]
in a robust and reproducible manner.

Fig. 14 shows the projections of the double-scroll featured
by the circuit. Fig. 15 illustrates the performance of the whold®!
audio encryption scheme using the vector filed modulation
scheme of Fig. 3(a) witlx, = x;; the coding function is a [10]
simple addition. Input signal [Fig. 15(a)] consists of a segment
of speech. The worst-case signal-to-noise ratio of the recovereqd
signal [Fig. 15(b)] is greater thar40 dB (this occurs at very
low frequencies) with less thar0.2 dB loss of the input signal [12]
power. At higher frequencies, the signal-to-noise ratio rises up
to +60 dB, while retaining similar losses at the receiver. AB3]
can be seen from Fig. 15, the transmitted signal [Fig. 15(c)]
bears no resemblance to the information content. [14]

Vi, [l
Every monolithic implementation encompasses several dis!
sign considerations both at the system and at the circuit levels.
System-level considerations center on the actual architecture
of the nonlinear oscillator. Since there is a large variety &7
synthesis methods to realize a given electronic system, thesg
criteria must determine which architecture provides the best
compromise between complexity and performance. Importatrlwg]
factors in the choice of a synthesis method are dynamic range
properties and sensitivity to parameter variations. At the circuffl
level, the designer has to deal with the limitations imposed by,
the technological process, as well as the desired operating fre-
quency, and the required tunability range. Additionally, theré?l
are topological demands coming from the system level, sugh,
as the number of inputs and outputs of the building blocks, and
the specifications of the block requirements. Depending on t[t}%
above considerations, designers have to decide which ac ve]
elements are used to construct the building blocks defined
at the system level, or the convenience of using balanckd
topologies, among other things. Other important constraintsg
the circuit level are chip area and power dissipation. These
considerations are used in this paper for optimum choi
of the chaotic state equation which is the best suited for
implementation using7m-C integrated circuit techniques. [28]

CONCLUSIONS
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