A Mixed Data-Based Deep Neural Network to Estimate Leaf Area Index in Wheat Breeding Trials
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Abstract: Remote and non-destructive estimation of leaf area index (LAI) has been a challenge in the last few decades as the direct and indirect methods available are laborious and time-consuming. The recent emergence of high-throughput plant phenotyping platforms has increased the need to develop new phenotyping tools for better decision-making by breeders. In this paper, a novel model based on artificial intelligence algorithms and nadir-view red green blue (RGB) images taken from a terrestrial high throughput phenotyping platform is presented. The model mixes numerical data collected in a wheat breeding field and visual features extracted from the images to make rapid and accurate LAI estimations. Model-based LAI estimations were validated against LAI measurements determined non-destructively using an allometric relationship obtained in this study. The model performance was also compared with LAI estimates obtained by other classical indirect methods based on bottom-up hemispherical images and gaps fraction theory. Model-based LAI estimations were highly correlated with ground-truth LAI. The model performance was slightly better than that of the hemispherical image-based method, which tended to underestimate LAI. These results show the great potential of the developed model for near real-time LAI estimation, which can be further improved in the future by increasing the dataset used to train the model.
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1. Introduction

The world’s population is expected to increase to about 9 billion people by 2050 [1]. In this context, food production will need to increase by 70% despite the limited availability of arable lands, the increasing need for fresh water and the impact of climate change [2]. This increase will have to occur in all crops, but especially in those staple crops such as wheat, which provide about 20% of the daily caloric intake for a human being [3]. Thus, the demand for wheat is expected to increase by around 60% in the next few decades, but the potential yield is expected to decrease by 20% due to the climate change [4]. Added to this perspective is the fact that breeders have only achieved an increase in wheat yield of less than 1% per year while forecasts demand an increase of around 2% to meet the growing global food demand [5,6].

Conventional breeding cycle takes years (even decades) to develop and evaluate new breeding lines [7]. The main reason for this is that new cultivars need to be tested at multiple locations over several years to make sure the target environments are covered [8]. A large part of the work done by breeders consists of evaluating cultivars in the field by taking data manually to support decision-making [9]. This process is costly and time-consuming, since measurements are carried out over thousands of small plots which require time and specialized technicians [2]. To bridge this gap,
breeders demand solutions which will allow them to evaluate cultivars in the field faster and cheaper [10]. In this context, high-throughput plant phenotyping using aerial and terrestrial platforms has emerged as a promising tool [11,12]. This kind of platform allows accurate remote sensing of crop responses to abiotic and biotic stresses [13,14]. Moreover, automated phenotyping platforms usually measures in a non-destructive way, allowing breeders to evaluate the same plant multiple times throughout the season [15].

Among the large number of phenotypes of interest to be monitored in breeding programs, biophysical crop variables are considered especially important [16]. These variables provide information about a crop’s health status since they are affected by both physical and biological crop traits that are in turn influenced by biotic and abiotic stresses [17]. The leaf area index (LAI), biomass, plant height, the fraction of vegetation cover and the fraction of absorbed photosynthetically active radiation (FPAR) are some of these variables of interest [18]. The LAI is defined as the leaf area of the canopy per unit area projected on the soil [19,20], or as the photosynthetically active leaf area per unit soil area [21,22]. Its value is extremely descriptive as an indicator of the ability of the canopy to intercept incoming photosynthetically active radiation (PAR) [23]. Moreover, due to carbon being fixed by the interception of radiation and then converted into chemical energy, this index can be used to estimate the crop final yield [24]. The LAI is also affected by abiotic stresses such as drought and is a good tool for evaluating the growth and development of crops in breeding programs [25].

Methods for LAI estimation are grouped in direct and indirect methods, and have been widely assessed and reviewed in the literature [19,26]. Direct methods are the most accurate and helpful for validating indirect measurements, but they are extremely time-consuming and prohibitively expensive when applied to large crop areas [20]. Moreover, their application in breeding programs would be of little use since they are often destructive and the sampled area within the small plots could be non-representative and lead to biased results [4,21]. Alternatively, in recent years, indirect methods based on bottom-up hemispherical photography, FPAR-inversion, spectral reflectance measurements and 3D point-clouds analysis have been developed [19,22,27,28]. The essence of the indirect methods is related to how light interacts with the canopy as measured in three ways: transmission, absorptance, and reflectance [29]. Among all the indirect methods available for estimating LAI, the technique that uses hemispherical images taken with a fisheye-type lens is the most used due to its robustness [30,31]. This method is based on the estimated position, size, density, and distribution of canopy gaps, which characterize the canopy geometry through which the intercepted solar radiation is measured [32]. The gap fraction is calculated using thresholding in order to distinguish pixels that are occupied by leaves from pixels that are occupied by the sky or ground [33]. Hence, images under uniformly diffuse light conditions to avoid sun spots in the background are required [34]. In addition to light conditions, the resolution, especially for small leaves and tall canopies, is another potential limitation [19].

Despite indirect methods being quite accurate, the repeatability in image capture still requires time-consuming post-processing [19,25]. The development of deep neural networks, also known as deep learning (DL) techniques, a subset of machine learning (ML) and, specifically, convolutional networks (CNN or ConvNet), has emerged as a powerful less time-consuming and less costly alternative to estimate LAI and many others basic plant phenotyping tasks [35,36]. For example, Lue et al. [37] developed an in-field automatic wheat disease diagnosis system based on a weekly supervised deep learning framework using red green blue (RGB) images. A model to detect and characterize wheat spikes from wheat images as the input was designed by Hasan et al. [38]. Ma et al. [39] proposed a deep learning model to estimate the ground biomass of winter wheat from images captured under field conditions. In terms of LAI estimation, Durbha et al. [40] suggested a method based on support vector machine regression (SVR) using multiangle imaging spectroradiometry of wheat. An approach that includes images from Sentinel 2A as input and manual measurements of LAI using an LAI-2000 Plant Canopy Analyzer (Li-Cor, Inc., Lincoln, NE, USA) was proposed by Jin et al. [41] for LAI estimation in maize microplots. Houborg and McCabe [42] applied a hybrid training approach on the basis of two common decision tree regression
algorithms (cubist and random forest models). These tools have demonstrated high accuracy, but low scalability for terrestrial use in a high-throughput phenotyping platform (HTPP) due to the required deployment of proximal sensors with high-resolution imaging technologies suitable to plot sizes [43]. Nevertheless, according to Tsaftaris et al. [44], many of the tools based on images developed for plant phenotyping require prior processing, and this has several drawbacks which add a new bottleneck to the breeding process. On the other hand, some researchers suggest that development in the leaf area carried out during the middle and late crop growth stages do not produce any changes in the crop canopy cover (CC) [45]. Hence, LAI values could still be increasing even when the crop canopy already covers approximately 70%–80% of the ground area. This means that LAI estimation using only data from image segmentation can be improved by adding other parameters that affects the growth and development of plants, as recently shown by Longson and Cambardella [46] who developed a statistical model to determine LAI from ground cover and plant height measurements.

Taking all this into consideration, the aim of this paper was to investigate the suitability of using field-based nadir-view RGB images taken from a high-throughput phenotyping platform to obtain high-accuracy LAI estimates and provide reliable data for wheat breeding programs. The specific objectives, given this approach, were the following: (i) to develop an allometric relationship for non-destructive yet direct estimates of LAI to be used as ground truth; (ii) to build a DL model that combines images and numerical features of the crop for accurate LAI estimations; and (iii) to compare the results obtained by the DL model approach with those obtained by the direct method using the allometric relationship and a commonly used indirect method based on bottom-up hemispherical images taken underneath the vegetation.

2. Materials and Methods

2.1. Description of the Experimental Site

The experiment was performed at an experimental field located in Escacena del Campo, Huelva, Spain (latitude: 37.4525 N; longitude: 6.36194 W) that belongs to the wheat breeding company (Agrovegetal S.A., Seville, Spain). The trial was conducted during two experimental seasons (2017–18 and 2018–19) under rainfed conditions. In the first season, wheat was sown on 25 November 2017 and harvested on 15 June 2018. In the second season, the wheat was sown on 6 December 2018 and harvested 183 days after sowing (DaS), that is, on 7 June 2019. A total of 10 cultivars and three replicates per cultivar were selected from a trial with 25 cultivars and three replicates per cultivar in a randomized block design (Figure 1). The cultivars investigated were the following: Antequera, Conil, Galera, Gazul, Marchena, Montalbán, THA 3753, THA 3829, Tujena, and Valbona. The initial plot dimensions were 6.50 m long by 1.20 m wide according to the working width of the seed sowing machine. Thirty DaS, the plots were resized along their longitudinal dimension with an herbicide application, setting as final dimensions for each plot 6 × 1.20 m. The weather conditions for both growing seasons were dry, as is usual in the region. During the second season, a single irrigation event of 80 mm was applied on 6 March due to an extended spring drought.
2.2. Allometric Relationship and Direct Estimates of Leaf Area Index (LAI)

Destructive measurements are the only way to validate LAI estimations [19]. So, during both trial seasons, three plants per plot were taken from the zone which was later resized with an herbicide application. Consequently, the conditions of the experimental unit were not affected. Then, the leaves were stored in cooler containers and immediately taken to the laboratory for analyses (Figure 2a). For each leaf, the main linear dimensions, length (L) and maximum width (W), were measured. Then, during the first season (2018), the area of the leaves was measured using a leaf area meter (LI-COR 3100; LI-COR Biotechnology, Lincoln, NE, USA). In the second season (2019), the leaves were placed on a sheet of paper with a square of known dimensions (1 cm$^2$) in the background, as shown in Figure 2c. The ImageJ® software was used to measure the leaf area and its dimensions, as proposed by Ahmad et al. [47]. With all this information, an allometric relationship to derive the leaf area of individual leaves from L and W measurements was developed.

With the purpose of validating the LAI estimated with the DL model through the growing season, three randomly selected representative plants per plot were marked. On the same days that the digital photographs were taken (Table 1), the linear dimensions (L, W) of all plant leaves and the plant height were measured for each selected plant using a flexible tape graduated in millimeters, as
shown in Figure 3. The measured dimensions were used to calculate the leaf area of each individual leaf using the abovementioned allometric relationship. The plant leaf area was then calculated as the sum of all the unitary leaf areas. The LAI for all plots was obtained according to the following expression:

\[
\text{LAI} = \frac{\text{PLA} \text{ (m}^2\text{)}}{\text{PS} \text{ (m}^2\text{)}}
\]  

where PLA is the plant leaf area and PS the plant spacing, estimated as the inverse of plant density.

**Table 1.** Dates of measurements and imagery acquisition during the trial seasons.

<table>
<thead>
<tr>
<th>Dates</th>
<th>DaS</th>
<th>Season</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 January</td>
<td>61</td>
<td>2017–2018</td>
</tr>
<tr>
<td>27 March</td>
<td>122</td>
<td>2017–2018</td>
</tr>
<tr>
<td>17 April</td>
<td>143</td>
<td>2017–2018</td>
</tr>
<tr>
<td>2 February</td>
<td>58</td>
<td>2018–2019</td>
</tr>
<tr>
<td>14 February</td>
<td>70</td>
<td>2018–2019</td>
</tr>
<tr>
<td>25 February</td>
<td>81</td>
<td>2018–2019</td>
</tr>
<tr>
<td>29 March</td>
<td>113</td>
<td>2018–2019</td>
</tr>
</tbody>
</table>

* Destructive leaf area index (LAI) measurements were performed on these dates. \(^{b}\) On this day, bottom-up hemispherical images were also taken. DaS: days after sowing.

2.3. **Image Acquisition and Processing for Deep Learning (DL) Model**

Most methods reviewed in the literature use single high-resolution images taken at different locations inside the crop field [29]. This provides an average LAI value of the entire crop area, which might prove to be sufficient for a commercial wheat field. However, this may be not enough for the small plots used in breeding programs, since large within-plot differences in crop parameters, such as plant height, among others, are often observed [2,8]. On the other hand, it is known that a video is composed of several frames (images) where each image is taken automatically, one after the other, producing the impression of a moving image [48]. The number of frames per second (fps) that a camera is able to obtain depends on the technical features of the sensor in question. In order to overcome the existing within-plot crop variability, breeders use replicates to increase confidence in their results [12,14]. In this study, a smartphone model Huawei P8 was located at the front of an HTPP platform (Figure 4a) at a height of 0.50 m over the average wheat canopy height. The device was used to take nadir-view images and to record a video along the entire plot (Figure 4b). The
smartphone was driven alongside each plot at a speed of $0.27 \pm 0.09 \text{ m s}^{-1}$. Each digital video was recorded with an average recording duration of 25–30 s. The smartphone used in this experiment was able to acquire 30 fps. Bearing this in mind, a Python script was developed to obtain all frames from each one of the videos recorded. An average of 500 frames (Figure 4c) per video was obtained using this code. However, only 20 images per plot were selected to avoid including images from the perimeter of the plot (border effect). Moreover, a method suggested by Rosebrock [49] for image segmentation, where color boundaries (lower and upper) in the RGB color space are established, was adopted to extract the CC value for each image. More details are provided in the Supplementary Material (S1). This information was used as an input in the DL model, which will be explained in Section 2.5.

Figure 4. Image acquisition using the high-throughput phenotyping platform (HTPP). (a) A picture of the HTPP platform working in the field. A detail of the way the device was attached to the HTPP and a frame taken with the smartphone are shown in (b) and (c), respectively.

2.4. Hemispherical Images Acquisition and Processing

According to Jonckheere et al. [19], bottom-up hemispherical images can provide precise indirect estimates of LAI. This kind of image is captured using a fisheye-type lens that allows taking
pictures with a field of view (FOV) of around 180 degrees. A GoPro camera (Hero3+, GoPro, San Mateo, CA, USA) was used in this work to take the bottom-up hemispherical images. To accomplish this, the camera was equipped with a fisheye lens with an FOV close to 170 degrees [50]. To obtain the bottom-up hemispherical images (Figure 5a) the camera was placed on the ground underneath the plants and located in the center of each plot with the interval timer shooting mode on (Figure 5b).

![Figure 5.](image)

Both the videos and images were acquired according to the specifications of each device, shown in Table 2. The bottom-up hemispherical images were analyzed using the Can-Eye software (see supplementary material (S2) for further details), developed by the French National Institute of Agronomical Research (INRA), as suggested by Demarez et al. [30]. This image-processing method provides LAI and CC estimations, along with others crop parameters related to canopy architectural traits. This is a laborious and time-consuming task, since a manual segmentation process to differentiate between sky (background) and canopy pixels is required.

<table>
<thead>
<tr>
<th>Technical Features</th>
<th>GoPro</th>
<th>Huawei P8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>HERO3 + Black Edition</td>
<td>HUAWEI GRA-UL10</td>
</tr>
<tr>
<td>Weight (g)</td>
<td>74</td>
<td>144</td>
</tr>
<tr>
<td>Sensor type</td>
<td>CMOS</td>
<td>CMOS</td>
</tr>
<tr>
<td>Sensor size</td>
<td>6.17 × 4.55</td>
<td>4.62 × 6.16</td>
</tr>
<tr>
<td>Pixel size (µm)</td>
<td>1.55</td>
<td>1.12</td>
</tr>
<tr>
<td>Image/video resolution</td>
<td>4000 × 3000</td>
<td>1920 × 1080</td>
</tr>
<tr>
<td>Focal length (mm)</td>
<td>2.77</td>
<td>3.83</td>
</tr>
<tr>
<td>Output format</td>
<td>JPG</td>
<td>MP4</td>
</tr>
</tbody>
</table>

^ CMOS (complementary metal-oxide semiconductor) sensors utilize Bayer color filter mosaic arrays.

2.5. Deep-Learning Model Description

Most studies carried out on LAI estimation have focused on using only visual features from the images. These methodologies are suitable in some controlled-conditions scenarios but they are time-consuming, of doubtful accuracy and labor-intensive due to the required image pre-processing. To overcome these limitations, a new approach based on deep-learning modeling is proposed, mixing visual features from images and plant architectural parameters measured at ground level to train the model.

According to Gulli and Pal [51], mixed-data neural networks are more complicated in structure but they are more accurate at making predictions than those using only one type of data in the
training process. Consequently, the Keras functional API (application programming interface) [52] was used in this study to define the model. This API provides the flexibility needed to define a model that takes different forms of data as inputs and subsequently combines them [51,53]. In this way, a multi-input network with two branches for both images and data was built, as depicted in Figure 6. The first branch consisted of a multilayer perceptron (MLP) with two layers: a fully connected (Dense) input layer and a fully connected hidden layer, both with ReLU (Rectified Linear Unit) activation. This structure was designed to handle numerical inputs (i.e., plant height, CC, DaS, etc.). The other branch was a CNN which used RGB color images as input. This network was composed of three convolution layers placed in a sequential manner with a 2D convolutional neural network followed by batch normalization, ReLU activation, and max-pooling. At the end of these three convolution layers, the next layer was flattened, and then a fully connected (FC) layer with batch normalization, density, and a dropout rate of 50% was added. The max-pooling, dropout, and dense layers were used to reduce the parameters and boost the training. Subsequently, another FC layer was applied to match the nodes coming out of the multi-layer perceptron. This latter step is not a requirement, but it was added to support and balance the branches [54]. Finally, the outputs of both branches were concatenated together to be used as input in the final set of layers of the network. This part of the model had an FC layer with two dense layers, where the final one was used as a regression and its output was the LAI estimation value.

Figure 6. Artificial neural network architecture for leaf area index (LAI) estimation using visual features and crop parameters as numerical inputs.
In order to train the model according to the neural network structure, a dataset with the data collected from six out of seven sampling dates (Table 1) was built and structured as follows: each wheat plot was represented by groups of 5 images tiled into one montage of 4 images (20 images for each wheat plot in total). Each montage was associated with a numerical value of the CC, plant height, average leaf area of an individual wheat leaf per plot, DaS, and LAI. A total of 3600 images were used in the training process. Images from DaS 58 were excluded for model training and used for validation purposes. In order to evaluate the effect on model performance of adding crop traits as input parameters of the DL model during the training process, the model was trained in four stages: (i) the model was trained using only RGB images, CC and LAI values, (ii) the plant height was added as an additional parameter together with those previously used, (iii) the average leaf area of an individual wheat leaf per plot was added and (iv) the DaS was included as a final parameter to be used as input for model training. The number of nodes in the MPL was updated according to the inputs in each of the stages. The dataset was split into three subsets: 70% for training, 15% for validation, and 15% for testing, as suggested by Rosebrock [54] for this kind of models. The whole model was compiled using the mean absolute percentage error (MAPE) as a loss function and the Adam's optimization algorithm [55] as an optimizer with a learning rate of 0.001 and a decay factor of 0.001/200. Finally, when fitting the model, all the weights were tuned by backpropagation; the number of epochs used and the batch sizes were 200 and 8, respectively.

Due to CNN’s high requirements in terms of hardware and graphics processing unit (GPU) resources, Google Colaboratory (also known as Colab) offered by Google was used to implement and train the model. Colab, a cloud service based on Jupyter Notebooks, provides a free single 12 GB NVIDIA Tesla K80 GPU that can be used for up to 12 h continuously. For the local computing processes, a MacBook Pro laptop (MacOs High Sierra 10.13.4) with a 2.5 GHz Intel Core i7 processor, 16 GB of RAM, and AMD Radeon R9 M370X 2048 MB/Intel Iris Pro 1536 MB graphics was used. The Open-Source Computer Vision (OpenCV) library [56], which includes several hundred computer vision algorithms, was used to process images [54].

### 2.6. Statistical Analysis

Linear regressions were used to compare LAI values estimated using direct and indirect methods. The analysis was performed using RStudio® [57]. The mean absolute error (MAE, Equation (1)) and the Root-Mean-Square Error (RMSE, Equation (2)) were used.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |A_i - F_i| \tag{2}
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(A_i - F_i)^2}{n}} \tag{3}
\]

Here, \( n \) refers to the number of compared values, \( A_i \) is the actual observed value, \( F_i \) is the forecast value and \( \bar{A} \) is the actual observed mean value. The RMSE and MAE represent the average differences between the model \( F_i \) and the \( A_i \) values. However, it is a normalized statistic that determines the relative magnitude of the residual variance ("noise") compared to the measured data variance ("data or information"). It is important to include these absolute error measures in model evaluation because they provide an estimate of model error in the units of the variable. The MAE provides a more robust measure of average model error than the RMSE since it is not influenced by extreme outliers [58].

Finally, analysis of variance (ANOVA) was used to determine the significant differences \( p < 0.05 \) among cultivars in terms of LAI values obtained. Means separation was performed using Duncan’s multiple range test.
3. Results and Discussion

3.1. Allometric Relationships for Direct LAI Estimation

Obtaining an allometric relationship to estimate the leaf area of individual wheat leaves in a non-destructive way is of great interest for the validation of other non-destructive methods in trials where the plant material cannot be sampled. This occurs in crop breeding trials where variation in the number of plants per subplot would alter the productivity results of the cultivars. In this paper, two empirical relationships have been derived (Table 3), one for each growth period. Both relationships were based on a first-degree equation, \( y = ax + b \), where the independent variable was calculated as the product of \( W \) and \( L \), and \( a \) and \( b \) are, respectively, the slope and intercept of the linear relationship. The derived relationships explained 91\% and 94\% of the observed variability in the leaf area of individual leaves in the first and second season, respectively. Slope values of 0.75 cm\(^2\) cm\(^{-2}\) and 0.78 cm\(^2\) cm\(^{-2}\) were obtained for the first and second season, respectively. Intercept values of -0.9 cm\(^2\) and 0.5 cm\(^2\) were also observed for the respective two seasons. Similar results were reported by Chanda and Singh [59]. However, the number of observations in their study was slightly lower. Other research carried out by Calderini et al. [60] reported a slope value of 0.83. The authors also made measurements during two seasons, although they sampled five plants per plot, likely giving a most robust predictor. Bryson et al. [61] also obtained a slope value of 0.83 with a coefficient of determination of 0.95 in a field trial with 20 winter wheat varieties. In this study we decided to use a single relationship derived with the pooled data of both experimental seasons, as suggested by Chanda and Singh [59].

| Season DaS Regression Equation R\(^2\) Standard Error [cm\(^2\)] No. of Observations |
|--------------------------|---------------------------------|-------------------|----------------------|-----------------|
| 2017–18 61 LA = 0.75LW − 0.90 0.91 0.24 411 |
| 2018–18 58 LA = 0.78LW + 0.50 0.94 0.41 855 |
| Combined LA = 0.71LW + 0.92 0.94 0.09 1266 |

DaS: Days after sawing when the leaves were collected. All the relationships were significant at \( p < 0.001 \).

3.2. Spatial Canopy Cover (CC) Variability in a Wheat Plot

According to Sharifi [18] and Jonckheere et al. [19] among others authors cited in the literature, the main disadvantage of image segmentation techniques is their high sensitivity to the changes in light conditions. Figure 7 shows the CC values obtained by analyzing 10 frames of a single wheat plot on different DaS (61, 122 and 143) during the season 2017–18. The standard deviation (SD) of CC for each one of the DaS assessed was 1.13, 6.95 and 3.04 \%, respectively. It can be observed that the value of SD is lower when CC is below 30\% and notably higher in those DaS with CC greater than 65\%. These results show that zones with different CC values can exist within a single wheat plot. These differences are more accentuated as the crop approaches CC values close to 80\%, where techniques used for image segmentation have difficulties distinguishing background pixels from those that are actually vegetation. Therefore, we can assume that incorporating several images of the same wheat plot will give greater robustness to the model.
3.3. LAI Estimates Using Bottom-Up Hemispherical Images

The reliability of using bottom-up hemispherical images to estimate the LAI of wheat plots through gap fraction analysis using the Can-Eye software was assessed in 10 wheat cultivars. LAI estimates (True LAI) with this indirect method (LAI-hemis) were evaluated against direct LAI measurements (measured LAI) (Figure 8). The level of agreement between both LAI values was high ($R^2 = 0.90$, $MAE = 0.32$, $RMSE = 0.40$), although the indirect method tended to underestimate the LAI values as denoted by the slope of the linear regression (0.76). Other authors already stated that most indirect methods used for LAI estimation generally lead to an underestimation of LAI [62,63], in agreement with our findings. In any case, the LAI values obtained in this study were similar to those observed by Demarez et al. [30] in wheat plants using bottom-up hemispherical images.

Figure 7. Canopy cover (CC) values for 10 frames within a single wheat plot on different days after sowing (DaS) during 2017–18 season. The error bars represent the standard deviation (SD) of the data.
Figure 8. Relationship between measured LAI (direct method) and LAI estimated by bottom-up hemispherical images (LAI-hemis). The number of plots analyzed was \( n = 30 \). The straight line represents the best-fit linear regression \( (p < 0.001) \).

3.4. Performance of the Deep-Learning Model

Although the model can be tested with the percentage (15\%) of images randomly split, it was tested with an independent dataset of images taken on DaS 58. This date was selected so that the comparison of the conventional method and the DL model could be performed with images taken on the same day. Of this dataset, 10 images per plot were randomly selected and used to run the four DL model versions previously trained with images and crop traits that were sequentially added as input parameters (see Section 2.5). Figure 9 shows the correlation between LAI measurements (direct method) and LAI estimates made by the four versions of the model \((LAI-model)\). Although the model performed reasonably well when it was trained with images plus CC and LAI values used as inputs, the accuracy of LAI predictions increased as important parameters for the growth and development of wheat were added as inputs for model training. Correlation coefficients higher than 0.6 were obtained with all model versions. However, it was particularly significant when the accuracy increase observed when plant height and the average leaf area of individual wheat leaves were added as inputs for model training. The best performance was achieved when DaS was included as input, achieving a meaningful \( R^2 \) value of 0.87. Low \( RMSE \) and \( MAE \) values were observed in all model versions.
Figure 9. Linear regressions between measured LAI (direct method) and LAI estimates made by the four model versions (LAI-model). LAI-model (i): the model was trained using only red green blue (RGB) images, canopy cover (CC) value and LAI; LAI-model (ii): the plant height was added as additional parameter together with those previously used; LAI-model (iii): the mean leaf area of individual wheat leaves was added; LAI-model (iv): the days after sowing (DaS) was included as an input to train the model. Each point is the mean of three replicates per wheat cultivar.

Figure 10 shows the training and validation loss (MAPE) values of the best performing model version (iv). Loss values indicate how well or poorly a certain model performs after each iteration of optimization [54]. In this case it can be observed that the mean absolute percentage error started very high but continued to fall throughout the training process. Consequently, at the end of the training process, a loss value of 12.66% on the testing set was obtained. This implies that, on average, the network will be around 13% off in its LAI predictions. In this kind of model where the dataset is made up of different types of data, the weights in the neural network are randomly initialized. Hence, slightly different results will be obtained in terms of MAPE when initialization of weights is poor.
Since 20 images per plot were selected on DaS 58 for validation purposes, another set of 10 different images per plot were used again for LAI estimations, but this time using only LAI-model (iv) (Figure 9). Figure 11 shows the relationship between LAI measurements (direct method) and LAI estimates performed by this version of the model (LAI-model). The results show that the DL model performed reasonably well to predict the LAI of wheat, as denoted by the performance indicators: $R^2 = 0.81$, $MAE = 0.39$ and $RMSE = 0.49$. Although these values are somewhat poorer than those obtained previously (Figure 9), it has to be noted that Figure 11 represents the data of the 30 plots evaluated instead of the mean values per cultivar as was done in Figure 9. As compared to the performance of LAI estimations with the hemispherical images and gap fraction theory (Figure 8), the slope of the LAI-model vs. LAI-measured relationship (0.94) indicates that the DL model did not underestimate LAI as previously observed with LAI-hemis. These results suggest that the model can be used as alternative to the hemispherical images, although keeping in mind the errors associated with the model predictions.
Table 4 shows the LAI values measured (direct method) and estimated (DL model and hemispherical images) for 10 wheat cultivars and three replicates per cultivar. The DL model that showed the best performance has been used in the analysis. Statistically significant differences in LAI-measured were observed between THA 3753 and T GALERA. The two indirect methods also found differences between these cultivars although, in their case, significant differences were also found between THA3753 and both TUJENA (LAI-hemis, LAI-model) and MONTALBÁN (LAI-model). Alternatively, a comparison between methods for each cultivar was performed. However, significant differences were not found.

Table 4. LAI values determined for ten wheat cultivars with the direct and the two indirect methods assessed in this study during DaS = 58 (2 February 2019).

<table>
<thead>
<tr>
<th>Wheat Cultivar</th>
<th>LAI-Measured</th>
<th>SD</th>
<th>LAI-Hemis</th>
<th>SD</th>
<th>LAI-Model</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>THA 3753</td>
<td>1.59</td>
<td>a</td>
<td>0.56</td>
<td>1.72</td>
<td>a</td>
<td>0.44</td>
</tr>
<tr>
<td>CONIL</td>
<td>2.17</td>
<td>ab</td>
<td>0.65</td>
<td>2.25</td>
<td>ab</td>
<td>0.13</td>
</tr>
<tr>
<td>T GAZUL</td>
<td>2.69</td>
<td>ab</td>
<td>0.28</td>
<td>2.54</td>
<td>ab</td>
<td>0.16</td>
</tr>
<tr>
<td>MARCHENA</td>
<td>2.85</td>
<td>ab</td>
<td>0.92</td>
<td>2.59</td>
<td>ab</td>
<td>0.66</td>
</tr>
<tr>
<td>THA 3829</td>
<td>2.99</td>
<td>ab</td>
<td>0.76</td>
<td>2.78</td>
<td>ab</td>
<td>0.57</td>
</tr>
<tr>
<td>ANTEQUERA</td>
<td>3.02</td>
<td>ab</td>
<td>1.11</td>
<td>2.85</td>
<td>ab</td>
<td>0.72</td>
</tr>
<tr>
<td>VALBONA</td>
<td>3.03</td>
<td>ab</td>
<td>0.38</td>
<td>2.91</td>
<td>ab</td>
<td>0.62</td>
</tr>
<tr>
<td>MONTALBÁN</td>
<td>3.47</td>
<td>ab</td>
<td>1.53</td>
<td>3.08</td>
<td>ab</td>
<td>1.28</td>
</tr>
<tr>
<td>TUJENA</td>
<td>3.51</td>
<td>ab</td>
<td>0.96</td>
<td>3.36</td>
<td>b</td>
<td>0.76</td>
</tr>
<tr>
<td>T GALERA</td>
<td>3.77</td>
<td>b</td>
<td>1.96</td>
<td>3.40</td>
<td>b</td>
<td>1.67</td>
</tr>
</tbody>
</table>

SD: standard deviation. LAI-measured: LAI obtained by the direct approach, LAI-hemis: LAI estimates using hemispherical images and LAI-model: LAI estimates using the DL model developed. Within the same column, different letters indicate statistically significant differences according to the Duncan’s multiple range test (p < 0.05).
3.5. Novelty of the DL Model against Current Approaches Used for Biophysical Parameters Estimation

Although in terms of accuracy no great differences have been observed between the conventional method (based on using bottom-up hemispherical images) and the DL model, the latter becomes a great alternative to the conventional method for LAI estimation as it requires short processing times. To the best of our knowledge, this is the first study in which a DL model is trained with RGB images and other crop traits for estimating crop biophysical parameters, such as the leaf area index. Different approaches and techniques can be found in the existing literature in which only one type of data (i.e., numerical data or images) is used. For instance, Walter et al. [64] assessed the suitability of using color features in RGB images taken from a HTPP for canopy cover estimations. Their results were satisfactory under greenhouse and field conditions. However, a previous image preprocessing using ImageJ software was used, which increases notably the time required to evaluate multiple cultivars, as is the case in plant breeding programs. Fernández-Gallego [65] also developed an algorithm for a rapid and accurate evaluation of the number of wheat ears as alternative to the manual counts. The method, based mainly on the color features of the images, achieved 90% accuracy with respect to the actual number of ears. Also for wheat, Sadeghi-Tehran et al. [66] developed a deep-learning model for CC estimation using automatic segmentation of RGB images taken on wheat plots. The proposed method was more robust and accurate than other classical and machine-learning methodologies.

Banerjee et al. [67] compared different methods of supervised image classification to estimate LAI in wheat under different soil moisture conditions from two types of images, RGB and thermal. Their results showed that the best estimates were obtained with thermal images and using a support vector machine algorithm. A coefficient of determination of 0.92 was found between estimated LAI and measured LAI with an optical device. They observed a better contrast between vegetation pixels and soil pixels in the thermal image, opening the possibility for future research of using this kind of images as add-on to the RGB images used in this study for estimating crop biophysical traits.

Other LAI estimation methodologies have been developed as alternative to the image-based methodologies. Recently, Feng et al. [68] suggested a new method to estimate LAI in wheat crops when the LAI value is under saturation due to crop growth. The method is based on vegetation indices derived from spectral measurements and explained 78% of the LAI variability observed, slightly lower than the value achieved by the DL model developed in this study. Satellite images have also been used as inputs of an artificial neural network trained with radiative transfer models, PROSPECT (leaf optical properties model) and SAIL (canopy bidirectional reflectance model), to derive LAI maps in winter wheat (Novelli et al. [69]). The authors obtained a coefficient of determination higher than 0.7 in two crop periods after comparing LAI estimates at ground level performed with the optical sensor LAI-2200 Plant Canopy Analyzer and satellite-derived observations. The results were similar to those obtained using the model developed in this paper but, due to the low spatial resolution of satellite images, this methodology is not applicable to the small size of plots in wheat breeding programs. Alternatively, Schirrmann [70] proposed the use of UAV images at low altitude for monitoring biophysical parameters in winter wheat.

3.6. Future Research and Enhancements to Increase the Model Accuracy

The proposed model has shown promising results in terms of accuracy and suitability to be implemented in a high-throughput phenotyping platform. However, the precision of the model and the size of the dataset must be increased in terms of pictures and field data. This is mainly due to the fact that DL models need a huge amount of input data to learn the behavior of patterns across the data. In this study, the growing season lasted 202 and 183 days for each season, respectively. Nevertheless, linear dimensions and pictures used for training the model were only taken during six days. This caused a wide range of LAI values to be unavailable in the dataset. Hence, a greater number of LAI measurements using the allometric relationship, especially during the first stages of crop growth are required. A methodology based on clusters along the plot where leaf measurements can be performed using the allometric relationship developed could improve the accuracy of the model. This approach will increase the number of frames used to train the model and achieve better
accuracy in the LAI’s predictions. It is important to highlight that, although the best way to increase the model accuracy is to increase the number of LAI measurements to train the model, adding other biophysical parameters obtained by optical devices (i.e., gaps size, clumping index, etc.) in the training process could also improve the accuracy of the model. Moreover, due to crop growth being influenced by many factors, especially weather conditions (i.e., temperature, relative humidity), the inclusion of these parameters as numerical inputs will be considered in future research.

Finally, the authors consider that this type of image analysis methodology can be transferred rapidly to the sector. The great advantage of the DL-based method, as opposed to the use of hemispheric images, is the difference in processing time of the first (approximately 10 s) as opposed to the second method, which takes approximately 10 min per image [71] and is highly dependent on the operator’s subjectivity [72]. Moreover, the fact that a smartphone has been used as an RGB camera for this work, opens the possibility to develop a mobile application in the future. The DL-based app would be able to estimate LAI from simple RGB images taken with a conventional mobile phone by technicians or plant breeders. Similarly, the use of these models may also be of great interest to derive crop biophysical traits from images taken from aerial platforms such as UAVs for rapid crop phenotyping in commercial and breeding fields.

4. Conclusions

The leaf area index (LAI) is a biophysical trait of great relevance for multiple plant-related disciplines as it describes the plants’ performance under certain environmental conditions. Despite the efforts made over the last decades to develop indirect methods for its estimation in field conditions, precise LAI estimation still presents some challenges in the field of precision agriculture, mainly related to the cost and processing time required by current indirect estimation methods. In this paper a novel technique based on artificial intelligence algorithms and RGB images taken from a high-throughput phenotyping platform (HTPP) has been developed for precise and rapid LAI estimation in wheat breeding plots. The results show that the level of agreement between the model’s LAI outputs and ground truth LAI is high ($R^2 = 0.81$) but slightly lower than that observed with other classical indirect methods for LAI estimation based on gaps theory analysis and hemispherical photography ($R^2 = 0.90$). However, the latter method underestimated LAI values (slope of the regression line of 0.76), while the model developed in this paper predicted LAI values of the same order of magnitude to those that were measured (slope of 0.94). Although the obtained results are promising, the refinement of the algorithms by training the model with an increased dataset that may also include other relevant crop parameters will probably yield better prediction outputs in future works.

This kind of machine-learning model based on inexpensive RGB images opens the possibility of estimating the LAI in wheat breeding fields in a fast (real-time) and economic way, fundamental characteristics for its implementation in affordable high-throughput phenotyping platforms. Further research is still needed to validate its suitability to compute LAI in other crop species.
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