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Abstract 
This paper describes the design of :I 

programmable Cellular Neural Network (CNN) chip, 
with additional functionalities similar to those of the 
CNN Universal Chip. The prototype, which contains 
1024 cells, has been designed in a 1.Opn1, n-well 
CMOS technology. A careful selection of the topology 
and design parameters has resulted in a cell densiity oil' 
31 cells/mm2 and an accuracy in the weight values i n  
the range of 7-8 bits. Adaptive techniques have been 
employed to ensure accurate external control and 
system robustness against process-parameter 
variations. 

I. Introduction 
Massively-parallel analog-processing systems xc: 

natural candidates in  those application fields i n  whicti 
nature has demonstrated their outstanding capnbililics 
[ 13. The processing front-end ol' biological vision 
systems (retina) has inspired the devclopmcnl of 
highly-parallel computation algorithms which rcprcscnt 
a potential breakthrough in artificial vision applications 
[2] .  Howcver, the practical use of thcsc algorithrns is, 
conditioned to their efficient and fcasiblc physical 
implementation. 

In this contexl, the cellular ncural network (CNN) 
paradigm [3], [4] represents an intercsting altcrn:iitivc. 
with a demonstrated wide range of applications [SI and 
particularly well suited for monolithic IC realizations. 

This contribution is ccntcrcd around the dcsign of 21 

CNN Universal Chip [6] with optical input cap:ibility in 
a standard l.Opm, n-well CMOS technology. and 
describes the major trends, obstacles and the solullions 
adopted after a careful analysis of many alternatives. 
The prototype is due from the foundry i n  the next 
weeks. Experiment:il results will hc :iv:iil:ihle :it the  
conference. 

11. The CNN computation paradigm 
A CNN is an ;u-ray of locally interconnccted 

processing units (ce l l s ) ,  arranged on a two-dimensional 
square grid. Each individual cell i has three associated 
variablcs: the . s i ( i i ~  .?(& which conveys ccll energy 
inforination ;IS a function of time; the inpuf , d ,  
represcnting exlernal cxcitation; and the oirtput y ' f i ) ,  
related to the cell slatc via a nonlinear double-saturation 
characteristic: 

(:I) 

Every ccll i intcr:rcts with other cells located within 
a distance 1 i n  the grid. These cells constitute the (radius 
1 )  nei~lrhot.hoor/ of the cell N ( i ) ,  which includes cell i 
itsclf. The dynamic behavior of the network is governed 
by a set o f  non1inc:u diffcrcntial equations, one for each 
ccll, 

?'i = / ( . \ I )  -+'+11-II-11) 1 
- 

Coefficients h,/ and 0; are called control and 
f o e d h d  wcighls, rcspcctively, and d' is the offset 
parameter. Thcsc p:iramcters determine the input-output 
mapping pcrl'ormcd by  the ne!. In, the common case of 
i//iifo/m CNNs. cocfficicnts aj'. bj'. and d' are invariant 
with i, and arc commonly defincd in the form of 
retriplnies 131. 

In the fu l l  signal range (FSR) modcl [7] employed 
i n  our prototypc, function g( .) is given by, 

{ nl ( .Y +,1) - 1 ;.u < -1 

; x >  1 
S(.Y) = l i lT1  ;Ixl 5 1 (3') 

I l l  -3 m 

( n r ( . u -  1)  + 1 

as opposed to the original proposal in which g ( x )  =a:. 
The adoption of this modcl simplifies the circuitry 
rccluircd for fhc iinplcmcntation of the basic cell, anld 
incrcascs the robuslncss of the h;irdwrue [7]. 
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111. A CT Full Signal Range CNN 
Universal Chip 

A. Futictiorinlity niirl chrri.ncler.isfirs 
The functionality of the chip is similar to that of a 

CNN Universal Chip 141. 11s central capability is that of 
a completely programmable CNN: controllnblc 
feedback, control and offset coefficients. In addition. 
every cell is equipped with a programmable digital gatc, 
digital memory. and other 1/0 and  control circuitry, as 
illustrated in Fig. 1 

PROGRAMMABLE 
APR- 

I 

LLM-I/O 
Multiplexer 

Control 
Control 

Fig. 1: Schematic Architecture of one Cell. 

The CNN network is constructed on a rectangular 
grid, it is assumed to he uniform. and its neighborhood 
radius is always one. In the implcmcntation of the cells. 
a strong cmphasis has hcen placed on low ;wen Lind 
power consumption, as well as on accul;icy. Extensive 
analysis has been pcrformcd to optim izc the architccturc 
and basic building blocks ag:iins! stalisticril o/i-dicJ 
parameter variations (misimtch). A srrong effort is 
dedicated to obtain robustness :ig:iinst \ \ .c! frJ/ . - /cJ\ .r /  
parameter v:ui:itions. For this purposc, m:iny 01' the 
internal variables arc automatically turicd 011 chip. 

The final topology forcc:rsts weight and  offset 
accuracies i n  the range of 7-8 bils. while  arc:^ 

requirements allow a complete 32 x 32 cells sys(cin to 
be integratcd in  a 7.7" x 6.Xmm prototype using ;i 

l.Opm, n-well. digital technology. I n  pxticulau cell nrca 
is about 17 Ipm x 187pm. Army dimensions arc 
5.5" x 6.0mm. The remaining ;uc;i is dcdic:ircd to 
boundary cells. weigh1 ad:rptation stngcs. incinorics lor  
tcmplatc cocfficicnts and local-logic-unit t ruth tables. 
adaptive bias st:igcs, 1/0 circuitry and bonding p:ids. 

Even though the proccssing circuitry is annlog. chip 
management is completely digital. I'acilitating its control 
and communications. No c x l c ~ m l  m i l o g  sig~i;ils x c  
required, nor for chip control. ncithcr ;is 1-clcrciiccs. 
Analog weights arc spccificd and storcd in  digital form. 
For each template valuc. ;in intern:il adaplivc sl:igc 

transforms thc digital codc to an arlaloguc voltage, 
which is then transmittcd to the network. This 
methodology results i n  weight independence from 
psrticuhr proccss parameter values, as well as an 
accuratc cxtcmal control. The quantization error on the 
coefficients is lower than the expected statistical error of 
the analog multipliers. Hence, it is not relevant. 

Every cell incorporates a photosensitive dcvice, 
which allows the syslcm to be optically initialized. 
Thcsc dcviccs ;uc CMOS compatible, and incorporate a 
tuning schcmc fo r  automatic adaptation to different 
illumination conditions [8]. Electrical initialization is 
possible as well. while output image is always 
downloaded i n  electrical form. Input and output images 
arc assumed to be binary in  every case. Electrical image 
uploading and downloading is realized through 32 I/O 
bonding p:ids. on :I row by row schedule. 

The digitnl circuitry at each cell includes a four-bits 
static memory (LLM). a completely programmable 
two-input digiral gntc (LLU). and iniiialization and 
control circuitry fo r  many diffcrcnt operations. The 
four-bit mcmory at each cell allows the network to store 
four  complete im:iges. Two additional memories with 
fixed + 1 and - I vnlucs ;ire also available. 

Local information transference is centralized 
around the LLM. ;is shown in  Fig. 1. Images to be 
proccsscd. downloaded, or used as LLU input are 
:ilw:rys t:lkcn lrom the local memory. In the same 
inmner, images obtained from a CNN or LLU 
operation. l rom the photoscnsors, or electrically 
uploadcd, must hc stored i n  one o f  the four LLM 
locations. 

Thc program-control functionality is based on a 
large st:itic dig i / rr /  memory, located at the periphery of 
rhc cell ; t l ~ a y .  This incmory is used lo store up to eight 
complete sc1.s o f  cocflicients. Each set specifics all of the 
parclmeters required to define the CNN operation (APR) 
and the truth-l:iblc of  the programmable digital gatc 
(LPR). In  p:uficul:ir. the following CNN paramclcrs are 
storcd i n  cvcry set: fccdback template (ninc values), 
control tcmplalc (ninc values), offset term. and 
boundriry conditions. Thcse boundary conditions 
represent the lime-independent staic-variable and input 
v:iluc oC the exlcrn:rl neighbors of Ihe cells at the border 
of the a m y .  All analog values arc codified by %bit 
words (7 plus sign). Weight r:mges arc [4.+41. and 
offset term r:ingc is [ -X.+X]. 

Alter the iiircrnal memory has been loaded, the 
cighl sets ol' cocllicicnts can be used i n  any order, any 
number o f  limes. Making an analogy with digital 
microprocessors. cach sct of cocfficicnts can 1x viewcd 
;is the dcfinition o f  ;I microinstruction. 
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IV. Cell Circuitry 

A. Multiplier selection 
Programmable scaling blocks or multIlAier;s are the 

key block in a programmable CNN cell, due lo the large 
number of them required (one pcr coefficient). 

We have selected the multiplier shown In Fig. 2 191. 
This structure is a fully differential, four-qu:rdr:m 
multiplier with high linearity, and prescnls an excellent 
aredaccuracy figure. The four transistors are identical, 
and operate in the triode (ohmic) region. Nodes I‘op tind 
Ion are connected to the differential input of Ihe cells in  
the neighborhood. The state variable of the cell is 
represented, in differential form, by signals Vy/, and Vyn. 
The differential weight signal is compound of signals 
Vpp and V,,,. The scaled signal, in curmil form. is 
differential as well, and given by Ihc dillercncc of ihc 
currcnts Rowing out of rhc multiplier from nodes lo,, :ind 
Ion. Analysis of the structure i n  Fig. 2 yields 

lop-lo,l = 7-p(~, , / , -~~/ , ” )  (i,’.r/l-i’.J (4) 

Fig. 2: Selected Analog Four-Quadrants Multiplier. 

Note lha t  all transistors ;uc n-channel. rcsuliing i n  
high area efficiency (no wclls rccluircd). Both input 
signals (the slate variablc and the weight) arc given i n  
voltage form, while output is represented by a currcnt. 
These characteristics facilil:ilc the following Ihrcc 
operations: a) the distribution of  the sl:rle vari;ible of 
each cell to the multipliers used lo implcmcnl the 
different coefficients (one per ncighhor), 11) the 
distribution of the programmcd coefficient V: I~ IJ~S IO 
every cell in  the array (weights ;ire invariant fronr cell ~o 
cell, since the network is uniform). x i d  c )  thc 
summation of the conlrihutions coming into cvcry cc 11 
from the different cclls i n  the neighborhood. 

B. Cell rr~ciritc.c~ir~~e nnd opetntiiig ttiodJP 

Fig. 3 shows the analog core of the cell. cxcludiiig 
the multipliers. The architccturc is fully dillcrcntinl. 
Contributions from a l l  neighbors are added at the 1o.u 
impedance nodcs I,, and I;?!. This is accomplished by 
connecting the output nodes I,, and I,,, of rhc 
corresponding multipliers i n  Ihc ncighhoring cclls to 
nodes I,/, and I,,,, respect ivel y. Correspondingly, 

multipliers implementing the scaled replicas of the state 
variable of this cell, with output directed towards: the 
cells i n  the neighborhood. have their input nodes V, Y and V,,, connected to the nodes with the same name in 
Fig. 3, whose voltages represent the differential state 
variable of the ccll. 

Fig. 3: Sclieniatic of’the Analog Core of the Cell. 

Switches lahclcd L,  arc used to se1 the cell in open 
or  closed-loop conliguration. That is, while signal Lo is 
high (switchcs arc ojf). no dynamic evolution occurs. 

Diodes i n  the figurc are actually realized by a p-n-p 
vci-tical device and a diode-connected n-char” 
Iransistor. Integrating capacitors C at nodes V.yp and V,yn 
:ire realized by parasitic cnpxitors. corresponding to the 
win of the gate caprici1:ince of the multipliers. 

Only nine analog multipliers (not shown in Fig. 3 )  
arc included i n  each cell. In  a first step, conl:rol 
contributions ;ire gcncr;itcd by connecting the 
mullipliers input  nodes to a pair of voltage lcvels 
representing the inpul value 11‘ of the cell, and Ihc weight 
signals to thc values corresponding to the control 
mnplalc. I n  this in;inncr. each ccll receives the sum of 
the control contributions from its neighborhood, and 
stoi-cs i t  i n  ;in analog memory by turning off switches 
lahclcd A,,, i n  Fig. 3. I n  ;I sccond stcp. multipliers are 
used to gcnci-ate ihc lecdback contribulions. Weight 
signals ;KC set to the vnlues corresponding to ithc 
lccdback tcinpl:rtc. initiA state v:ilues ~ ’ ( 0 )  are 
inlroduccd i n  the integrating capacitors, and the network 
is ;illowed to perform ils dynamic evolution. Tlhis 
stratcgy hdvcs the number of  multipliers in  every cell. 
Furthermore. the input-stage offset is stored together 
with the control conlrihutions, and canccllcd during the 
d y n m  ic cvol ut ion. 

V. System architecture and control 

A .  At. r~ l i i l~~r~ l i i rc  

System :irchilcclurc is schematically repi-cscnted in 
Fig. 4. As mcnlioncd earlier. system operation relays ion 
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a number of adaptive si:igcs, uscd to tunc electrical 
variables, to compensate inaccuracies. and for  :iiitom:itic 

weight adjustment. 

(weights) 

Fig. 4: Schematic System Airi1itectur.e. 

A digital dccodcr, placed ;it ihc right side of the cell 
array. is used to generate the 32 signals A’(;). required lor 
the row by row I/O protocol. 

The 32 I/O cells locaicd :it the top of‘ the chip 
include input and output digital hullers. :IS well :IS the 
circuitry requircd to multiplex the i / i / i i i /  :rnd o i r / / i i r /  

signals through the s a n e  32 lincs E / O y ) .  

The circuitry located a i  the bottom o l  the cell :u-r:iy 

can be dividcd into two large scclions. The first of lhcin. 
located below, consists of ;I set of  20 S R A M  blocks. 
each with eight words o f  eight bits. The second OIIC,  

located above, contains I O  :id:iplivc stages. 

Of the 10 adnpiivc stages. nine of them :re 
identical, and tune thc weight volt:igcs ol  the lccdbxk 
or control templates. Rcinind that the feedback and 
control tcmplate arc not uscd simultaneously by the 
network. The input to the adaptive st:rgcs ;uc conncc~cd 
to the corresponding lecdback o r  control coefficient i n  
the SRAM by complcincntary global signals A iind R .  
The last adaptive stage. slightly diffcrcnt to rhc others. 
tunes the valuc of  ihc oflsct term. 

B .  Weight r ‘ o u t i d  

The usc of eithcr an:ilog or  digital pr-o~i-ainin~ibility 
presents advantagcs and drawbacks. Even loi- ;I reduced 
number of bits, digitally programmnble multiplicrs 
require arcas much largcr than that of common :in:ilog 
multipliers. In addition. a large number of control lines 
is required, which rcsulis. i n  general. in  the dominant 

;ire3 rcquircincnt. On the other hand. analog multipliers 
;ire scnsitivc to process p;uamctcr variations, difficulting 
the ;iccuratc setting of‘ the coclficicnts. I n  addition. the 
on-chip storage o f  the nn:ilog weight values requires 
;in:ilog memories. which. in general. prcscnt 
time-dcgradat ion problems. 

I n  this design, we have uscd a hybrid approach. 
based on the use o f  ;innlog-prograinmal~le multipliers 
within the cells. and digital control from the cxtcrior of 
the network. This combines the advantagcs of analog 
and digital progr~iinin~ibility [ 101. 

The aniilog weight signal is gcneratcd from the 
digital word using ;in adaptive loop, which involvcs a 
linear DIA convcrlcr and an analog multiplier identical 
to those uscd within the cells. The adaptive control 
clitnin;i~cs the dependency of the weight valucs on 
process p;ir:ilnclcrs. 
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