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a b s t r a c t

We study the existence of weak solutions to a nonlinear coupled parabolic–elliptic system arising in the heating industrial process of a 
steel workpiece. The unknowns are the electric potential, the magnetic vector potential and the temperature. The different time 
scales related to the electric potential and the magnetic vector potential versus the temperature lead us to introduce the harmonic 
regime. This yields to a new system of nonlinear partial differential equations.

1. Introduction

This work is devoted to analyze the existence of weak solutions to a nonlinear coupled system of partial differential 
equations which constitutes the mathematical modeling of the heating industrial process by induction–conduction of a 
steel workpiece. The main goal of heat treating of steel is to attain a satisfactory hardness on certain critical parts of the 
workpiece while keeping the rest ductile. In this paper, the workpiece represents an automobile steering rack. The rack is a 
solid cylinder with a tooth line profile as shown in Fig. 1.

Among the different hardening surface procedures, we are interested in an induction–conduction industrial procedure. 
In this way, a copper inductor is put in contact with the rack as it is shown in Fig. 2. Then a high frequency alternating current 
is switched on and flows through the coil made up by the workpiece itself and the copper inductor. An alternating magnetic 
field is generated which in its turn induces eddy currents bringing about heat (Joule’s effect) just where it is needed. Once the 
desired high level of temperature is reached at certain critical parts along the rack, the supplied electric current is switched 
off, and the workpiece is quenched in order to cool it down rapidly.

The supplied density current flow is modeled through a Neumann boundary condition on a fictitious cross-section Γ 
cutting across the copper inductor (see Fig. 2).

The heating–cooling industrial processes are governed by a coupled nonlinear system of partial differential equations 
and ordinary differential equations. The mathematical description of the setting corresponding to Fig. 2 can be found in [1] 
together with some numerical simulations. As it is shown in this figure, the inductor and the workpiece share the common 
boundary S. The heating model (1)–(8) reflects this fact mainly in the expression of the Joule term, which takes the form σ 
(θ)|A,t + ∇φ|2. Note that in the case of direct current, A does not depend on t , and the model reduces to the so-called 
thermistor problem [2–4]; on the other hand, if the inductor does not touch the workpiece, then the electric potential does 
not depend on x on the workpiece and the Joule term becomes σ (θ)|A,t |

2. This situation is considered, for instance, in [5,6] 
where the model is also rewritten in the harmonic regime (see Section 3). The novelty of this paper is the mathematical
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Fig. 1. Automobile steering rack.

Fig. 2. Open sets D,Ωs andΩc , contact surfaces S, and the auxiliary cross-section Γ .

analysis and resolution of the induction–conduction heating process corresponding with the situation described in Fig. 2
and the unknowns are expressed in the harmonic regime. The resulting model is given in (10)–(17). The analysis of this
system is more difficult than the one of the thermistor problem since the Joule term cannot be written as the divergence of
an L2 function [2]. The same comment can be said about the induction case [6] as the Joule heating yields amore regular term.

Thiswork is organized as follows. In Section 2we establish themathematical description for the heating process. Section 3
is devoted to introduce the harmonic regime. In Section 4 we set up the notation used in this paper; this leads to the
introduction of some functional spaces. We also enumerate the hypotheses on data, recall certain compactness results,
give the notion of weak solution adapted to our problem and state the main result. Finally, Section 5 develops the proof of
the existence result; it is split into three steps, namely setting of the approximate problems, derivation of estimates, and
passing to the limit and conclusion.

2. Setting of the problem

Our main task is to analyze the existence of weak solutions of a simplified model which does not take into account
mechanical effects.

To this end, letΩ, D ⊂ R3 be bounded, connected and Lipschitz-continuous open sets such that Ω̄ ⊂ D,Ω = Ωc
∪Ωs

∪S
is the set of conductors,Ωc is the copper inductor,Ωs is the steel workpiece containing a toothed part to be hardened,Ωc

andΩs being open sets, and S = Ω̄c
∩ Ω̄s is the surface contact betweenΩc andΩs,Ωc

∩Ωs
= ∅ (see Fig. 2).

In our setting the high frequency current density supplied through the workpiece is about 80 kHz. Then we may neglect
the electric displacement term in the set of Maxwell’s equations. A high frequency current is supplied during a time interval
[0, T ] passing through the set of conductors Ω = Ωs

∪ Ωc
∪ S. Due to its shape, the set of conductors constitutes a coil

which in its turn induces electromagnetic eddy currents inside the workpiece. The combined effect of both conduction and
induction through the workpiece results in an energy dissipation (Joule’s heating) leading to an increase in temperature in
the critical parts of the workpiece to be hardened. This heating process takes about T = 5.5 s. Once the desired temperature
is reached, the current is switched off and the cooling stage begins by spraying the workpiece with water. This process is
called aquaquenching. Let φ:Ω × [0, T ] → R be the electric potential, A:D × [0, T ] → R3 the magnetic vector potential,
and θ :Ω × [0, T ] → R the temperature. Neglecting mechanical effects, the heating process is described by the following
system of elliptic–parabolic PDEs [1,7–13]:

∇ · [σ(θ)∇φ] = 0 inΩT = Ω × (0, T ), (1)

∂φ

∂n
= 0 on ∂Ω × (0, T ), (2)

σ(θ)
∂φ

∂ν


Γ

= jS on Γ × (0, T ), (3)



σ0(θ)A,t + ∇ ×


1
µ

∇ × A


− δ∇(∇ · A)+ σ0(θ)∇φ = 0 in DT = D × (0, T ), (4)

A = 0 on ∂D × (0, T ), (5)

ρcϵθ,t − ∇ · (κ(θ)∇θ) = σ(θ)|A,t + ∇φ|
2
+ G inΩ × (0, T ), (6)

∂θ

∂n
= 0 on ∂Ω × (0, T ), (7)

θ(·, 0) = θ0 inΩ. (8)

Here σ(θ) is the temperature-dependent electric conductivity. Notice that for a function g:Ω × (0, T )× R → R, by g(θ)
we mean the function (x, t) ∈ Ω × (0, T ) → g(x, t, θ(x, t)), and the same comment applies for functions defined in
D × (0, T ) × R. The boundary datum jS is the external source current density, [·]Γ denotes the jump across the auxiliary
surface Γ and ν is a unit normal vector on Γ ; the function σ0:D × (0, T )× R → R is given as follows:

σ0(x, t, s) =


σ(x, t, s) if (x, t) ∈ ΩT , s ∈ R

0 elsewhere.

The function µ:D → R stands for the magnetic permeability and is given by

µ(x) = µ1χΩs + µ2χΩc + µ3χD\Ω ,

where µi, 1 ≤ i ≤ 3, are constant values such that 0 < µ2 < µ3 ≪ µ1; δ > 0 is a small parameter. ρ is the density,
cϵ is the specific heat capacity at constant strain and κ is the temperature-dependent thermal conductivity; θ0 is the initial
temperature. The source term G takes into account the energy dissipation coming from mechanical deformations and the
latent heat due to the transformations of the different phase transitions in steel. Notice that the electric current is modeled
through the boundary condition on the auxiliary cross-section Γ given in (3).

A system like (1)–(8) has been studied in [11] where mechanical effects and phase transitions have also been taken into
account.

Remark 1. The introduction of the term −δ∇(∇ · A) in (4) is artificial. This is a penalty term in order to regularize the
divergence of the magnetic vector potential and assure the uniqueness of A for a given θ . In [11], instead of (4)–(5), another
set of equations is proposed which takes into account the Coulomb-gauge condition, namely

σ0(θ)A,t + ∇ ×


1
µ

∇ × A


+ σ0(θ)∇φ = 0 in DT = D × (0, T ), (4a)

∇ · A = 0 in D × (0, T ), (4b)

A · n = 0 on ∂D × (0, T ). (5a)

Alongwith a straightforward framework adaptation, wemay derive a similar existence result for the variational formulation
of (1)–(8) where Eqs. (4)–(5) have been replaced by (4a), (4b) and (5a). Nevertheless, (4a) cannot be retrieved from its own
variational formulation, because the Coulomb-gauge condition (4b) makes appear an undesired gradient term. Notice that
−δ∇(∇ · A) is already a gradient term, but here the parameter δ can be chosen small enough.

3. The harmonic regime

High frequency sinusoidal currents generate electromagnetic fields in time. Thus, both the electric potential, φ, and the
magnetic vector potential, A, may be written as F (x, t) = Re [exp(iωt)F(x, t)] [14–17], where F is a complex-valued
function or vector field, and ω = 2π f is the angular frequency, f being the electric current frequency. In general, F depends
on t at a time scale much greater than 1/ω. Then, we may introduce the complex-valued fields ϕ,A and j as

φ = Re[exp(iωt)ϕ(x, t)],
A = Re[exp(iωt)A(x, t)],
jS = Re[exp(iωt)j(x, t)].

(9)

From (1)–(8) and (9), neglecting the term A,t , the harmonic regime is obtained. Moreover, in the energy equation, the term
|A,t + ∇φ|

2 is replaced by its mean value taken over a time period [t, t + ω], namely,

1
ω

 t+ω

t
|A,t + ∇φ|

2
≈

1
2
|iωA + ∇ϕ|

2.



In this way, the term σ(θ)|iωA+∇ϕ|
2/2 corresponds to the effective Joule’s heating, and the system (1)–(8) in the harmonic

regime becomes
∇ · (σ (θ)∇ϕ) = 0 inΩT , (10)
∂ϕ

∂n
= 0 on ∂Ω × (0, T ), (11)

σ(θ)
∂ϕ

∂ν


Γ

= j on Γ × (0, T ), (12)

iωσ0(θ)A + ∇ ×


1
µ

∇ × A


− δ∇(∇ · A)+ σ0(θ)∇ϕ = 0 in DT , (13)

A = 0 on ∂D × (0, T ), (14)

ρcϵθ,t − ∇ · (κ(θ)∇θ) =
σ(θ)

2
|iωA + ∇ϕ|

2
+ G inΩT , (15)

∂θ

∂n
= 0 on ∂Ω × (0, T ), (16)

θ(·, 0) = θ0 inΩ. (17)

4. Assumptions and main result

We consider the system (10)–(17), where the unknowns, A, the magnetic vector potential, and ϕ, the electric potential,
are complex-valued. Consequently, we must deal with complex-valued functional spaces. Also, without loss of generality,
we assume in this analysis that ρcϵ = 1.

Let H1(Ω) = {v ∈ L2(Ω)/∇v ∈ (L2(Ω))3} be the complex-valued usual Sobolev space, where the derivatives of v are
taken in the sense of distributions. SinceΩ is a bounded, connected and Lipschitz-continuous open set, the quotient space
H1(Ω)/C provided with the norm

∥û∥H1(Ω)/C = inf
u∈û

∥u∥H1(Ω) (18)

is a Hilbert space. Furthermore, the seminorm û ∈ H1(Ω)/C → |u|H1(Ω) is equivalent to norm (18), that is, there are two
constant positive values c1 and c2 such that, for all û ∈ H1(Ω)/C and u ∈ û, one has

c1∥û∥H1(Ω)/C ≤


Ω

|∇u|2
1/2

≤ c2∥û∥H1(Ω)/C.

We also use the complex-valued Sobolev space H1
0 (D) = {v ∈ H1(D)/v = 0 on ∂D}. Then we put H1

0 (D) = (H1
0 (D))

3. For
this Hilbert space we have the following result (see [18]).

Theorem 1. For all v ∈ H1
0 (D), one has

|v|2H1(D) = ∥∇ × v∥2
L2(D) + ∥∇ · v∥2

L2(D).

For 1 ≤ p ≤ ∞, we consider the Banach space W 1,p(Ω) provided with their standard norm, and (W 1,p(Ω))′ its dual
(topological and algebraic) space.

If X is a Banach space, we put Lp(X) = Lp(0, T ; X) and W 1,p(X) = W 1,p(0, T ; X), that is W 1,p(X) = {v ∈ Lp(X)/v,t ∈

Lp(X)}, the derivative v,t taken in the sense of distributions in (0, T ). Both Lp(X) andW 1,p(X) are Banach spaces. Remember
thatW 1,p(X) ↩→ C([0, T ]; X)with continuous embedding. The following result is very well known (see [19]).

Lemma 1. Let X, B and Y three Banach spaces such that X ↩→ B ↩→ Y , every embedding being continuous and the inclusion
X ↩→ B compact. For 1 ≤ p, q < +∞, let W be the Banach space defined asW =


v ∈ Lp(X)/v,t ∈ Lq(Y )


. Then, the inclusion

W ↩→ Lp(B) holds and is compact.

Finally, let V be a close subspace ofH1(Ω) so thatH1
0 (Ω) ⊂ V ⊂ H1(Ω), and writeV = L2(V ) andV ′

= L2(V ′). Throughout
this paper C stands for a generic positive constant value independent of the subscript k associated with the approximate
problems stated below. Now we assume the following hypotheses on data of system (10)–(17):
(H.1) σ , κ : Ω × (0, T )×R → R are Carathéodory functions and there exist some constant values σ1, σ2 κ1, κ2 such that

0 < σ1 ≤ σ(x, t, s) ≤ σ2, 0 < κ1 ≤ κ(x, t, s) ≤ κ2, almost everywhere (x, t) ∈ ΩT and for all s ∈ R.
(H.2) j ∈ L2(H−1/2(Γ )) and ⟨j(t), 1⟩Γ = 0, almost everywhere t ∈ (0, T ), where ⟨·, ·⟩Γ stands for the duality pair between

H1/2(Γ ) and H−1/2(Γ ).
(H.3) µ ∈ L∞(D) and there is a constant value µ∗ such that 0 < µ∗ ≤ µ in D.
(H.4) G ∈ L1(ΩT ).
(H.5) θ0 ∈ L1(Ω).



Definition 1. A triplet (ϕ,A, θ) is said to be a weak solution of (10)–(17) if

ϕ ∈ L2(H1(Ω)/C), (19)

A ∈ L2(H1
0 (D)), (20)

θ ∈ Lp(W 1,p(Ω)) ∩ C

[0, T ]; (W 1,p′

(Ω))′


for all p ∈


1,

5
4


,
1
p

+
1
p′

= 1, (21)

θ(·, 0) = θ0 inΩ, (22)
ΩT

σ(θ)∇ϕ · ∇ψ̄ +

 T

0
⟨j, ψ̄⟩Γ = 0, for all ψ ∈ L2(H1(Ω)/C), (23)

iω

ΩT

σ(θ)A · v̄ +


DT

1
µ

∇ × A · ∇ × v̄ + δ


DT

∇ · A∇ · v̄ +


ΩT

σ(θ)∇ϕ · v̄ = 0, for all v ∈ H1
0 (D), (24)

−


ΩT

θζ,t +


ΩT

κ(θ)∇θ∇ζ =


ΩT

Fζ +


Ω

θ0(x)ζ (x, 0),

for all ζ ∈ C1(Ω̄ × [0, T ]) such that ζ (·, T ) = 0 inΩ, (25)

where F = σ(θ)|iωA + ∇ϕ|
2/2 + G.

Remark 2. From the regularity given in (19) and (20), the right-hand side of Eq. (6) is in L1(ΩT ). According to the Boccardo–
Gallouët estimates [5,20], forΩ ⊂ RN one obtains the regularity θ ∈ Lp(W 1,p(Ω)) for all p ∈ [1, (N + 2)/(N + 1)). Since
we are working in N = 3, this yields the upper value 5/4 in (21).

Remark 3. SinceN = 3, the Sobolev embedding implies that L1(Ω) ⊂ (W 1,q(Ω))′ for all q > 3. Furthermore, since p < 5/4
we have p′ > 5. In particular, L1(Ω) ⊂ (W 1,p′

(Ω))′ for all p ∈ [1, 5/4). Therefore, in view of (H.5) and the regularity
θ ∈ C([0, T ]; (W 1,p′

(Ω))′) stated in (21), the initial condition for the temperature (22) makes sense at least in the space
(W 1,p′

(Ω))′. Under a more restrictive assumption on the thermal conductivity κ (see (H.6) below), it can be shown that
θ ∈ C([0, T ]; L1(Ω)). Thus, the initial condition (22) also makes sense in L1(Ω).

Before giving the existence result to the system (10)–(17), we also consider the following hypothesis on the thermal
conductivity κ .

(H.6) There exist ε0 > 0 and L0 > 0 such that, for all ε ∈ (0, ε0], one has

|κ(x, t, s1)− κ(x, t, s2)| ≤ L0|s1 − s2|,

almost everywhere (x, t) ∈ ΩT and for all s1, s2 ∈ R such that |s1 − s2| < ε.

Theorem 2. Under the hypotheses (H.1)–(H.5), there exists a weak solution to the system (10)–(17) in the sense of Definition 1.
Moreover, if the thermal conductivity κ verifies (H.6), then θ ∈ C([0, T ]; L1(Ω)) and satisfies the variational formulation

−


ΩT

θζ,t +


Ω

θ(x, T )ζ (x, T )−


Ω

θ0(x)ζ (x, 0)+


ΩT

κ(θ)∇θ∇ζ =


ΩT

Fζ , for all ζ ∈ C1(Ω̄ × [0, T ]). (26)

5. Proof of the main result

This section is devoted to the Proof of Theorem 2. We first introduce a sequence of approximate problems, then a priori
estimates are derived and, finally, we pass to the limit.

5.1. Approximate problems

For each k ∈ N, let Tk(s) = sign smin(k, |s|) be the truncation function at height k and define the sequence of functions
(Fk) ⊂ L∞(ΩT ) as

Fk =
1
2
σ(θk)Tk


|iωAk + ∇ϕk|

2
+ Tk(G),

where Ak and ϕk are defined below. We also consider (jk) ⊂ C([0, T ],H−1/2(Γ )) satisfying

jk → j strongly in L2(H−1/2(Γ )). (27)



Then we set the sequence of approximate problems (10)–(17) as follows:

∇ · (σ (θk)∇ϕk) = 0 inΩT , (28)
∂ϕk

∂n
= 0 on ∂Ω × (0, T ), (29)

σ(θk)
∂ϕk

∂ν


Γ

= jk on Γ × (0, T ), (30)

iωσ(θk)Ak + ∇ ×


1
µ

∇ × Ak


− δ∇(∇ · Ak)+ σ(θk)∇ϕk = 0 in DT , (31)

Ak = 0 on ∂D × (0, T ), (32)
θk,t − ∇ · (κ(θk)∇θk) = Fk inΩT , (33)

∂θk

∂n
= 0 on ∂Ω × (0, T ), (34)

θk(·, 0) = Tk(θ0) inΩ. (35)

The next result can be shown by a straightforward application of Schauder’s fixed point theorem.

Theorem 3. For each k ∈ N, the approximate problem (28)–(35) has a weak solution (ϕk,Ak, θk) in the following sense:

ϕk ∈ L2(H1(Ω)/C), Ak ∈ L2(H1
0 (Ω)), θk ∈ L2(H1(Ω)) ∩ C


[0, T ]; L2(Ω)


, (36)

Ω

σ(θk)∇ϕk · ∇ψ̄ +


Γ

jk ψ̄ = 0, ψ ∈ H1(Ω)/C, a.e. t ∈ (0, T ), (37)

iω

Ω

σ(θk)Ak · v̄ +


D

1
µ

∇ × Ak · ∇ × v̄ + δ


D
∇ · Ak ∇ · v̄

+


Ω

σ(θk)∇ϕk · v̄ = 0, v ∈ H1
0 (D), a.e. t ∈ (0, T ), (38)


θk,t , v


V ′,V +


Ω

κ(θk)∇θk∇v =


Ω

Fkv a.e. t ∈ (0, T ), v ∈ V = H1(Ω), (39)

θk(·, 0) = Tk(θ0). (40)

Moreover, the following estimate holds:

1
2


Ω

|θk(t)|2 + κ1

 t

0


Ω

|∇θk|
2

≤
1
2


Ω

|θk(t)|2 +

 t

0


Ω

κ(θk)|∇θk|
2

=
1
2


Ω

|Tk(θ0)|2 +

 t

0


Ω

Fkθk, for all t ∈ [0, T ]. (41)

Remark 4. In view of the regularity of jk, it can be shown that ϕk ∈ L∞(H1(Ω)/C) and Ak ∈ L∞(H1
0 (D)).

5.2. A priori estimates

Applying Lax–Milgram’s theorem we deduce that

(ϕk) is bounded in L2(H1(Ω)/C), (42)

(Ak) is bounded in L2(H1
0 (D)). (43)

Then, from the definition of Fk, (42) and (43), we have that

(Fk) is bounded in L1(ΩT ). (44)

The estimate (44) together with (H.5) lead us to the following:

(θk) is bounded in Lp(W 1,p(Ω)), for all 1 ≤ p < 5/4. (45)

Remark 5. A Proof of (45) can be found in [20] in the case of homogeneous Dirichlet boundary conditions. An extension
to the case of homogeneous Neumann boundary conditions was first studied in [5]. Using the same techniques derived in
these works, it can be shown that (45) also holds in our framework.



From (H.1) and (45) we obtain that (κ(θk)∇θk) is bounded in Lp(Lp(Ω)), wherefrom (∇ · (κ(θk)∇θk)) is bounded in
L1((W 1,p′

(Ω))′). Also, in view of Remark 3, one has the continuous embedding

L1(Ω)+ (W 1,p′

(Ω))′ ↩→ (W 1,p′

(Ω))′, with 1 ≤ p < 5/4,

and, consequently,

(θk,t) is bounded in L1((W 1,p′

(Ω))′), 1 ≤ p < 5/4. (46)

5.3. Passing to the limit

Consider 1 ≤ q < 3p/(3 − p), X = W 1,p(Ω), B = Lp̄(Ω) and Y = (W 1,p′

(Ω))′. Since the embeddings X ↩→ B and
B ↩→ Y are compact and continuous, respectively, Lemma 1 implies that the Banach space

W =


v ∈ L1(W 1,p(Ω))/v,t ∈ L1((W 1,p′

(Ω))′)


is compactly embedded in Lp(Lq(Ω)). On the other hand, if 1 ≤ p < 5/4 then 1 ≤ q < 15/7 and, thanks to (45) and (46),

(θk) is relatively compact in Lp(Lq(Ω)), 1 ≤ p <
5
4
, 1 ≤ q <

15
7
. (47)

Thus there exists a function θ ∈ Lp(Lq(Ω)) such that, up to a subsequence,

θk → θ strongly in Lp(Lq(Ω)) and a.e. inΩT . (48)

Furthermore, since (σ (θk)) is bounded in L∞(ΩT ), from the definition of σ , (H.1) and (48) we deduce that

σ(θk) ⇀ σ(θ) weakly- ∗ in L∞(ΩT ) and a.e. inΩT . (49)

If we also assume (H.6) then

θ ∈ C([0, T ]; L1(Ω)). (50)

The Proof of (50) is well-known. In fact, it can be shown that (θk) ⊂ C([0, T ]; L1(Ω)) is a Cauchy sequence in this space and,
therefore, θk → θ strongly in C([0, T ]; L1(Ω)) (see [21]).

As far as ϕk is concerned, we firstly have that (42) implies the existence of a function ϕ ∈ L2(H1(Ω)/C) such that, up to
a subsequence,

ϕk ⇀ ϕ weakly in L2(H1(Ω)/C). (51)

From (49) and (51) it is straightforward that

σ(θk)∇ϕk ⇀ σ(θ)∇ϕ weakly in L2(L2(Ω)). (52)

Making k → ∞ in (37) and bearing in mind (27) and (52), it yields
ΩT

σ(θ)∇ϕ · ∇ψ̄ = −

 T

0


Γ

j ψ̄, ψ ∈ L2(H1(Ω)/C). (53)

Choosing ψ = ϕk in (37) and thanks to (53),
ΩT

σ(θk)|∇ϕk|
2

= −

 T

0


Γ

jk ϕ̄k
k→∞
−→ −

 T

0


Γ

j ϕ̄ =


ΩT

σ(θ)|∇ϕ|
2,

that is, ∥σ(θk)1/2∇ϕk∥L2(L2(Ω)) → ∥σ(θ)1/2∇ϕ∥L2(L2(Ω)). This convergence together with (52) lead us directly to

σ(θk)
1/2

∇ϕk → σ(θ)1/2∇ϕ strongly in L2(L2(Ω)) (54)

and, clearly, by (49),

σ(θk)∇ϕk → σ(θ)∇ϕ strongly in L2(L2(Ω)). (55)

Moreover, (H.1) and (55) implies directly that

ϕk → ϕ strongly in L2(H1(Ω)/C). (56)

For the magnetic vector potential one has, from (43), that there exists a function A ∈ L2(H1
0 (D)) such that, up to

subsequence,

Ak ⇀ A weakly in L2(H1
0 (D)). (57)
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On the other hand, (49) and (57) implies that

σ(θk)
1/2Ak ⇀ σ(θ)1/2A weakly in L2(L2(Ω)). (58)

Making k → ∞ in (38) and taking into account (49), (55), (57) and (58), we deduce that, for all v ∈ L2(H1
0 (D)),

iω

ΩT

σ(θ)A · v̄ +


DT

1
µ

∇ × A · ∇ × v̄ + δ


DT

∇ · A∇ · v̄ +


ΩT

σ(θ)∇ϕ · v̄ = 0. (59)

After some calculations we have that
ΩT

σ(θk)|Ak|
2

→


ΩT

σ(θ)|A|
2,

DT

1
µ

|∇ × Ak|
2
+ δ


DT

|∇ · Ak|
2

→


DT

1
µ

|∇ × A|
2
+ δ


DT

|∇ · A|
2,

wherefrom, in view of (57) and (58) we obtain, respectively,

Ak → A strongly in L2(H1
0 (D)), (60)

σ(θk)
1/2Ak → σ(θ)1/2A strongly in L2(L2(Ω)). (61)

Finally, from (54) and (61) we infer

σ(θk)|iωAk + ∇ϕk|
2

→ σ(θ)|iωA + ∇ϕ|
2 fuerte en L1(ΩT ), (62)

and, therefore,

Fk → F strongly in L1(ΩT ). (63)

Remark 6. In practical situations the electric conductivity is not uniformly elliptic. Specifically, σ0 is given by

σ0(x, s) =

σs(s) if x ∈ Ωs, s ∈ R,
σc(s) if x ∈ Ωc, s ∈ R,

0 if x ∈ D \ Ω̄, s ∈ R.

In this case σ = σ0|Ω×R, σ1, σ2 ∈ W 1,∞(Ω), and there exist some constant values C2, cK1, K2 > 0 such that, for all s ∈ R,

0 < σs(s) ≤ C2, 0 < K1 ≤ σc(s) ≤ K2. (64)

Since σs(s) is not bounded below far away from zero, we cannot expect in general the regularity φ(·, t) ∈ H1(Ω). Moreover,
both φ and A are affected by this assumption on σs. A common expression for a material like steel used in numerical
simulations is σs(s) = 1/(a + bs + cs2 + ds3) for some constants values a, b, c, d ∈ R.

The main difficulty lies in the assumption (64). In fact the existence of weak solutions to (1)–(8) under (64) is an open
problem.
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