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#### Abstract

In this paper we prove some results on the existence of solutions and the mean square asymptotic stability for a class of impulsive neutral stochastic differential systems with variable delays by using a contraction mapping principle. Namely, a sufficient condition ensuring the asymptotic stability is proved. The assumptions do not impose any restrictions neither on boundedness nor on the differentiability of the delay functions. In particular, the results improve some previous ones in the literature. Finally, an example is exhibited to illustrate the effectiveness of the results.
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## 1 Introduction

Impulsive differential equations appear as a natural description of observed evolution phenomena in several real world problems. There are various good monographs on impulsive differential equations $[1,2,14,30]$. Many processes studied in applied sciences are represented by differential equations. However, the situation is quite different in many physical phenomena that have a sudden change in their states. For instance, mechanical systems with impact, population dynamics, mathematical economy, chemical technology, electric technology, chemistry, engineering, control theory, medicine etc.

The theory of impulsive differential systems is an important branch of the differential equations field. The first paper in this theory was published in the 60's by A. D. Mishkis and V. D. Mil'man [25]. Over the last decades there has been a significant development of this theory, but in spite of its importance, this development has been quite slow due to the special features of impulsive differential equations in general, such as pulse phenomena, confluence, and loss of autonomy (see, for instance, [10]). An impulsive differential equation is described by three components: a continuous-time differential equation, which governs the state of the system between impulses; an impulse equation, which models an impulsive jump defined by a jump function at the instant an impulse occurs; and a jump criterion, which defines a set of jump events in which the impulse equation is active (see [27]).

Recently, many researchers have studied the stability of stochastic differential equations using Lyapunov functions and obtained interesting results, for example, Liao [18], Mao [24], Caraballo et al. [7], Yang [32] amongst others. However, there are also several difficulties in the applications of the corresponding theories to specific problems. It is therefore necessary to seek some new methods to deal with the stability in order to overcome those difficulties.

To this end, Burton and other authors have applied the fixed point theory to investigate the stability of deterministic systems during the last years, and have obtained some more applicable conclusions which can be found, for example, in the monograph [5] and the works [4, 3, 6, 9, 13, 12, 26, 33]. In addition, there are some papers where the fixed point theory is used to investigate the stability of stochastic (delayed) differential equations (see for instance [8, 15, 17, 16, 19, 28, $29,20,21,23,22])$. More precisely, in $[20,21,23]$ the authors used the fixed point theory to study the exponential stability of mild solutions for stochastic partial differential equations with bounded delays and with infinite delays. In [28, 29] the fixed point theory is used to discuss the asymptotic stability in $p$ th moment of mild solutions to nonlinear impulsive stochastic partial differential equations with bounded delays and infinite delays, and in [22] Luo used the fixed point theory to study the exponential stability of stochastic Volterra-Levin equations. Motivated by the works mentioned above, in this paper we study the mean square asymptotic stability of a class of impulsive neutral stochastic differential systems with variable delays by using a contraction mapping principle, and the obtained stability criteria are easily checked. In our result, the delays can be unbounded and the coefficients in the equations can change their sign.

This paper is organized as follows. In Section 2, we present some basic preliminaries and the form of the impulsive neutral stochastic functional differential equations which will be studied. In Section 3, the main result concerning the existence of solutions and its mean square asymptotic stability will be stated and proved. In Section 4, an illustrative example is analyzed to test our results.

## 2 Model description and preliminaries

We consider the following class of impulsive neutral stochastic differential systems with variable delays:

$$
\begin{gather*}
d\left[u_{i}(t)-\sum_{j=1}^{n} q_{i j}(t) u_{j}\left(t-\tau_{j}(t)\right)\right]=\left[\sum_{j=1}^{n} a_{i j}(t) u_{j}(t)+\sum_{j=1}^{n} b_{i j}(t) f_{j}\left(u_{j}(t)\right)\right. \\
\left.+\sum_{j=1}^{n} c_{i j}(t) g_{j}\left(u_{j}\left(t-\delta_{j}(t)\right)\right)\right] d t+\sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(t)\right) d w_{j}(t), t \geq t_{0}, t \neq t_{k} \\
\Delta u_{i}\left(t_{k}\right)=u_{i}\left(t_{k}+0\right)-u_{i}\left(t_{k}\right)=I_{i k}\left(u_{i}\left(t_{k}\right)\right), k=1,2, \ldots \tag{1}
\end{gather*}
$$

This can be written in a vector-matrix form as follows:

$$
\begin{gather*}
d[u(t)-Q(t) u(t-\tau(t))]=[A(t) u(t)+B(t) f(u(t))+C(t) g(u(t-\delta(t))] d t \\
+\sigma(u(t)) d w(t), t \geq t_{0}, t \neq t_{k} \\
\Delta u_{i}\left(t_{k}\right)=u_{i}\left(t_{k}+0\right)-u_{i}\left(t_{k}\right)=I_{i k}\left(u_{i}\left(t_{k}\right)\right), k=1,2, \ldots \tag{2}
\end{gather*}
$$

for $i=1,2,3, \ldots, n$, where $u(t)=\left[u_{1}(t), u_{2}(t), . ., u_{n}(t)\right]^{T} \in \mathbb{R}^{n}$, and $a_{i j}, b_{i j}$, $c_{i j}, q_{i j} \in C\left(\mathbb{R}^{+}, \mathbb{R}\right)$, are continuous functions, $A(t)=\left(a_{i j}(t)\right)_{n \times n}, B(t)=$ $\left(b_{i j}(t)\right)_{n \times n}, Q(t)=\left(q_{i j}(t)\right)_{n \times n}$, are real matrices and $\sigma(\cdot)=\left(\sigma_{i j}(\cdot)\right)_{n \times n}$ is the diffusion coefficient matrix, $f(u(t))=\left[f_{1}\left(u_{1}(t)\right), f_{2}\left(u_{2}(t)\right), \ldots, f_{n}\left(u_{n}(t)\right)\right]^{T} \in$ $\mathbb{R}^{n}, g(u(t))=\left[g_{1}\left(u_{1}(t)\right), g_{2}\left(u_{2}(t)\right), \ldots, g_{n}\left(u_{n}(t)\right)\right]^{T} \in \mathbb{R}^{n}$, and $\tau_{j}, \delta_{j}, j=1, \ldots, n$, which are the variable delays, are continuous functions satisfying appropriate conditions described below.

Let $w(t)=\left[w_{1}(t), w_{2}(t), \ldots, w_{n}(t)\right]^{T}$ be an $n$-dimensional Brownian motion on the complete filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P}\right)$ where $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ is the natural filtration of $w(t)$ (i.e. $\mathcal{F}_{t}$ is the completion of $\sigma\{w(s): 0 \leq s \leq t\}$ ). The expresion $\Delta u_{i}\left(t_{k}\right)=u_{i}\left(t_{k}^{+}\right)-u_{i}\left(t_{k}^{-}\right)=I_{i k}\left(u_{i}\left(t_{k}\right)\right)$ denotes the impulse at moment $t_{k}$, and $t_{1}<t_{2}<\ldots$, is a strictly increasing sequence such that $t_{k}$ goes to infinity, $u_{i}\left(t_{k}^{+}\right)$and $u_{i}\left(t_{k}^{-}\right)$stand for the right-hand and the left-hand limits of $u_{i}(t)$ at the impulsive moment $t_{k}$ respectively. $I_{i k}\left(u_{i}\left(t_{k}\right)\right)$ shows the impulsive perturbation at the moment $t_{k}$. Here $C\left(S_{1}, S_{2}\right)$ denotes the set of all continuous functions $\varphi: S_{1} \rightarrow S_{2}$ with the supremum norm $\|$.$\| .$

Denote by $u(t)=u(t ; s, \varphi)=\left(u_{1}\left(t ; s, \varphi_{1}\right), \ldots, u_{n}\left(t ; s, \varphi_{2}\right)\right)^{T} \in \mathbb{R}^{n}$ the solution to (1) with the initial condition

$$
\begin{equation*}
u_{i}(s)=\varphi_{i}(s) \text { for } s \in\left[m\left(t_{0}\right), t_{0}\right], \text { for each } t_{0} \geq 0 \tag{3}
\end{equation*}
$$

where

$$
\begin{gather*}
m_{j}\left(t_{0}\right)=\min \left\{\inf \left\{t-\tau_{j}(t), t \geq t_{0}\right\}, \inf \left\{t-\delta_{j}(t), t \geq t_{0}\right\}\right\}  \tag{4}\\
m\left(t_{0}\right)=\min \left\{m_{j}\left(t_{0}\right), 1 \leq j \leq n\right\}
\end{gather*}
$$

and $\varphi_{i}(\cdot) \in C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}\right)$, and $s \rightarrow \varphi(s)=\left(\varphi_{1}(s), \ldots, \varphi_{n}(s)\right)^{T} \in \mathbb{R}^{n}$ belongs to the space $C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}^{n}\right)$, with the norm defined by $\|\varphi\|=$ $\sum_{i=1}^{n} \sup _{m\left(t_{0}\right) \leq s \leq t_{0}}\left|\varphi_{i}(s)\right|$. Finally, $\mathbb{E}$ will denote expectation.

Before proceeding, we firstly introduce some assumptions:
(A1) The delay functions $\tau_{j}, \delta_{j} \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right)$satisfy

$$
\begin{equation*}
t-\delta_{j}(t) \rightarrow \infty \text { and } t-\tau_{j}(t) \rightarrow \infty \text { as } t \rightarrow \infty \text { for } j=1,2, \ldots, n \tag{5}
\end{equation*}
$$

(A2) there exist nonnegative constants $\alpha_{j}$ such that for all $x, y \in \mathbb{R}$,

$$
\begin{equation*}
\left|f_{j}(x)-f_{j}(y)\right| \leq \alpha_{j}|x-y|, j=1,2, \ldots, n \tag{6}
\end{equation*}
$$

(A3) there exist nonnegative constants $\beta_{j}$ such that for all $x, y \in \mathbb{R}$,

$$
\begin{equation*}
\left|g_{j}(x)-g_{j}(y)\right| \leq \beta_{j}|x-y|, j=1,2, \ldots, n \tag{7}
\end{equation*}
$$

(A4) there exist nonnegative constants $L_{i j}$ such that for all $x, y \in \mathbb{R}$,

$$
\begin{equation*}
\left|\sigma_{i j}(x)-\sigma_{i j}(y)\right| \leq L_{i j}|x-y|, i, j=1,2, \ldots, n \tag{8}
\end{equation*}
$$

(A5) there exist nonnegative constants $p_{i k}$ such that for all $x, y \in \mathbb{R}$,

$$
\begin{equation*}
\left|I_{i k}(x)-I_{i k}(y)\right| \leq p_{i k}|x-y|, i=1,2, \ldots, n, k=1,2, \ldots \tag{9}
\end{equation*}
$$

Throughout this paper, we always assume that

$$
\begin{equation*}
f_{j}(0)=g_{j}(0)=I_{i j}(0)=\sigma_{i k}(0)=0, \text { for } i, j=1,2, \ldots, n, k=1,2 \ldots, \tag{10}
\end{equation*}
$$

which imply that problem (1) admits a trivial equilibrium $u=0$.
Very recently, Guo et al. published in [11] related results on the solutions of stochastic neutral differential equations (1) in the case no impulses are taken into account (i.e. $I_{i k}=0$ for all $i=1, \ldots, n, k=1,2, \ldots$ ). More precisely, the following result was established.

Theorem A. Suppose that assumptions (A1)-(A4) hold and there exist positive scalars $a_{i}$ such that, for any $t \geq 0$

$$
\begin{aligned}
& \sum_{i=1}^{n}\left\{\left[\sum _ { j = 1 } ^ { n } \left(\left|q_{i j}(t)\right|+\int_{0}^{t} e^{-a_{i}(t-s)}\left|\overline{a_{i j}}(s)\right| d s\right.\right.\right. \\
& +\int_{0}^{t} e^{-a_{i}(t-s)}\left|q_{i j}(s)\right| a_{i} d s+\int_{0}^{t} e^{-a_{i}(t-s)}\left|b_{i j}(s)\right| \alpha_{j} d s \\
& \left.\left.\left.+\int_{0}^{t} e^{-a_{i}(t-s)}\left|c_{i j}(s)\right| \beta_{j} d s\right)\right]^{2}+\frac{2}{a_{i}} \sum_{j=1}^{n} L_{i j}^{2}\right\} \leq \gamma<\frac{1}{2}
\end{aligned}
$$

where $\overline{a_{i j}}(t)=a_{i j}(t)(i \neq j), \overline{a_{i i}}(t)=a_{i i}(t)+a_{i}$. Then, for any $\varphi \in C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}^{n}\right)$ there exists a unique global solution $u\left(t, t_{0}, \varphi\right)$ of (1)in the case $I_{i k}=0$ for all $i=1, \ldots, n, k=1,2, \ldots$. Moreover, the zero solution is mean-square asymptotically stable.

One of our main objectives in this paper is to improve Theorem A and to extend it to investigate a wider class of stochastic neutral differential equations with impulsive effects presented in (1) by proving a sufficient condition for the asymptotic stability of the zero solution.

For each $t_{0} \geq 0$ and $\varphi \in C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}^{n}\right)$ fixed, we define $X_{\varphi, t_{0}}^{l}=X_{\varphi_{1, t_{0}}}^{l_{1}} \times$ $X_{\varphi_{2}, t_{0}}^{l_{2}} \ldots \times X_{\varphi_{n, t_{0}}}^{l_{n}}$, where $l, l_{i}>0$ are positive numbers such that $l^{2}=\sum_{i=1}^{n} l_{i}^{2}$, and $X_{\varphi_{i, t_{0}}}^{l_{i}}$ is the space consisting of stochastic processes $u_{i}(\cdot, \cdot):\left[m\left(t_{0}\right), \infty\right) \times \Omega \rightarrow \mathbb{R}$ satisfying, for almost every $\omega \in \Omega$,

1) $u_{i}(\cdot, \omega)$ is continuous on $t \neq t_{k}(k=1,2, \ldots)$,
2) $\lim _{t \rightarrow t_{k}^{+}} u_{i}(t, \omega)$ and $\lim _{t \rightarrow t_{k}^{-}} u_{i}(t, \omega)$ exist; moreover,
$\lim _{t \rightarrow t_{k}^{-}} u_{i}(t, \omega)=u_{i}\left(t_{k}\right)$ for $k=1,2 \ldots$,
3) $u_{i}(s, \omega)=\varphi_{i}(s, \omega)$ on $s \in\left[m\left(t_{0}\right), t_{0}\right]$,
4) $\left\|u_{i}\right\|_{X_{\varphi_{i, t_{0}}}^{l_{i}}} \leq l_{i}$ for $t \geq t_{0}$ and $\mathbb{E}\left|u_{i}(t)\right|^{2} \rightarrow 0$ as $t \rightarrow \infty$, for $i=1,2, \ldots, n$, with $\left\|u_{i}\right\|_{X_{\varphi_{i, t_{0}}}^{l_{i}}}:=\left\{\mathbb{E}\left(\sup _{t \geq m\left(t_{0}\right)}\left|u_{i}(t)\right|^{2}\right)\right\}^{\frac{1}{2}}$.
We omit $\omega$ when no confusion is possible. Notice that $X_{\varphi, t_{0}}^{l}$ coincides with the space of all $\mathcal{F}_{t}-$ adapted processes $u(t, \omega):\left[m\left(t_{0}\right), \infty\right) \times \Omega \rightarrow \mathbb{R}^{n}$ which are almost surely continuous on $t \neq t_{k}, \lim _{t \rightarrow t_{k}^{+}} u(t, \omega)$ and $\lim _{t \rightarrow t_{k}^{-}} u(t, \omega)$ exist, and $\lim _{t \rightarrow t_{k}^{-}} u(t, \omega)=u\left(t_{k}\right), k=1,2 \ldots$ such that $u(t,)=.\varphi(t)$ on $t \in\left[m\left(t_{0}\right), t_{0}\right]$, and $\|u\|_{X} \leq l$ for $t \geq t_{0}, \mathbb{E} \sum_{i=1}^{n}\left|u_{i}(t)\right|^{2} \rightarrow 0$ as $t \rightarrow \infty$, if we consider the norm $\|u\|_{X}:=\left\{\sum_{i=1}^{n} \mathbb{E}\left(\sup _{t \geq m\left(t_{0}\right)}\left|u_{i}(t)\right|^{2}\right)\right\}^{\frac{1}{2}}$. It is clear that $X_{\varphi, t_{0}}^{l}$ is a complete metric space with metric induced by the norm $\|\cdot\|_{X}$.
When no confusion is possible we will not write $X_{\varphi, t_{0}}^{l}, X_{\varphi_{i, t_{0}}}^{l_{i}}$ but $X_{\varphi}^{l}, X_{\varphi_{i}}^{l_{i}}$ respectively.

Let us now recall the definitions of stability that will be used in the next section.

Definition 2.1: The zero solution of the system (1) is said to be :
i) stable if for any $\varepsilon>0$ and $t_{0} \geq 0$, there exists $\delta=\delta\left(\varepsilon, t_{0}\right)>0$ such that $\varphi \in C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}^{n}\right)$ and $\|\varphi\|<\delta$ imply $\mathbb{E} \sum_{i=1}^{n}\left|u_{i}\left(t, t_{0}, \varphi_{i}\right)\right|^{2}<\varepsilon$ for $t \geq t_{0}$.
ii) asymptotically stable if the zero solution is stable and for any $\varepsilon>0$ and $t_{0} \geq 0$, there exists $\delta=\delta\left(\varepsilon, t_{0}\right)>0$ such that $\varphi \in C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}^{n}\right)$ and
$\|\varphi\|<\delta$ imply $\mathbb{E} \sum_{i=1}^{n}\left|u_{i}\left(t, t_{0}, \varphi_{i}\right)\right|^{2} \rightarrow 0$ as $t \rightarrow \infty$.
Definition 2.2: For any $t_{0} \geq 0$ and $\varphi \in C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}^{n}\right)$, a function $u(\cdot):=u\left(\cdot, t_{0}, \varphi\right):\left[m\left(t_{0}\right), \infty\right) \rightarrow \mathbb{R}^{n}$ is said to be a solution of $(1)$ on $\left[t_{0}, \infty\right)$ satisfying the initial value condition $u(t)=\varphi(t)$ for $t \in\left[m\left(t_{0}\right), t_{0}\right]$, if the following conditions are fulfilled:
i) $u(t)$ is absolutely continuous on $\left[t_{0}, t_{1}\right)$ and each interval $\left(t_{k}, t_{k+1}\right)$.
ii) $u\left(t_{k}^{+}\right)$and $u\left(t_{k}^{-}\right)$exist and $u\left(t_{k}^{-}\right)=u\left(t_{k}\right)$ for any $t_{k} \in\left[t_{0}, \infty\right)$.
iii) $u(t)$ satisfies (1) almost everywhere in $\left[t_{0}, \infty\right)$, and may have a discontinuity of the first kind at $t_{k}$ for $k=1,2, \ldots$

## 3 Main Results

As we mentioned previously, one of our objectives in this section is to generalize the work carried out in [11] to the case in which impulses are taken into account in the problem, and allowing the coefficients to be more general. In other words, we will establish and prove a sufficient condition ensuring the existence of solutions and the global asymptotic stability of the zero solution to equation (1). It is well known that studying the stability of an equation using a fixed point technique involves the construction of a suitable mapping possessing a fixed point. This can be an arduous task. Thus, in order to construct our mapping, we begin by transforming (1) into a more tractable, but equivalent, equation, which we will then invert to obtain an equivalent integral equation from which we derive a contractive mapping. After that, we define a suitable complete metric space, which may depend on the initial condition, so that using a contraction mapping principle, we can ensure the existence of a unique fixed point for this mapping, and hence a solution for (1), which in addition is proved automatically to be mean square asymptotically stable.

Now, we can state our main result.
Theorem 3.1. Suppose that assumptions (A1)-(A5) hold and there exist continuous functions $a_{i}:\left[t_{0}, \infty\right) \rightarrow \mathbb{R}^{+}$such that:

1) there exists a constant $\mu$ satisfying $\inf \left\{t_{k}-t_{k-1}\right\} \geq \mu$, for $k=1,2, \ldots$;
2) there exist constants $p_{i}$ such that $p_{i k} \leq p_{i} \mu$ for $i=1,2,3, \ldots, n$ and $k=1,2, \ldots$;
3) there exist constants $n_{i}>0$ such that $a_{i}(t) \geq n_{i}, t \in \mathbb{R}^{+}$for $i=$ $1,2,3, \ldots, n$;
4) for $t \in \mathbb{R}^{+}, t \geq t_{0}$ and a positive constant $\gamma<\frac{1}{4}$, the following inequality
holds:

$$
\begin{align*}
& \sum_{i=1}^{n}\left\{\left[\sum _ { j = 1 } ^ { n } \left(\left|q_{i j}(t)\right|+\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left|\overline{a_{i j}}(s)\right| d s\right.\right.\right. \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left|q_{i j}(s)\right|\left|a_{i}(s)\right| d s+\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left|b_{i j}(s)\right| \alpha_{j} d s \\
& \left.\left.+\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left|c_{i j}(s)\right| \beta_{j} d s\right)\right]^{2} \\
& \left.+4 \sum_{j=1}^{n} \int_{t_{0}}^{t} L_{i j}^{2} e^{-2 \int_{t}^{s} a_{i}(\xi) d \xi} d s+p_{i}^{2}\left(\frac{1}{n_{i}}+\mu\right)^{2}\right\} \leq \gamma<\frac{1}{4} \tag{11}
\end{align*}
$$

where $\overline{a_{i j}}(t)=a_{i j}(t)(i \neq j), \overline{a_{i i}}(t)=a_{i i}(t)+a_{i}(t)$. Then for any $\varphi \in$ $C\left(\left[m\left(t_{0}\right), t_{0}\right], \mathbb{R}^{n}\right)$ there exists a unique global solution $u\left(t, t_{0}, \varphi\right)$. Moreover, the zero solution of (1) is mean-square asymptotically stable.
Proof. First, by condition (3), we have

$$
\begin{equation*}
\int_{0}^{t} a_{i}(\xi) d \xi \rightarrow \infty \text { as } t \rightarrow \infty \tag{12}
\end{equation*}
$$

For each $t_{0} \geq 0$, we set

$$
\begin{equation*}
M_{i}=\sup _{t \geq 0}\left\{e^{-\int_{0}^{t} a_{i}(\xi) d \xi}\right\} \tag{13}
\end{equation*}
$$

Unlike the procedure carried out in [11], where the authors used the variation of constants formula to rewrite the original equation as an integral equation, we have to proceed in a very different way which is motivated and justified by the appearance of the impulsive terms in our problem. This is a key feature for our subsequent work in this paper, and this is why it deserves a careful and detailed description. We rewrite (1) as

$$
\begin{align*}
& d\left[u_{i}(t)-\sum_{j=1}^{n} q_{i j}(t) u_{j}\left(t-\tau_{j}(t)\right)\right] \\
= & {\left[-a_{i}(t) u_{i}(t)+\sum_{j=1}^{n} \overline{a_{i j}}(t) u_{j}(t)\right.} \\
& \left.+\sum_{j=1}^{n} b_{i j}(t) f_{j}\left(u_{j}(t)\right)+\sum_{j=1}^{n} c_{i j}(t) g_{j}\left(u_{j}\left(t-\delta_{j}(t)\right)\right)\right] d t \\
& +\sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(t)\right) d w_{j}(t), t \geq t_{0}, t \neq t_{k} \\
& \Delta u_{i}\left(t_{k}\right)=u_{i}\left(t_{k}+0\right)-u_{i}\left(t_{k}\right)=I_{i k}\left(u_{i}\left(t_{k}\right)\right), k=1,2, \ldots, \tag{14}
\end{align*}
$$

with the intial condition

$$
u_{i}(t)=\varphi_{i}(t) \text { for } t \in\left[m\left(t_{0}\right), t_{0}\right]
$$

Multiplying both sides of (14) by $e^{\int_{t_{0}}^{t} a_{i}(\xi) d \xi}$, for $t \geq t_{0}$ and $t \neq t_{k}$,

$$
\begin{aligned}
& d\left[e^{\int_{t_{0}}^{t} a_{i}(\xi) d \xi} u_{i}(t)\right] \\
= & e^{\int_{t_{0}}^{t} a_{i}(\xi) d \xi} d u_{i}(t)+a_{i}(t) u_{i}(t) e^{\int_{t_{0}}^{t} a_{i}(\xi) d \xi} \\
= & e^{\int_{t_{0}}^{t} a_{i}(\xi) d \xi}\left\{d\left(\sum_{j=1}^{n} q_{i j}(t) u_{j}\left(t-\tau_{j}(t)\right)\right)\right. \\
& \left.+\sum_{j=1}^{n} \overline{a_{i j}}(t) u_{j}(t)+\sum_{j=1}^{n} b_{i j}(t) f_{j}\left(u_{j}(t)\right)+\sum_{j=1}^{n} c_{i j}(t) g_{j}\left(u_{j}\left(t-\delta_{j}(t)\right)\right)\right\} d t \\
& +e^{\int_{t_{0}}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(t)\right) d w_{j}(t), \\
& \Delta u_{i}\left(t_{k}\right)=u_{i}\left(t_{k}+0\right)-u_{i}\left(t_{k}\right)=I_{i k}\left(u_{i}\left(t_{k}\right)\right), k=1,2, \ldots,
\end{aligned}
$$

and, after integrating from $t_{k-1}+\varepsilon(\varepsilon>0)$ to $t \in\left(t_{k-1}, t_{k}\right)(k=1,2, \ldots)$, we have

$$
\begin{align*}
& u_{i}(t) e^{\int_{t_{0}}^{t} a_{i}(\xi) d \xi} \\
= & u_{i}\left(t_{k-1}+\varepsilon\right) e^{\int_{t_{0}}^{t_{k-1}+\varepsilon}} a_{i}(\xi) d \xi \\
& +\int_{t_{k-1}+\varepsilon}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} d\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) \\
& e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(s) u_{j}(s) d s+\int_{t_{k-1}+\varepsilon}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s \\
& +\int_{t_{k-1}+\varepsilon}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s  \tag{15}\\
& +\int_{t_{k-1}+\varepsilon}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s)
\end{align*}
$$

Letting $\varepsilon \rightarrow 0$ in (15), we have for $t \in\left(t_{k-1}, t_{k}\right)(k=1,2, \ldots)$

$$
\begin{align*}
& u_{i}(t) e^{\int_{t_{0}}^{t} a_{i}(\xi) d \xi} \\
&= u_{i}\left(t_{k-1}+0\right) e^{\int_{t_{0}}^{t_{k-1}}} a_{i}(\xi) d \xi \\
&+\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} d\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) \\
&+\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(s) u_{j}(s) d s+\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s \\
& b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s  \tag{16}\\
&+\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s)
\end{align*}
$$

Setting $t=t_{k}-\varepsilon(\varepsilon>0)$ in (16),

$$
\begin{align*}
& u_{i}\left(t_{k}-\varepsilon\right) e^{\int_{t_{0}}^{t_{k}-\varepsilon} a_{i}(\xi) d \xi}=u_{i}\left(t_{k-1}+0\right) e^{\int_{t_{0}}^{t_{k-1}} a_{i}(\xi) d \xi} \\
& +\int_{t_{k-1}}^{t_{k}-\varepsilon} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} d\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) \\
& +\int_{t_{k-1}}^{t_{k}-\varepsilon} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(s) u_{j}(s) d s+\int_{t_{k-1}}^{t_{k}-\varepsilon} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s \\
& +\int_{t_{k-1}}^{t_{k}-\varepsilon} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s \\
& +\int_{t_{k-1}}^{t_{k}-\varepsilon} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s) \tag{17}
\end{align*}
$$

and, letting $\varepsilon \rightarrow 0$, we obtain

$$
\begin{align*}
& u_{i}\left(t_{k}-0\right) e^{\int_{t_{0}}^{t_{k}} a_{i}(\xi) d \xi} \\
&= u_{i}\left(t_{k-1}+0\right) e^{\int_{t_{0}}^{t_{k-1}}} a_{i}(\xi) d \xi \\
&+\int_{t_{k-1}}^{t_{k}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} d\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) \\
&+\int_{t_{k-1}}^{t_{k}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(s) u_{j}(s) d s+\int_{t_{k-1}}^{t_{k}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s \\
& \sum_{j=1}^{n} b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s  \tag{18}\\
&+\int_{t_{k-1}}^{t_{k}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s)
\end{align*}
$$

Noting $u_{i}\left(t_{k}-0\right)=u_{i}\left(t_{k}\right)$, (18) can be rearranged as

$$
\begin{align*}
& u_{i}\left(t_{k}\right) e^{\int_{t_{0}}^{t_{k}} a_{i}(\xi) d \xi} \\
= & u_{i}\left(t_{k-1}+0\right) e^{\int_{t_{0}}^{t_{k-1}}} a_{i}(\xi) d \xi \\
& +\int_{t_{k-1}}^{t_{k}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} d\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) \\
& +\int_{t_{k-1}}^{t_{k}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{\int_{t_{0}}}(s) u_{j}(s) d s+\int_{t_{k-1}}^{t_{k}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s \\
& +\int_{t_{k-1}}^{n} b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s  \tag{19}\\
\int_{t_{0}}^{s} a_{i}(\xi) d \xi & \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s) .
\end{align*}
$$

Combining (16) and (19) we deduce

$$
\begin{align*}
& u_{i}(t) e^{\int_{t_{0}}^{t} a_{i}(\xi) d \xi} \\
= & u_{i}\left(t_{k-1}+0\right) e^{\int_{t_{0}}^{t_{k-1}}} a_{i}(\xi) d \xi \\
& +\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} d\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) d s \\
& +\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{s} \overline{\int_{t_{0}}} a_{i j}(\xi) u_{j}(s) d s+\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} b_{i j}(s) g_{j}\left(u_{j}\left(u_{j}(s)\right) d s\right. \\
& \left.+\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right)\right) d s \tag{20}
\end{align*}
$$

for $t \in\left(t_{k-1}, t_{k}\right](k=1,2, \ldots)$, and hence

$$
\begin{aligned}
& u_{i}(t) e^{\int_{t_{0}}^{t} a_{i}(\xi) d \xi}=\left\{u_{i}\left(t_{k-1}\right)+I_{i(k-1)}\left(u_{i}\left(t_{k-1}\right)\right)\right\} e^{\int_{t_{0}}^{t_{k-1}} a_{i}(\xi) d \xi} \\
& +\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} d\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) d s \\
& +\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(s) u_{j}(s) d s+\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s \\
& +\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s \\
& +\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s)
\end{aligned}
$$

$$
\begin{align*}
= & u_{i}\left(t_{k-1}\right) e^{\int_{t_{0}}^{t_{k-1}} a_{i}(\xi) d \xi}+\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} d\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) d s \\
& +\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(s) u_{j}(s) d s+\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s \\
& +\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s+\int_{t_{k-1}}^{t} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s) \\
& +I_{i(k-1)}\left(u_{i}\left(t_{k-1}\right)\right) e^{\int_{t_{0}}^{t_{k-1}} a_{i}(\xi) d \xi} \tag{21}
\end{align*}
$$

which results in

$$
\begin{aligned}
& u_{i}\left(t_{k-1}\right) e^{t_{t_{0}}^{t_{k-1}} a_{i}(\xi) d \xi} \\
= & u_{i}\left(t_{k-2}\right) e^{f_{t_{0}}^{t_{k-2}}} a_{i}(\xi) d \xi \\
& +\int_{t_{k-2}}^{t_{k-1}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} d\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) d s \\
& +\int_{t_{k-2}}^{t_{k-1}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(s) u_{j}(s) d s+\int_{t_{k-2}}^{t_{k-1}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s \\
& +\int_{t_{k-2}}^{t_{k-1}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s+\int_{t_{k-2}}^{t_{k-1}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s) \\
& +I_{i(k-2)}\left(u_{i}\left(t_{k-2}\right)\right) e^{\int_{t_{0}}^{t_{k-2}} a_{i}(\xi) d \xi},
\end{aligned}
$$

$$
\begin{aligned}
& u_{i}\left(t_{2}\right) e^{\int_{t_{0}}^{t_{2}} a_{i}(\xi) d \xi} \\
= & u_{i}\left(t_{1}\right) e^{\int_{t_{0}}^{t_{1}} a_{i}(\xi) d \xi}+\int_{t_{1}}^{t_{2}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} d\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) d s \\
& +\int_{t_{1}}^{t_{2}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(s) u_{j}(s) d s+\int_{t_{1}}^{t_{2}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s \\
& +\int_{t_{1}}^{t_{2}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s+\int_{t_{1}}^{t_{2}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s) \\
& +I_{i 1}\left(u_{i}\left(t_{1}\right)\right) e^{\int_{t_{0}}^{t_{1}} a_{i}(\xi) d \xi},
\end{aligned}
$$

and

$$
\begin{align*}
& u_{i}\left(t_{1}\right) e^{\int_{t_{0}}^{t_{1}} a_{i}(\xi) d \xi} \\
= & u_{i}\left(t_{0}\right)+\int_{t_{0}}^{t_{1}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} d\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) d s \\
& +\int_{t_{0}}^{t_{1}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(s) u_{j}(s) d s+\int_{t_{0}}^{t_{1}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s \\
& +\int_{t_{0}}^{t_{1}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s \\
& +\int_{t_{0}}^{t_{1}} e^{\int_{t_{0}}^{s} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s)+I_{i 0}\left(u_{i}\left(t_{0}\right)\right) . \tag{22}
\end{align*}
$$

Performing an integration by parts, we can conclude, for $t \geq t_{0}, i=1,2, \ldots, n$,

$$
\begin{align*}
& u_{i}(t) \\
= & {\left[u_{i}\left(t_{0}\right)-\left(\sum_{j=1}^{n} q_{i j}\left(t_{0}\right) u_{j}\left(t_{0}-\tau_{j}\left(t_{0}\right)\right)\right)\right] e^{-\int_{t_{0}}^{t} a_{i}(\xi) d \xi} } \\
& +\left(\sum_{j=1}^{n} q_{i j}(t) u_{j}\left(t-\tau_{j}(t)\right)\right) \\
& -\int_{t_{0}}^{t} a_{i}(s) e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(s) u_{j}(s) d s+\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s) \\
& +e^{-\int_{t_{0}}^{t} a_{i}(\xi) d \xi} \sum_{t_{0}<t_{k}<t}^{n}\left\{I_{i k}\left(u_{i}\left(t_{k}\right)\right) e^{\int_{t_{0}}^{t_{k}}} a_{i}(\xi) d \xi\right. \tag{23}
\end{align*} .
$$

Now, for a fixed initial function $\varphi:\left[m\left(t_{0}\right), t_{0}\right] \rightarrow \mathbb{R}^{n}$ with $\|\varphi\|=\delta_{0}$, we choose $l>\delta_{0}$ (and corresponding $l_{i}$ as described previously), such that

$$
\begin{equation*}
4 \delta_{0} \sum_{i=1}^{n}\left(1+\sum_{j=1}^{n}\left|q_{i j}\left(t_{0}\right)\right|\right)^{2} M_{i}^{2} \leq l^{2}(1-4 \gamma) \tag{24}
\end{equation*}
$$

For such initial function $\varphi$ and constants $l, l_{i}$ we consider the space $X_{\varphi}^{l}$ and define the operator $\mathcal{P}: X_{\varphi}^{l} \rightarrow X_{\varphi}^{l}$ by $(\mathcal{P} u)(t):=\left[\left(\mathcal{P}_{1} u_{1}\right)(t),\left(\mathcal{P}_{2} u_{2}\right)(t), \ldots,\left(\mathcal{P}_{n} u_{n}\right)(t)\right]^{T}$ $\in X_{\varphi}^{l}$, where $\mathcal{P}_{i}: X_{\varphi_{i}}^{l_{i}} \rightarrow X_{\varphi_{i}}^{l_{i}}$ satisfies $\left(\mathcal{P}_{i} u_{i}\right)(t)=\varphi_{i}(t)$ for $t \in\left[m\left(t_{0}\right), t_{0}\right]$, and for $t \geq t_{0}, \mathcal{P}_{i}\left(u_{i}\right):\left[m\left(t_{0}\right),+\infty\right) \rightarrow \mathbb{R}(i=1,2, \ldots, n)$ is defined as follows:

$$
\begin{align*}
&\left(\mathcal{P}_{i} u_{i}\right)(t) \\
&= {\left[\varphi_{i}\left(t_{0}\right)-\left(\sum_{j=1}^{n} q_{i j}\left(t_{0}\right) \varphi_{j}\left(t_{0}-\tau_{j}\left(t_{0}\right)\right)\right)\right] e^{-\int_{t_{0}}^{t} a_{i}(\xi) d \xi} } \\
&+\left(\sum_{j=1}^{n} q_{i j}(t) u_{j}\left(t-\tau_{j}(t)\right)\right) \\
&-\int_{t_{0}}^{t} a_{i}(s) e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) d s \\
&+\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(s) u_{j}(s) d s \\
&+\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s \\
&+\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s \\
&+\int_{t_{0}}^{t} e^{-\int_{s}^{t}} a_{i}(\xi) d \xi \\
& \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s)  \tag{25}\\
&+e^{-\int_{t_{0}}^{t} a_{i}(\xi) d \xi}\left(\sum_{t_{0}<t_{k}<t} I_{i k}\left(u_{i}\left(t_{k}\right)\right) e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right)=\sum_{m=1}^{8} Q_{i m}(t)
\end{align*}
$$

where,

$$
\begin{aligned}
& Q_{i 1}(t)=\left[\varphi_{i}\left(t_{0}\right)-\left(\sum_{j=1}^{n} q_{i j}\left(t_{0}\right) \varphi_{j}\left(t_{0}-\tau_{j}\left(t_{0}\right)\right)\right)\right] e^{-\int_{t_{0}}^{t} a_{i}(\xi) d \xi}, \\
& Q_{i 2}(t)=\sum_{j=1}^{n} q_{i j}(t) u_{j}\left(t-\tau_{j}(t)\right) \\
& Q_{i 3}(t)=\int_{t_{0}}^{t} a_{i}(s) e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) d s \\
& Q_{i 4}(t)=\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(s) u_{j}(s) d s
\end{aligned}
$$

$$
\begin{aligned}
& Q_{i 5}(t)=\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} b_{i j}(s) f_{j}\left(u_{j}(s)\right) d s, \\
& Q_{i 6}(t)=\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(s) g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right) d s, \\
& Q_{i 7}(t)=\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \sigma_{i j}\left(u_{j}(s)\right) d w_{j}(s), \\
& Q_{i 8}(t)=e^{-\int_{t_{0}}^{t} a_{i}(\xi) d \xi}\left(\sum_{t_{0}<t_{k}<t} I_{i k}\left(u_{i}\left(t_{k}\right)\right) e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right) .
\end{aligned}
$$

To conclude the proof of our theorem, we proceed in three steps as follows.
First step: We prove that $\mathcal{P}\left(X_{\varphi}^{l}\right) \subset X_{\varphi}^{l}$. Let us first show the mean square continuity of $\mathcal{P}$ on $\left[t_{0}, \infty\right)$. For $u_{i} \in X_{\varphi_{i}}^{l_{i}}$, it is necessary to show that $\mathcal{P}_{i}\left(u_{i}\right) \in X_{\varphi_{i}}^{l_{i}}$. It is clear that $\mathcal{P}_{i}$ is continuous on $\left[m\left(t_{0}\right), t_{0}\right]$. For fixed time $t \geq t_{0}$, for each $i \in\{1,2,3, \ldots, n\}, u_{i} \in X_{\varphi_{i}}^{l_{i}}$, and $|\varepsilon|$ be sufficiently small,

$$
\begin{equation*}
\mathbb{E}\left|\left(\mathcal{P}_{i}\left(u_{i}\right)\right)(t+\varepsilon)-\left(\mathcal{P}_{i}\left(u_{i}\right)\right)(t)\right|^{2} \leq 8 \sum_{m=1}^{8} \mathbb{E}\left|Q_{i m}(t+\varepsilon)-Q_{i m}(t)\right|^{2} . \tag{26}
\end{equation*}
$$

Since $u_{i} \in X_{\varphi_{i}}^{l_{i}}$, we know that $u_{i}$ is continuous on $t \neq t_{k}(k=1,2, \ldots)$. Moreover, $\lim _{t \rightarrow t_{k}^{-}} u_{i}(t)$ and $\lim _{t \rightarrow t_{k}^{+}} u_{i}(t)$ exist, in addition, $\lim _{t \rightarrow t_{k}^{-}} u_{i}(t)=u_{i}\left(t_{k}^{-}\right)$.

Letting $t \neq t_{k}(k=1,2, \ldots)$ in (24), it is easy to see that,

$$
\mathbb{E}\left|Q_{i m}(t+\varepsilon)-Q_{i m}(t)\right|^{2} \rightarrow 0,(m=1,2, \ldots, 8), \text { as } \varepsilon \rightarrow 0,
$$

for $t \geq t_{0}$ and $t \neq t_{k}(k=1,2, \ldots)$.
Letting $t=t_{k}(k=1,2, \ldots)$ in (24), it can be easily obtained

$$
\mathbb{E}\left|Q_{i m}(t+\varepsilon)-Q_{i m}(t)\right|^{2} \rightarrow 0 \text { as } \varepsilon \rightarrow 0 \text { for } m=1,2, \ldots, 7 .
$$

Letting $\varepsilon<0$ such that $|\varepsilon|$ is small enough, we have

$$
\begin{aligned}
& \mathbb{E}\left|Q_{i 8}\left(t_{k}+\varepsilon\right)-Q_{i 8}\left(t_{k}\right)\right|^{2} \\
& =\mathbb{E} \mid e^{-\int_{t_{0}}^{t_{k}+\varepsilon} a_{i}(\xi) d \xi} \sum_{t_{0}<t_{m}<t_{k}+\varepsilon}\left\{I_{i m}\left(u_{i}\left(t_{m}\right)\right) e^{-\int_{t_{m}}^{t_{0}} a_{i}(\xi) d \xi}\right\} \\
& -\left.e^{-\int_{t_{0}}^{t_{k}} a_{i}(\xi) d \xi} \sum_{t_{0}<t_{m}<t_{k}}\left\{I_{i m}\left(u_{i}\left(t_{m}\right)\right) e^{-\int_{t_{m}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2} \\
& =\left(e^{-\int_{t_{0}}^{t_{k}+\varepsilon} a_{i}(\xi) d \xi}-e^{-\int_{t_{0}}^{t_{k}} a_{i}(\xi) d \xi}\right)^{2} \mathbb{E}\left|\sum_{t_{0}<t_{m}<t_{k}}\left\{I_{i m}\left(u_{i}\left(t_{m}\right)\right) e^{-\int_{t_{m}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2},
\end{aligned}
$$

which implies $\lim _{\varepsilon \rightarrow 0^{-}} \mathbb{E}\left|Q_{i 8}\left(t_{k}+\varepsilon\right)-Q_{i 8}\left(t_{k}\right)\right|^{2}=0$.
Letting $\varepsilon>0$ be small enough, we have

$$
\begin{aligned}
& \mathbb{E}\left|Q_{i 8}\left(t_{k}+\varepsilon\right)-Q_{i 8}\left(t_{k}\right)\right|^{2} \\
& =\mathbb{E} \mid e^{-\int_{t_{0}}^{t_{k}+\varepsilon} a_{i}(\xi) d \xi} \sum_{t_{0}<t_{m}<t_{k}+\varepsilon}\left\{I_{i m}\left(u_{i}\left(t_{m}\right)\right) e^{-\int_{t_{m}}^{t_{0}} a_{i}(\xi) d \xi}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& -\left.e^{-\int_{t_{0}}^{t_{k}} a_{i}(\xi) d \xi} \sum_{t_{0}<t_{m}<t_{k}}\left\{I_{i m}\left(u_{i}\left(t_{m}\right)\right) e^{-\int_{t_{m}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2} \\
& =\mathbb{E} \mid e^{-\int_{t_{0}}^{t_{k}+\varepsilon} a_{i}(\xi) d \xi}\left(\sum_{t_{0}<t_{m}<t_{k}}\left\{I_{i m}\left(u_{i}\left(t_{m}\right)\right) e^{-\int_{t_{m}}^{t_{0}} a_{i}(\xi) d \xi}\right\}+I_{i k}\left(u_{i}\left(t_{k}\right)\right) e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right) \\
& -\left.e^{-\int_{t_{0}}^{t_{k}} a_{i}(\xi) d \xi} \sum_{t_{0}<t_{m}<t_{k}}\left\{I_{i m}\left(u_{i}\left(t_{m}\right)\right) e^{-\int_{t_{m}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2} \\
& =\mathbb{E} \mid\left\{e^{-\int_{t_{0}}^{t_{k}+\varepsilon}} a_{i}(\xi) d \xi\right. \\
& \left.-e^{-\int_{t_{0}}^{t_{k}} a_{i}(\xi) d \xi}\right\} \sum_{t_{0}<t_{m}<t_{k}}\left\{I_{i m}\left(u_{i}\left(t_{m}\right)\right) e^{-\int_{t_{m}}^{t_{0}} a_{i}(\xi) d \xi}\right\} \\
& +\left.e^{-\int_{t_{0}}^{t_{k}+\varepsilon} a_{i}(\xi) d \xi} I_{i k}\left(u_{i}\left(t_{k}\right)\right) e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right|^{2} \\
& =\mathbb{E}\left|e^{-\int_{t_{0}}^{t_{k}} a_{i}(\xi) d \xi} I_{i k}\left(u_{i}\left(t_{k}\right)\right) e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right|^{2},
\end{aligned}
$$

which implies that

$$
\lim _{\varepsilon \rightarrow 0^{+}} \mathbb{E}\left|Q_{i 8}\left(t_{k}+\varepsilon\right)-Q_{i 8}\left(t_{k}\right)\right|^{2}=\mathbb{E}\left|I_{i k}\left(u_{i}\left(t_{k}\right)\right)\right|^{2}
$$

According to the above discussion, we see that $\mathcal{P}_{i}\left(u_{i}\right):\left[m\left(t_{0}\right),+\infty\right) \rightarrow \mathbb{R}$ $(i=1,2, \ldots, n)$ is mean square continuous on $t \neq t_{k}(k=1,2, \ldots)$, while for $t=t_{k}(k=1,2, \ldots), \lim _{t \rightarrow t_{k}^{-}}\left(\mathcal{P}_{i}\left(u_{i}\right)\right)(t)$ and $\lim _{t \rightarrow t_{k}^{+}}\left(\mathcal{P}_{i}\left(u_{i}\right)\right)(t)$ exist. Furthermore, we also obtain that

$$
\lim _{t \rightarrow t_{k}^{-}}\left(\mathcal{P}_{i}\left(u_{i}\right)\right)(t)=\left(\mathcal{P}_{i}\left(u_{i}\right)\right)\left(t_{k}\right) \neq \lim _{t \rightarrow t_{k}^{+}}\left(\mathcal{P}_{i}\left(u_{i}\right)\right)(t)
$$

Then we need to prove $\mathbb{E}\left|Q_{i m}(t)\right|^{2} \rightarrow 0$ as $t \rightarrow \infty$, for $m=1,2, \ldots, 8$. In fact, for any $\varepsilon>0$, there exists non-impulsive $T_{i}>0$, such that for $t \geq T_{i}$ we have $\mathbb{E}\left|u_{i}(t)\right|^{2}<\varepsilon$, for $i=1,2, \ldots, n$. Then, by condition (12), it is straightforward to prove

$$
\mathbb{E}\left|Q_{i 1}(t)\right|^{2} \leq \mathbb{E}\left|\varphi_{i}\left(t_{0}\right)-\sum_{j=1}^{n} q_{i j}\left(t_{0}\right) \varphi_{j}\left(t_{0}-\tau_{j}\left(t_{0}\right)\right)\right|^{2} e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi} \rightarrow 0, \text { as }
$$ $t \rightarrow \infty$, which yields $\mathbb{E}\left|Q_{i 1}(t)\right|^{2} \rightarrow 0$ as $t \rightarrow \infty$.

Also, due to the fact that $\mathbb{E}\left|u_{j}(t)\right|^{2} \rightarrow 0$ and $t-\tau_{j}(t) \rightarrow \infty$ for $j=1,2, \ldots, n$, as $t \rightarrow \infty$, then

$$
\begin{aligned}
& \mathbb{E}\left|Q_{i 2}(t)\right|^{2} \leq \mathbb{E}\left|\sum_{j=1}^{n} q_{i j}(t) u_{j}\left(t-\tau_{j}(t)\right)\right|^{2} \\
& \leq n\left(\sum_{j=1}^{n}\left|q_{i j}(t)\right|^{2} \mathbb{E}\left|u_{j}\left(t-\tau_{j}(t)\right)\right|^{2}\right) \rightarrow 0
\end{aligned}
$$

which means that $\mathbb{E}\left(\left|Q_{i 2}(t)\right|^{2}\right) \rightarrow 0$ as $t \rightarrow \infty$.

$$
\mathbb{E}\left|Q_{i 3}(t)\right|^{2} \leq \mathbb{E}\left|\int_{t_{0}}^{t} a_{i}(s) e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) d s\right|^{2}
$$

$$
\begin{aligned}
& \leq \mathbb{E} \mid \int_{t_{0}}^{T} a_{i}(s) e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) d s \\
& +\left.\int_{T}^{t} a_{i}(s) e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left(\sum_{j=1}^{n} q_{i j}(s) u_{j}\left(s-\tau_{j}(s)\right)\right) d s\right|^{2} \\
& \leq 2 \mathbb{E}\left(\sup _{\sigma>m\left(t_{0}\right)}\left|u_{j}(\sigma)\right|^{2}\right) \mathbb{E}\left|\int_{t_{0}}^{T} a_{i}(s) e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left(\sum_{j=1}^{n} q_{i j}(s)\right) d s\right|^{2} \\
& +2 \varepsilon \mathbb{E}\left|\int_{T}^{t} a_{i}(s) e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left(\sum_{j=1}^{n} q_{i j}(s)\right) d s\right|
\end{aligned}
$$

By using condition (12), there is $T_{1} \geq T$ such that when $t \geq T_{1}$ we have
$2 \mathbb{E}\left(\sup _{\sigma>m\left(t_{0}\right)}\left|u_{j}(\sigma)\right|^{2}\right) e^{-2 \int_{T_{1}}^{t} a_{i}(\xi) d \xi}\left|\int_{t_{0}}^{T} a_{i}(s) e^{-\int_{s}^{T_{1}} a_{i}(\xi) d \xi}\left(\sum_{j=1}^{n} q_{i j}(s)\right) d s\right|^{2} \leq(1-\gamma) \varepsilon$.
By condition $(11), \mathbb{E}\left|Q_{i 3}(t)\right|^{2} \leq \gamma \varepsilon+(1-\gamma) \varepsilon=\varepsilon$. Thus $\mathbb{E}\left|Q_{i 3}(t)\right|^{2} \rightarrow 0$ as $t \rightarrow \infty$. Similarly, we have that $\mathbb{E}\left(\left|Q_{i m}(t)\right|^{2}\right) \rightarrow 0(m=4,5,6)$ as $t \rightarrow \infty$.

$$
\begin{aligned}
& \mathbb{E}\left|Q_{i 7}(t)\right|^{2} \leq \mathbb{E} \int_{t_{0}}^{T} e^{-2 \int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|\sigma_{i j}^{2}\left(u_{j}(s)\right)\right| d s \\
& +\mathbb{E} \int_{T}^{t} e^{-2 \int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|\sigma_{i j}^{2}\left(u_{j}(s)\right)\right| d s \\
& \leq \sum_{j=1}^{n} L_{i j}^{2} \mathbb{E}\left(\sup _{s>m\left(t_{0}\right)}\left|u_{j}(s)\right|\right)^{2} e^{-2 \int_{T}^{t} a_{i}(\xi) d \xi}\left(\int_{t_{0}}^{T} e^{-2 \int_{s}^{t} a_{i}(\xi) d \xi} d s\right) \\
& +\varepsilon \sum_{j=1}^{n} L_{i j}^{2}\left(\int_{T}^{t} e^{-2 \int_{s}^{t} a_{i}(\xi) d \xi} d s\right) \\
& \leq \sum_{j=1}^{n} L_{i j}^{2} \mathbb{E}\left(\sup _{s>m\left(t_{0}\right)}\left|u_{j}(s)\right|\right)^{2} e^{-2 \int_{T_{1}}^{t} a_{i}(\xi) d \xi}\left(\int_{t_{0}}^{T_{1}} e^{-2 \int_{s}^{T_{1}} a_{i}(\xi) d \xi} d s\right)+\varepsilon \gamma
\end{aligned}
$$

By using condition (12), there is $T_{1} \geq T$ such that when $t \geq T_{1}$ we have

$$
\sum_{j=1}^{n} L_{i j}^{2} \mathbb{E}\left(\sup _{s>m\left(t_{0}\right)}\left|u_{j}(s)\right|\right)^{2} e^{-2 \int_{T_{1}}^{t} a_{i}(\xi) d \xi}\left(\int_{t_{0}}^{T_{1}} e^{-2 \int_{s}^{T_{1}} a_{i}(\xi) d \xi} d s\right) \leq(1-\gamma) \varepsilon
$$

Thanks to condition (11), $\mathbb{E}\left|Q_{i 7}(t)\right|^{2} \leq \gamma \varepsilon+(1-\gamma) \varepsilon=\varepsilon$. Thus $\mathbb{E}\left|Q_{i 7}(t)\right|^{2} \rightarrow$

$$
\begin{aligned}
& 0 \text { as } t \rightarrow \infty \\
& \qquad \mathbb{E}\left|Q_{i 8}(t)\right|^{2} \leq e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi} \mathbb{E}\left|\sum_{t_{0}<t_{k}<t}\left\{p_{i k}\left|u_{i}\left(t_{k}\right)\right| e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2} \\
& \quad \leq\left.\left. 2 e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi} \mathbb{E}\right|_{t_{0}<t_{k}<T_{i}}\left\{p_{i k}\left|u_{i}\left(t_{k}\right)\right| e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2}
\end{aligned}
$$

$$
\begin{aligned}
& +2 \varepsilon e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi}\left|\sum_{T_{i}<t_{k}<t} p_{i k} e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right|^{2} \\
& \leq 2 e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi} \mathbb{E}\left|\sum_{t_{0}<t_{k}<T_{i}}\left\{p_{i k}\left|u_{i}\left(t_{k}\right)\right| e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2} \\
& +2 \varepsilon e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi}\left|\sum_{T_{i}<t_{k}<t} p_{i}\left(t_{k}-t_{k+1}\right) e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right|^{2} \\
& \leq 2 e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi} \mathbb{E}\left|\sum_{t_{0}<t_{k}<T_{i}}\left\{p_{i k}\left|u_{i}\left(t_{k}\right)\right| e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2} \\
& +2 \varepsilon e^{-2 n_{i} t}\left|\sum_{T_{i}<t_{k}<t} p_{i}\left(t_{k}-t_{k+1}\right) e^{n_{i} t_{k}}\right|^{2} \\
& \leq 2 e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi} \mathbb{E}\left|\sum_{t_{0}<t_{k}<T_{i}}\left\{p_{i k}\left|u_{i}\left(t_{k}\right)\right| e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2} \\
& +2 \varepsilon p_{i}^{2} e^{-2 n_{i} t}\left|\sum_{T_{i}<t_{r}<t_{k}}\left(t_{r+1}-t_{r}\right) e^{n_{i} t_{r}}+\mu e^{n_{i} t_{k}}\right|^{2} \\
& \leq 2 e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi} \mathbb{E}\left|\sum_{t_{0}<t_{k}<T_{i}}\left\{p_{i k}\left|u_{i}\left(t_{k}\right)\right| e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2} \\
& +4 \varepsilon p_{i}^{2} e^{-2 n_{i} t}\left(\left|\int_{T_{i}}^{t} e^{n_{i} s} d s\right|^{2}+\left|\mu e^{n_{i} t}\right|^{2}\right) \\
& \leq 2 e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi} \mathbb{E}\left|\sum_{t_{0}<t_{k}<T_{i}}\left\{p_{i k}\left|u_{i}\left(t_{k}\right)\right| e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2}+4 \varepsilon p_{i}^{2}\left(\frac{1}{n_{i}^{2}}+\mu^{2}\right) \\
& \leq 2 e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi} \mathbb{E} \mid \sum_{t_{0}<t_{k}<T_{i}}\left\{p_{i k}\left|u_{i}\left(t_{k}\right)\right| e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right\}^{2}+4 \varepsilon \gamma .
\end{aligned}
$$

By condition (12), there is $T_{1} \geq T_{i}$ such that for $t \geq T_{1}$
$\mathbb{E}\left(\sup _{t_{0}<t_{k}<T_{i}}\left|u_{i}\left(t_{k}\right)\right|\right)^{2} e^{-2 \int_{t_{0}}^{T_{1}} a_{i}(\xi) d \xi} e^{-2 \int_{T_{1}}^{t} a_{i}(\xi) d \xi}\left|\sum_{t_{0}<t_{k}<T_{i}}\left\{p_{i k} e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2} \leq$ $(1-4 \gamma) \varepsilon$.
which means that $\mathbb{E}\left(\left|Q_{i 8}(t)\right|^{2}\right) \rightarrow 0$ as $t \rightarrow \infty$. This yields $\mathbb{E}\left|\left(\mathcal{P}_{i}\left(u_{i}\right)\right)(t)\right|^{2} \rightarrow 0$ as $t \rightarrow \infty$.

Let us now prove that for any $u \in X_{\varphi}^{l}$ we have $\|\mathcal{P} u\|_{X} \leq l$. Since $f, g, \sigma$, $I_{i k}, i=1, \ldots, n, k=1,2, \ldots$ satisfy Lipschitz conditions, Eq. (25), condition (11) and the $L^{p}$-Doob imply

$$
\mathbb{E}\left[\sum_{i=1}^{n} \sup _{t \geq m\left(t_{0}\right)}\left|\left(\mathcal{P}_{i} u_{i}\right)(t)\right|^{2}\right]
$$

$$
\begin{aligned}
& \leq 4 \sum_{i=1}^{n}\left[\left|\varphi_{i}\left(t_{0}\right)\right|+\left(\sum_{j=1}^{n}\left|q_{i j}\left(t_{0}\right)\right|\left|\varphi_{j}\left(t_{0}-\tau_{j}\left(t_{0}\right)\right)\right|\right)\right]^{2} e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi} \\
& +4 \sum_{i=1}^{n}\left\{\underset { t \geq t _ { 0 } } { E } \left[\left(\sum_{j=1}^{n}\left|q_{i j}(t)\right|\left|u_{j}\left(t-\tau_{j}(t)\right)\right|\right)\right.\right. \\
& +\int_{t_{0}}^{t}\left|a_{i}(s)\right| e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left(\sum_{j=1}^{n}\left|q_{i j}(s)\right|\left|u_{j}\left(s-\tau_{j}(s)\right)\right|\right) d s \\
& +\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|\overline{a_{i j}}(s)\right|\left|u_{j}(s)\right| d s+\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|b_{i j}(s)\right|\left|f_{j}\left(u_{j}(s)\right)\right| d s \\
& \left.+\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|c_{i j}(s)\right|\left|g_{j}\left(u_{j}\left(s-\delta_{j}(s)\right)\right)\right| d s\right]^{2} \\
& +4 \sum_{i=1}^{n} \mathbb{E} \sup _{t \geq t_{0}}\left[\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|\sigma_{i j}\left(u_{j}(s)\right)\right| d w_{j}(s)\right]^{2} \\
& +4 \sum_{i=1}^{n} \mathbb{E} \sup _{t \geq t_{0}}\left[e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{t_{0}<t_{k}<t}\left\{\left|I_{i k}\left(u_{i}\left(t_{k}\right)\right)\right| e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right]^{2} \\
& \leq 4 \sum_{i=1}^{n}\left[\left|\varphi_{i}\left(t_{0}\right)\right|^{2}\left(1+\sum_{j=1}^{n}\left|q_{i j}\left(t_{0}\right)\right|\right)^{2} e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi}\right] \\
& \left.+4\left[\left.\sum_{i=1}^{n}\left(\mathbb{E} \sup _{s \geq m\left(t_{0}\right)} \mid u_{j}(s)\right)\right|^{2}\right)\right]\left\{\sum _ { i = 1 } ^ { n } \operatorname { s u p } _ { t \geq t _ { 0 } } \left[\left(\sum_{j=1}^{n}\left|q_{i j}(t)\right|\right)\right.\right. \\
& +\int_{t_{0}}^{t}\left|a_{i}(s)\right| e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left(\sum_{j=1}^{n}\left|q_{i j}(s)\right|\right) d s+\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|\overline{a_{i j}}(s)\right| d s \\
& \left.+\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|b_{i j}(s)\right| \alpha_{j} d s+\int_{t_{0}}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|c_{i j}(s)\right| \beta_{j} d s\right]^{2} \\
& \left.+L_{i j}^{2} \int_{t_{0}}^{t} e^{-2 \int_{s}^{t} a_{i}(\xi) d \xi} d s+p_{i}^{2}\left(\frac{1}{n_{i}}+\mu\right)^{2}\right\} \\
& \left.\leq 4 \sum_{i=1}^{n}\left[\left|\varphi_{i}\left(t_{0}\right)\right|^{2}\left(1+\sum_{j=1}^{n}\left|q_{i j}\left(t_{0}\right)\right|\right)^{2} e^{-2 \int_{t_{0}}^{t} a_{i}(\xi) d \xi}\right]+4 \gamma\left[\sum_{i=1}^{n}\left(\mathbb{E} \sup _{s \geq m\left(t_{0}\right)} \mid u_{j}(s)\right)^{2}\right)\right] \\
& \leq 4 \delta_{0} \sum_{i=1}^{n}\left(1+\sum_{j=1}^{n}\left|q_{i j}\left(t_{0}\right)\right|\right)^{2} M_{i}^{2}+4 \gamma l^{2} \text {. }
\end{aligned}
$$

 $4 \gamma l^{2}=l^{2}$. Hence $\|\mathcal{P} u\|_{X} \leq l$, and then $\mathcal{P}\left(X_{\varphi}^{l}\right) \subset X_{\varphi}^{l}$.

Second step: Now we will show that $\mathcal{P}$ has a unique fixed point $u$ in $X_{\varphi}^{l}$. For any $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in X_{\varphi}^{l}, y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{T} \in X_{\varphi}^{l}$, we have

$$
\begin{aligned}
& \mathbb{E}\left(\sum_{i=1}^{n} \sup _{s \geq m\left(t_{0}\right)}\left|\left(\mathcal{P}_{i} x_{i}\right)(s)-\left(\mathcal{P}_{i} y_{i}\right)(s)\right|^{2}\right) \\
& \leq \mathbb{E}\left(\sum_{i=1}^{n} \sup _{s \geq t_{0}} \mid \sum_{j=1}^{n} q_{i j}(s)\left[x_{j}\left(s-\tau_{j}(s)\right)-y_{j}\left(s-\tau_{j}(s)\right)\right]\right. \\
& -\int_{t_{0}}^{s} a_{i}(u) e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} q_{i j}(u)\left[x_{j}\left(u-\tau_{j}(u)\right)-y_{j}\left(u-\tau_{j}(u)\right)\right] d u \\
& +\int_{t_{0}}^{s} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} \overline{a_{i j}}(u)\left[x_{j}(u)-y_{j}(u)\right] d s \\
& +\int_{t_{0}}^{s} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} b_{i j}(u)\left[f_{j}\left(x_{j}(u)\right)-f_{j}\left(y_{j}(u)\right)\right] d u \\
& +\int_{t_{0}}^{s} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} c_{i j}(u)\left[g_{j}\left(x_{j}\left(u-\delta_{j}(u)\right)-g_{j}\left(y_{j}\left(u-\delta_{j}(u)\right)\right)\right)\right] d u \\
& +\int_{t_{0}}^{s} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left[\sigma_{i j}\left(x_{j}(u)\right)-\sigma_{i j}\left(y_{j}(u)\right)\right] d w_{j}(u) \\
& \left.+\left.e^{-\int_{t_{0}}^{t} a_{i}(\xi) d \xi} \sum_{t_{0}}\left\{\left[I_{i k}\left(x_{i}\left(t_{k}\right)-I_{i k}\left(y_{i}\left(t_{k}\right)\right)\right)\right] e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right|^{2}\right)
\end{aligned}
$$

By using the Doob $L^{p}$-inequality (see [19]),

$$
\begin{aligned}
& \mathbb{E}\left[\sum_{i=1}^{n} \sup _{s \geq t_{0}}\left|\int_{t_{0}}^{s} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left[\sigma_{i j}\left(x_{j}(u)\right)-\sigma_{i j}\left(y_{j}(u)\right)\right] d w_{j}(u)\right|\right]^{2} \\
& \leq 4 \mathbb{E} \sum_{i=1}^{n} \sum_{j=1}^{n} \sup _{s \geq t_{0}}\left(\int_{t_{0}}^{s} e^{-2 \int_{s}^{t} a_{i}(\xi) d \xi}\left|\sigma_{i j}\left(x_{j}(u)\right)-\sigma_{i j}\left(y_{j}(u)\right)\right|^{2} d u\right) \\
& \left.\left.\leq\left. 4 \sum_{i=1}^{n} \sum_{j=1}^{n} L_{i j}^{2} \sup _{s \geq t_{0}}\left(\int_{t_{0}}^{s} e^{-2 \int_{s}^{t} a_{i}(\xi) d \xi} \mathbb{E} \sum_{j=1}^{n}\left(\sup _{u \geq m\left(t_{0}\right)} \mid x_{j}(u)\right)-y_{j}(u)\right)\right|^{2}\right) d u\right)
\end{aligned}
$$

and
$\mathbb{E}\left[e^{-\int_{t_{0}}^{t} a_{i}(\xi) d \xi} \sum_{t_{0}<t_{k}<s}\left\{\left|I_{i k}\left(x_{i}\left(t_{k}\right)\right)-I_{i k}\left(y_{i}\left(t_{k}\right)\right)\right| e^{-\int_{t_{k}}^{t_{0}} a_{i}(\xi) d \xi}\right\}\right]^{2}$
$\leq \mathbb{E}\left[\sum_{i=1}^{n} \sup _{s \geq t_{0}}\left(e^{-n_{i} t} \sum_{t_{0}<t_{k}<s}\left\{\left|I_{i k}\left(x_{i}\left(t_{k}\right)\right)-I_{i k}\left(y_{i}\left(t_{k}\right)\right)\right| e^{n_{i} t_{k}}\right\}\right)\right]^{2}$

$$
\begin{aligned}
& \leq \mathbb{E} \sum_{j=1}^{n}\left(\sup _{s \geq m\left(t_{0}\right)}\left|x_{j}(s)-y_{j}(s)\right|^{2}\right) \times p_{i}^{2} e^{-2 n_{i} t}\left(\sum_{t_{0}<t_{k}<t} e^{n_{i} t_{k}} \mu\right)^{2} \\
& \leq\left[\mathbb{E} \sum_{j=1}^{n}\left(\sup _{s \geq m\left(t_{0}\right)}\left|x_{j}(s)-y_{j}(s)\right|^{2}\right)\right] \times p_{i}^{2} e^{-2 n_{i} t}\left(\sum_{t_{0}<t_{k}<t} e^{n_{i} t_{k}} \mu\right)^{2} \\
& \left.\leq\left[\mathbb{E} \sum_{j=1}^{n}\left(\sup _{s \geq m\left(t_{0}\right)} \mid x_{j}(s)\right)-\left.y_{j}(s)\right|^{2}\right)\right] \times \\
& \leq \times p_{i}^{2} e^{-2 n_{i} t}\left(\sum_{t_{0}<t_{r}<t_{k}}\left\{e^{n_{i} t_{r}}\left(t_{r+1}-t_{r}\right)\right\}+e^{n_{i} t_{k}} \mu\right)^{2} \\
& \left.\leq\left[\mathbb{E} \sum_{j=1}^{n}\left(\sup _{s \geq m\left(t_{0}\right)} \mid x_{j}(s)\right)-\left.y_{j}(s)\right|^{2}\right)\right] \times p_{i}^{2} e^{-2 n_{i} t}\left(\int_{t_{0}}^{t} e^{n_{i} s} d s+e^{n_{i} t} \mu\right)^{2} \\
& \left.\leq\left[\mathbb{E} \sum_{j=1}^{n}\left(\sup _{s \geq m\left(t_{0}\right)} \mid x_{j}(s)\right)-\left.y_{j}(s)\right|^{2}\right)\right] \times p_{i}^{2}\left(\frac{1}{n_{i}}+\mu\right)^{2} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
& \left\{\mathbb{E} \sum_{i=1}^{n} \sup _{s \geq m\left(t_{0}\right)}\left|\left(\mathcal{P}_{i} x_{i}\right)(s)-\left(\mathcal{P}_{i} y_{i}\right)(s)\right|^{2}\right\}^{\frac{1}{2}} \\
& \quad \leq \sqrt{3}\left\{\left[\mathbb{E} \sum_{i=1}^{n}\left(\sup _{s \geq m\left(t_{0}\right)}\left|x_{i}(s)-y_{i}(s)\right|^{2}\right)\right]\right\}^{\frac{1}{2}} \\
& \quad \times\left\{\sum _ { i = 1 } ^ { n } \operatorname { s u p } _ { s \geq t _ { 0 } } \left[\sum_{j=1}^{n}\left|q_{i j}(s)\right|+\int_{t_{0}}^{s} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|a_{i}(u)\right|\left|q_{i j}(u)\right| d u\right.\right. \\
& \quad+\int_{t_{0}}^{s} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|\overline{a_{i j}}(u)\right| d s+\int_{t_{0}}^{s} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|b_{i j}(u)\right| \alpha_{j} d u \\
& \left.\quad+\int_{t_{0}}^{s} e^{-\int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n}\left|c_{i j}(u)\right| \beta_{j} d u\right]^{2} \\
& \left.\quad+4 \int_{t_{0}}^{s} e^{-2 \int_{s}^{t} a_{i}(\xi) d \xi} \sum_{j=1}^{n} L_{i j}^{2} d u+p_{i}^{2}\left(\frac{1}{n_{i}}+\mu\right)^{2}\right\}
\end{aligned}
$$

By condition (11), $\mathcal{P}$ is a contraction mapping with constant $\sqrt{3 \gamma}$. Thanks to the contraction mapping principle (Smart [31], p. 2 ), we deduce that $\mathcal{P}$ : $X_{\varphi}^{l} \rightarrow X_{\varphi}^{l}$ possesses a unique fixed point in $X_{\varphi}^{l}$ which solves (1), is bounded and tends to zero as $t$ goes to infinity. Referring to [5], [9], [26], except for the fixed point method, we know of another way to prove that solutions of (1) are stable. Let $\varepsilon>0$ be given, by proceeding now in the opposite way as before, i.e., choosing a fixed $l=\varepsilon>0$, we obtain that there is $\delta>0$ ( small enough so that (24) holds with $\delta_{0}=\delta$ ) such that for $\|\varphi\|<\delta$ implies that the unique
solution $u$ of (1) with $u=\varphi$ on $\left[m\left(t_{0}\right), t_{0}\right]$ satisfies $\mathbb{E} \sum_{i=1}^{n}\left|u_{i}\left(t, t_{0}, \varphi_{i}\right)\right|^{2}<\varepsilon$ for all $t \geq m\left(t_{0}\right)$. Moreover $\mathbb{E} \sum_{i=1}^{n}\left|u_{i}\left(t, t_{0}, \varphi_{i}\right)\right|^{2} \rightarrow 0$ as $t \rightarrow \infty$.

Third step: We will prove that the zero solution of (1) is mean-square asymptotically stable. Let $\varepsilon>0$ be given and choose $\delta>0(\delta<\varepsilon)$ satisfying

$$
\begin{equation*}
4 \delta \sum_{i=1}^{n}\left(1+\sum_{j=1}^{n}\left|q_{i j}\left(t_{0}\right)\right|\right)^{2} M_{i}^{2}<(1-4 \gamma) \varepsilon \tag{27}
\end{equation*}
$$

where $\gamma$ is the left hand side of (11). If $u(t)=u\left(t, t_{0}, \varphi\right)$ is a solution of (1) with the initial condition (3) satisfying $\|\varphi\|^{2}<\delta$, then $u(t)=(\mathcal{P} u)(t)$ as defined in (25). We claim that $\mathbb{E} \sum_{i=1}^{n}\left|u_{i}(t)\right|^{2}<\varepsilon$ for all $t \geq t_{0}$. Notice that $\mathbb{E} \sum_{i=1}^{n}\left|u_{i}(t)\right|^{2}<\varepsilon$ on $t \in\left[m\left(t_{0}\right), t_{0}\right]$, we suppose that there exists $t^{*}>t_{0}$ such that $\mathbb{E} \sum_{i=1}^{n}\left|u_{i}\left(t^{*}\right)\right|^{2}=\varepsilon$ and $\mathbb{E} \sum_{i=1}^{n}\left|u_{i}(t)\right|^{2}<\varepsilon$ for $m\left(t_{0}\right) \leq t \leq t^{*}$. Then, it follows from (25) and (27) that

$$
\begin{aligned}
& \mathbb{E} \sum_{i=1}^{n}\left|u_{i}\left(t^{*}\right)\right|^{2} \leq 4 \mathbb{E} \sum_{i=1}^{n}\left|\varphi_{i}\left(t_{0}\right)\right|^{2}\left[1+\sum_{j=1}^{n}\left|q_{i j}\left(t_{0}\right)\right|\right]^{2} e^{-2 \int_{t_{0}}^{t^{*}} a_{i}(\xi) d \xi} \\
& +4 \varepsilon \sum_{i=1}^{n}\left\{\left[\sum _ { j = 1 } ^ { n } \left(\left|q_{i j}\left(t^{*}\right)\right|+\int_{t_{0}}^{t^{*}} e^{-\int_{s}^{t^{*}} a_{i}(\xi) d \xi}\left|\overline{a_{i j}}(s)\right| d s\right.\right.\right. \\
& \left.\left.+\int_{t_{0}}^{t^{*}} e^{-\int_{s}^{t^{*}} a_{i}(\xi) d \xi}\left|q_{i j}(s)\right|\left|a_{i}(s)\right| d s\right)\right]^{2} \\
& \left.+L_{i j}^{2} \int_{t_{0}}^{t^{*}} e^{-2 \int_{s}^{t^{*}} a_{i}(\xi) d \xi} d s+p_{i}^{2}\left(\frac{1}{n_{i}}+\mu\right)^{2}\right\} \\
& \leq 4 \delta \sum_{i=1}^{n}\left(1+\sum_{j=1}^{n}\left|q_{i j}\left(t_{0}\right)\right|\right)^{2} e^{-2 \int_{t_{0}}^{t^{*}} a_{i}(\xi) d \xi}+4 \gamma \varepsilon \\
& \leq 4 \delta \sum_{i=1}^{n}\left(1+\sum_{j=1}^{n}\left|q_{i j}\left(t_{0}\right)\right|\right)^{2} M_{i}^{2}+4 \gamma \varepsilon<(1-4 \gamma) \varepsilon+4 \gamma \varepsilon=\varepsilon .
\end{aligned}
$$

which contradicts that $\mathbb{E} \sum_{i=1}^{n}\left|u_{i}\left(t^{*}\right)\right|^{2}=\varepsilon$. Thus $\mathbb{E} \sum_{i=1}^{n}\left|u_{i}(t)\right|^{2}<\varepsilon$ for all $t \geq t_{0}$, and the zero solution of (1) is stable. This shows that the zero solution of (1) is asymptotically stable.

Remark 3.1: The results presented in this paper improve and extend the main result proved in Ref. [11] for non-impulsive cases.

Remark 3.2: It follows from the first part of the proof of Theorem 3.1 that the zero solution of (1) is stable under assumption (11). Moreover, Theorem 3.1 still holds true if (11) is satisfied for $t \geq t_{\rho}$ for some $t_{\rho} \in \mathbb{R}^{+}$.

## 4 Example

In this section, we analyze one example to illustrate the applicability of Theorem 3.1.

Example: 4.1 Consider the following two-dimensional impulsive stochastic delay differential equation

$$
\begin{gather*}
d[x(t)-Q(t) x(t-\tau(t))]=[A(t) x(t)+B(t) f(x(t))] d t \\
+G(t) x(t) d w(t), t \geq 0, t \neq t_{k} \\
\Delta u_{i}\left(t_{k}\right)=u_{i}\left(t_{k}+0\right)-u_{i}\left(t_{k}\right)=0.1 u_{i}\left(t_{k}\right), k=1,2, \ldots \tag{28}
\end{gather*}
$$

where

$$
\begin{aligned}
& Q(t)=\left(\begin{array}{cc}
-\frac{\sin t}{10} & 0 \\
0.021 & \frac{\sin t}{50}
\end{array}\right), A(t)=\left(\begin{array}{cc}
-\frac{20}{1+e^{-t}} & 0 \\
0 & -\frac{40}{1+e^{-t}}
\end{array}\right) \\
& B(t)=\left(\begin{array}{cc}
-\frac{1}{\left(1+e^{-t}\right)^{2}} & 0 \\
-\frac{8}{5\left(1+e^{-t}\right)^{2}} & -\frac{1}{\left(1+e^{-t}\right)^{2}}
\end{array}\right), G(t)=\left(\begin{array}{cc}
\sqrt{\frac{1}{1+e^{-t}}} & 0 \\
0 & \sqrt{\frac{1}{2\left(1+e^{-t}\right)}}
\end{array}\right)
\end{aligned}
$$

$f_{j}(x(t))=\frac{|x+1|-|x-1|}{2}, j=1,2, p_{i k}\left(u_{i}\left(t_{k}\right)\right)=0.1 u_{i}\left(t_{k}\right)$ for $i=1,2$ and $k=$ $1,2, \ldots, t_{k}=t_{k+1}+0.2 k(k=1,2, \ldots)$. It is easy to see that $\mu=0.2$ and $\alpha_{j}=1$ as well as $p_{i k}=0.1$. If we choose $a_{1}(t)=\frac{20}{1+e^{-t}}, a_{2}(t)=\frac{40}{1+e^{-t}}$, and we select $p_{i}=0.5$.

By straightforward computations, we can check that condition (11) in Theorem 3.1 holds true, where $\tau \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right)$is an arbitrary continuous function which satisfies $t-\tau(t) \rightarrow \infty$ as $t \rightarrow \infty$. Then

$$
\begin{aligned}
& \sum_{i=1}^{n}\left\{\left[\sum _ { j = 1 } ^ { n } \left(\left|q_{i j}(t)\right|+\int_{0}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left|\overline{a_{i j}}(s)\right| d s\right.\right.\right. \\
& \left.\left.+\int_{0}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left|q_{i j}(s)\right|\left|a_{i}(s)\right| d s+\int_{0}^{t} e^{-\int_{s}^{t} a_{i}(\xi) d \xi}\left|b_{i j}(s)\right| \alpha_{j} d s\right)\right]^{2} \\
& \left.+4 \sum_{j=1}^{n} \int_{0}^{t} L_{i j}^{2} e^{-2 \int_{t}^{s} a_{i}(\xi) d \xi} d s+p_{i}^{2}\left(\frac{1}{n_{i}}+\mu\right)^{2}\right\} \leq 0.066+0.125+0.039<\frac{1}{4}
\end{aligned}
$$

and since $\exists n_{1}>0: a_{1}(t)>n_{1}$, and $\exists n_{2}>0: a_{2}(t)>n_{2}$, where $n_{1}=$ $10, n_{2}=20$, it is easy to see that all the conditions of Theorem 3.1 hold for $\gamma \simeq 0.23<\frac{1}{4}$. Thus, Theorem 3.1 implies that the zero solution of (28) is mean square asymptotically stable.

Remark 4.1: From Example 4.1, we see that $a_{1}, a_{2}$ are not constant, whereas the functions $a_{1}, a_{2}$ in Ref. [11] are required to be constant. Therefore, the conditions in our paper improve those obtained in Ref. [11].
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