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ABSTRACT 
T h s  paper analyses the tonal behaviour of the quantization 

noise in 2nd-order bandpass .U modulators. The analysis previ- 
ously performed for lowpass modulators is extended to the band- 
pass case. As a result. closed-form expressions for the frequency 
of the idle tones are derived for different locations of the signal 
center frequency. The analytical results are validated through 
measurements from a silicon prototype realized using fully differ- 
ential switched-current circuits in a standard 0.8pm CMOS tech- 
nology' *'. 

1. INTRODUCTION 
Among other reasons, &zrzdpnss ZA Modulators (BP-ZAMs) 

[l] are of interest due to their suitability to realize the Ana- 
log-to-Digital (AD) conversion of either Intermediate Frequency 
(IF) or Radio Frequency (RF) signals in modem digital radio re- 
ceivers. Such A/D conversion permits the implementation of the 
IF stage in the digital domain, thus allowing digital control of the 
gain and the coefficients of the IF filter. This has numerous advan- 
tages as compared to the traditional (analog) radio receivers: re- 
duction of interferences, programmability, etc ... 

Most reported BP-ZAMs obtain their architecture by applying a 

(LP-ZAM)[2][3]. Because of this transformation, a Lth-order 
LP-ZAM becomes a 2Lth-order BP-ZAM, keeping most of the 
properties of the former. One of these properties is the presence of 
idle tones in the output spectrum of the modulator. This phenome- 
non is caused by the correlation between the input signal and the 
quantization error [4]. The non-linear behaviour of the quantiza- 
tion error is more significant as the number of internal levels of 
the quantizer and/or the order of the modulator decrease, the worst 
case corresponding to a 1st-order LP-ZAM with a I -bit quantizer. 

The tonal behaviour of the quantization error in LPSAMs has 
been analysed elsewhere [5][6][7]. However, very little has been 
done currently for BP-ZAMs. In [8] a non-linear analysis of a 
2nd-order BP-LAM is reported assuming that the input is a sinus- 
oidal signal with frequency equal to a quarter of the sampling fre- 
quency - the ideal signal-band center frequency. However, as we 
demonstrated in [9] ,  in practical circuits this center frequency be- 
comes shifted due to the influence of circuit errors, and such shift- 
ing needs to be considered for realistic tonal behavior analysis. 

Asides with the analytical considerations, this paper shows ex- 
perimental evidence of the tonal behavior of a 2nd-order BP-LAM 
silicon prototype. The demonstration vehicle is a fully differential 
switched-current (SI) circuit, realized in a 0.8pm, standard CMOS 
technology. Measurements show that the results obtained for 
LP-ZaMs [5] can be extended to the bandpass case in order to ex- 
plain the tonal behaviour of the quantization error in BP-ZAMs. 
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2. IDEAL ANALYSIS OF 2nd-ORDER BP-XAMs 

Fig.l(a) shows the block diagram of a 2nd-order BP-UM. It 
has been obtained by applying a :-I --f -:-? transformation to a 
1st-order LP-XAM. As a consequence of this transformation, the 
original integrator becomes a resonator. Thus, the first step to- 
wards the design of a BP-ZAM is choosing a suitable architecture 
to realize the resonator transfer function. This can be realized U:;- 
ing different topologies [2]. In this paper we will adopt a structure 
consisting of a feedback cascade of two Lossless Discrete lntegrcr- 
tors (LDI), shown in Fig.l(b), where AF = 1 and AFB = 2 .  
This structure has been chosen because it keeps the poles inside 
the unit circle upon changes due to errors of the feedback loop 
gain. However, the use of this resonator requires an additional de- 
lay block to be included in the digital loop. see Fig.l(a), in order 
to achieve the required delay in the modulator feedback loop. 

2.1 Linear analysis 
Assuming that the quantization error is modelled as an additive 

white noise source, the quantizer can be replaced by the linear 
model shown in Fig.l(c) [6] [7] .  In such ;I case, the modulator in 
Fig. 1 (a) can be viewed as a two-input, s and e , one output, y . 
system. which in the 2-domain can be represented by: 

(11) 

where STF(:) and NTF(:)  are the signal transfer function and the: 
noise transfer function, respectively, 

Y ( z )  = S T F ( Z ) X ( Z )  + N T F ( ~ ) E ( C )  

-1 -7 

STF(L) = : N T F ( ; )  = I + c  - (9 )  

By making z = exp(j2nf/fS) .  where f, is the sampling fre- 
quency. it can be shown that N,(f) has one transmission zero at 
f J 4 ,  and that the filtering around this frequency is actually of the 
band-stop type. The input signal is allowed to pass while, at the 
same time. most of the quantization noise power is "shaped" so that 
is pushed out of the signal band. The in-band quantization noise 
power can be calculated by integrating the output power Spectral . - - - - _ - .  . _ - _ - _ .  

(a) 

. - - - - - - - - - - ~ - - - - - - - . - .  

I '  . _ _ _ _ .  
l l  @ ( C )  . _ - _ _ _ - _ - _ _ _ _  _ - _ _ _ _ _ .  

Figure 1. (a) Block diagram of the modulator in this paper. 
(b) LDI-loop resonator. (c) Linear model of the quantizer. 
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Density (PSD) within the signal bandwidth, 

where Sp = A’/( 12f,) is the PSD of the quantization noise, A 
is the quantization step, B,!, is the signal bandwidth and 
M = f /(2B,, ,)  is the oversampling ratio. From (3), and assuming 
that the modulator input is a sinewave of amplitude A, 5 A/2 , the 
Signal-to-Noise &ti0 ( SNR ) and the mnamic  Range ( D R  ) are 
given by: 

This ideal analysis shows that the modulator resolution increases 
with M at a rate of about l.S-bit/octave . This ideal feature is 
achieved only if the resonator in Fig.l(b) is realized without errors 
and the quantization error is modeled by a white noise source. 

2.2 Non-linear analysis 
In the linear model shown in Fig.l(c), the quantization error, 

e = y - .r, , is assumed to be not correlated with the quantizer in- 
put. .xl . Actually, this error is a non-linear function of sI , as il- 
lustrated in Fig.2 for an N-bit quantizeri1. 

If x ,  varies randomly from sample to sample in the interval 
[ . Y ~ , ~ ~ ~ ~ ,  .vmas] (see Fig.2). e is largely uncorrelated with sI [4] 
and the linear model provides good results. This is achieved in 
LP-ZAMs for large modulator orders and N > 1 [7]. Therefore, 
the worst case for applying the linear model corresponds to a 
1st-order modulator with a 1-bit quantizer. Candy [6] demon- 
strated that, for a dc input signal, the in-band quantization error 
power at the modulator output sharply changes with the input am- 
plitude. This is illustrated in Fig.3(a) for M = 64 and A = 2 .  
This property of the quantization error, often known as noise par- 
rem, is translated to a 2nd-order BP-XAM when the input signal is 
a single tone placed at f , /4 .  This is illustrated in Fig.3(b) by 
showing the simulated in-band quantization error power at the 
output of Fig.l(a) as a function of the input amplitude. This be- 
haviour can not be explained by the linear model (dashed line in 
Fig.3(b)) and hence, a non-linear analysis is required. 

Gray [5 ]  solved the non-linear difference equations of a 
1 st-order LP-ZAM, showing that for dc inputs, the quantization 

error spectrum is discrete, with tones (often named idle tones) at 

- - -  
(a) 

Figure 2. Ideal quantizer. (a) Input-output characteristics. 
(b) Quantization error. 

I .  In the figure, X,, stands for the full-scale range of the 
quantizer. Note that for N = 1 , X,, = A .  

Input level referred to 3 2  

Figure 3. Noise pattern for a (a) 1st-order LP-EAM and 
(b) 2nd-order B P - U .  

where A., is the amplitude of .v and ( a )  represents the fractional 
part of a. The amplitude of these tones is 

1 
Arlp,, = - 

( ? X I ? ) -  

The above results can be extended to the bandpass case by ap- 
plying the frequency translation dc --f f ,/4 to ( 5 ) .  This implies 
that the quantization error spectrum of a 2nd-order BP-ZAM with 
a sinusoidal signal placed at f ,/4 will have pairs of idle tones at 

Note that there are tones placed around dc and f , / 2  - similar to 
the case of 1st-order LP-ZAMs. However. in 2nd-order BP-UMs 
there are also pairs of tones at both sides of f ,/4 , the most signif- 
icant being located at f ,/4 k A , / (24)  as will be demonstrated 
experimentally in Section 4. 

3. NON-IDEAL ANALYSIS - EFFECT OF SI 
ERRORS ON THE SIGNAL-BAND LOCATION 

In the previous section the modulator was assumed to be ideal 
except for the inherent quantization error. In practice, circuit para- 
sitics modify the zeroes of N T , ( : ) ,  degrading the noise-shaping 
and making the in-band quantization noise to increase. 

As we demonstrated in [9], errors in SI circuits cause the sig- 
nal-band center frequency (often named notch frequency, f J1o ) to 
shift from its nominal position at f ,/4 , causing an error denoted 
as 8 f f I o  . which is approximately given by: 

IV-775 



where E, stands for the settling error [lo], rirl is the input resist- 
ance of the memory cell, rOr7 is the steering switch-on resistance, 
and goF,  F B  are the output conductances of the current mirrors 
used to realize the gains, AF, F B  , of the resonator in Fig.l(b). 

Considering that the quantization noise power is minimum at 
f , , ,  , the signal should be centered at f,,, in order to obtain a 
maximum DR. On the other hand, placing a single tone at a fre- 
quency different from f,/4 in a BP-ZAM is equivalent to apply- 
ing a sinusoidal signal of low frequency in a LP-CaM. As demon- 
strated in [ 5 ] ,  the output spectrum of a 1st-order LP-ZAM with a 
sinusoidal input signal of frequency, f i  , is discrete, with tones at: 

f r l p , ,  = f s  ii' for 17 = 1, 2 ,  3, ... (9 )  

( 1 4  - ?) 
f ,  - 

This result can be extended to the bandpass case by applying 
the frequency translation dc + f ,/4 to (9). This implies that the 
output spectrum of a 2nd-order BP-EAM will have idle tones at: 

Note that two families of tones appear at both sides of f J 4 ,  
which can corrupt the signal information as will be demonstrated 
by experimental measurements in the next section. 

4. EXPERIMENTAL RESULTS 
The 2nd-order BP-EAM of Fig.l(a) was realized using fully 

differential regulated-folded cascode memory cells. The I -bit 
quantizer was made up of a regenerative latch and an RS flip-flop 
and the I -bit DAC consisted of a current source controlled by the 
comparator output. These building blocks were designed to attain- 
ing the requirements of direct A/D conversion in AM digital radio 
receivers, whose commercial broadcast band is from 5401cHz to 
1.6MHz with stations occupying a lokHz wide band. This im- 

poses that the sampling frequency must be tunable over the range 
f, = 2MHz to f, = 6.4MHz. 

The circuit was fabricated in a CMOS 0.8pm double-metal 
single-poly technology. Fig. 4 shows the microphotograph of the 
chip. It also includes some isolate building blocks for testing sepa- 
rately. The active area of the modulator is 0.35"' and the power 

Figure 4. Microphotograph of the modulator. 

consumption is 42mW from a 5V power supply. To evaluate ihe 
performance of the modulator, it was attached to a two-layer t8:s.t 
board, designed following the indications in [ 1 11 to reduce the 
switching noise. The output bit streams were captured with the 
HP82000 data acqusition system and Kaiser( p = 20 )-windowed 
32768-point FFTs were performed on each of those bit streams 
using MATLAB [ 121. 

4.1 Measurements for an input tone at f,/4 
Fig.5 shows two modulator output spectra when clocked at 

f, = 2MHz. Note that, because of SI errors, f,,, deviates from 
the ideal position at f,/4 . In this case, r in  = 2Q,  roll = 472!3, 

according to (8), yields f,,, z 0.246fs. As Fig.5 illustrates, there 
are four groups of idle tones whose frequencies are a function of 
the input signal amplitude. Note that, as A, approaches to A / 2 ,  
two of these groups (labelled as L ,  and R I  in Fig.5) move away 
from f,/4 while the other two groups ( L 2  and R2 ) approach to 
f J 4 .  The tones with the largest amplitude ( E -30dB ) ;are 
those placed at: 

= 11jLA/V, g o F B  = 21pA/V and E, = 250ppm. which 

which matches with that predicted by (7) for 11 = I ,  as demon- 
strated in Fig.6 by displaying f L , .  ? and f R I ,  vs. A, /A , show- 
ing a good agreement between theory and measurements. 

In AM radio applications, out-of-band idle tones are critical be- 
cause, in the presence of non-linear errors, can mix with the input 
signal and fall into the signal band. For the special case of a single 
tone at f s / 4 ,  the most significant intermodulation components 
(those corresponding to A ~ approaching to A ) will fall approxi- 

I 

I .  I 
0.1 0.2 0.3 0.4 O S  

Relative frequency to f, 
01 . 1 

-so0 . 0:1 . d.2 0.3 0.4 2 5  
1 .  

Relaire frequency to f, 

Figure 5. Measured modulator output spectra when clocked at 
f, =, 2MHz for an input tone of f / 4  and different relative 
amplitudes: (a) A,/A = 0.1 , (b) A , f A  = 0.14. 
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Figure 6. Idle-tone location vs.A,/A for an input tone at fJ4 

mately at f , /4,  thus not degrading the linearity of the modulator. 
However, in practical applications the input signal will contain 
spectral components at different frequencies, and according to 
( IO). multiple tones will appear inside the signal band. This is ver- 
ified by the following measurements. 

4.2 Measurements for an input tone at f,,, 
Placing the input signal at f,,, of a BP-ZAM maximizes the 

resolution of such a modulator. However, for the case of a 2nd-or- 
der BP-LAM, a large number of idle tones will appear, thus de- 
stroying the operation of the modulator. Fig.7 illustrates this by 
plotting a measured modulator output spectrum when clocked at 
f, = 2MHz corresponding to a single tone of -6dB input 
level’ and approximately located at the notch frequency. 

According to (10). the frequency of idle tones only depends on 
the relative location of the input frequency with respect to fS /4 .  
However. as also shown in [5 ]  for LP-CaMs. the amplitude of 
such tones is strongly dependent on the input signal amplitude. 
Fig.8 illustrates this by plotting the central part of several meas- 
ured output spectra corresponding to different input amplitudes. 
The position of the most significant tones (see (10)) are labelled. 
Observe that the amplitude of said tones is not a monotonic func- 
tion of the input level. similarly to what happens to LP-LAMS. in 
which the amplitude of idle tones is related to the input level 
through a linear combination of ordinary Bessel functions [5]. 

5. CONCLUSIONS 
This paper demonstrated experimentally the strong correlation 

between the quantization noise and the input signal in 2nd-order 

-1000 L 0.1 0.2 0.3 0.4 0.5 

Relative frequency <ofr 

Figure 7. Measured modulator output spectrum for f, = 2MHz 
and a -6dB input tone at 491kHz (f,,, = 0.246 f, ). 

1’2. Input level is defined as the input signal amplitude re- 
ferred to the DAC output level ( = OdB in the figure). 

%!; 0.33 0.15 0.28 b 3  
Relaure frequency to j l  

r .  
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Figure 8. Measured modulator output spectra (central part) for an 
input tone at f,,, = 0.246fS (6f,,, = 0.0045f, ) and different 
relative amplitudes: (a) A,/A = 0.03. (b)A,v/A = 0.05. (c) 
A,/A = 0.1, (d) A,/A = 0.16. 

bandpass XA modulators. This phenomenon has been studied con- 
sidering either that the noise shaping is ideal or it is degraded by 
circuit parasitics. As a result of this study, closed-form expres- 
sions for the frequency of idle tones have been derived regarding 
different cases of the signal center frequency. All results have 
been validated by measurements from a 0.8pm CMOS.prototype. 
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