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## 1

## Introduction

> "You have nothing to do but mention the quantum theory, and people will take your voice for the voice of science, and believe anything."
> - George Bernard Shaw, Geneva, a Fancied Page of History in Three Acts

It was back in spring 2014 when the author of this doctoral dissertation was finishing its master thesis, whose main objective was the understanding of Peter W. Shor's most praised result, a quantum algorithm capable of factoring integers in polynomial time. During the development of this master thesis, me and my yet-tobe doctoral advisor studied the main aspects of quantum computing from a purely algebraic perspective. This research eventually evolved into a sufficiently thorough canvas capable of explaining the main aspects and features of the mentioned algorithm from within an undergraduate context.

Just after its conclusion, we seated down and elaborated a research plan for a future Ph.D. thesis, which would expectantly involve quantum computing but also a branch of algebra whose apparently innocent definitions hide some really hard problems from a computational perspective: the theory of numerical semigroups. As will be seen later, the definition of numerical semigroup does not involve sophisticated knowledge from any somewhat obscure and distant branch of the tree of mathematics. Nonetheless, a number of combinatorial problems associated with these numerical semigroups are extremely hard to solve, even when the size of the input is relatively small. Some examples of these problems are the calculations of the Frobenius number, the Apéry set, and the Sylvester denumerant, all of them bearing the name of legendary mathematicians.

This thesis is the result of our multiple attempts to tackle those combinatorial problems with the help of a hypothetical quantum computer. First, Chapter 22 is devoted to numerical semigroups and computational complexity theory, and is divided into three sections. In Section 2.1, we give the formal definition of a numerical semigroup, along with a description of the main problems involved with them. In Section 2.2, we sketch the fundamental concepts of complexity theory, in order to understand the true significance within the inherent hardness concealed in the resolution of those problems. Finally, in Section 2.3 we prove the computational complexity of the problems we aim to solve.

Chapter 3 is the result of our outline of the theory of quantum computing. We give the basic definitions and concepts needed for understanding the particular place that quantum computers occupy in the world of Turing machines, and also the main elements that compose this particular model of computation: quantum bits and quantum entanglement. We also explain the two most common models of quantum computation, namely quantum circuits and adiabatic quantum computers. For all of them we give mathematical definitions, but always having in mind the physical experiments from which they stemmed.

Chapter 4 is also about quantum computing, but from an algorithmical perspective. We present the most important quantum algorithms to date in a standardized way, explaining their context, their impact and consequences, while giving a mathematical proof of their correctness and worked-out examples. We begin with the early algorithms of Deutsch, Deutsch-Jozsa, and Simon, and then proceed to explain their importance in the dawn of quantum computation. Then, we describe the major landmarks: Shor's factoring, Grover's search, and quantum counting.

Chapter 5 is the culmination of all previously explained concepts, as it includes the description of various quantum algorithms capable of solving the main problems inside the branch of numerical semigrops. We present quantum circuit algorithms for the Sylvester denumerant and the numerical semigroup membership, and adiabatic quantum algorithms for the Apéry Set and the Frobenius problem. We also describe a C++ library called numsem, specially developed within the context of this doctoral thesis and which helps us to study the computational hardness of all previously explained problems from a classical perspective.

This thesis is intended to be autoconclusive at least in the main branches of mathematics in which it is supported; that is to say numerical semigroups, computational complexity theory, and quantum computation. Nevertheless, for the majority of concepts explained here we give references for the interested reader that wants to delve more into them.

## 2

# Numerical Semigroups and the Frobenius problem 

"One Ring to rule them all, One Ring to find them, One Ring to bring them all and in the darkness bind them In the Land of Mordor where the Shadows lie."<br>- J. R. R. Tolkien, The Lord of the Rings

### 2.1 Numerical Semigroups

The study of numerical semigroups has its origins at the end of the 19th Century, when English mathematician James Joseph Sylvester (1814-1897) and German mathematician Ferdinand Georg Frobenius (1849-1917) were both interested in what is now known as the Frobenius problem, which we proceed to enunciate.
Definition 2.1.1. Let $a_{1}, a_{2}, \ldots, a_{n} \in \mathbb{Z}_{\geq 0}$ with $\operatorname{gcd}\left(a_{1}, a_{2}, \ldots, a_{n}\right)=1$, the Frobenius problem, or FP , is the problem of finding the largest positive integer that cannot be expressed as an integer conical combination of these numbers, i.e., as a sum

$$
\sum_{j=1}^{n} \lambda_{i} a_{i} \text { with } \lambda_{i} \in \mathbb{Z}_{\geq 0}
$$

This problem, so easy to state, can be extremely complicated to solve in the majority of cases, as will be seen in Section 2.3. It can be found in a wide variety of contexts, being the most famous the problem of finding the largest amount of money which cannot be obtained with a certain set of coins: if, for example, we have an unlimited amount of coins of 2 and 5 units, we can represent any quantity except 1 and 3.

In order to understand the relationship between this problem and numerical semigroups, we shall first define the latter.
Definition 2.1.2. A semigroup is a pair $(S,+)$, where $S$ is a set and + is a binary operation $+: S \times S \rightarrow S$ that is associative.
Definition 2.1.3. A numerical semigroup $S$ is a subset of the non-negative integers $\mathbb{Z}_{\geq 0}$ which is closed under addition, contains the identity element 0 , and has a finite complement in $\mathbb{Z}_{\geq 0}$.

From now on, we shall denote numerical semigroups as $S$, taking for granted that they are commutative and that their associated operation is the addition. As it can be easily noted, a numerical semigroup is trivially a semigroup. In other words, a numerical semigroup is a semigroup that, additionally, is a monoid (i.e., it also has an identity element) and has finite complement in $\mathbb{Z}_{\geq 0}$. In order to work with numerical semigroups, it will be necessary to characterize them somehow. For that, let us set forth the following lemma.

Lemma 2.1.4. Let $A=\left\{a_{1}, \ldots, a_{n}\right\}$ be a nonempty subset of $\mathbb{Z}_{\geq 0}$. Then,

$$
S=\langle A\rangle=\left\langle a_{1}, \ldots, a_{n}\right\rangle=\left\{\lambda_{1} a_{1}+\ldots+\lambda_{n} a_{n} \mid \lambda_{i} \in \mathbb{Z}_{\geq 0}\right\}
$$

is a numerical semigroup if and only if $\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1$.
Proof. Assume $S$ to be a numerical semigroup with $\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=d$ and let $x=\max \left(\mathbb{Z}_{\geq 0} \backslash S\right)$-as $\mathbb{Z}_{\geq 0} \backslash S$ is finite, it has a maximum-. If $s \in S$, then $d \mid s$. As $x+1 \in \bar{S}$ and $x+2 \in \bar{S}$, then $d \mid(x+1)$ and $d \mid(x+2)$, which implies that $d=1$.

Let $S=\langle A\rangle=\left\langle a_{1}, \ldots, a_{n}\right\rangle$ with $\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1$, then by Bézout's identity [23] there exist integers $x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{Z}$ such that $a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}=1$. If $a_{1} x_{1}+\cdots+a_{n} x_{n}=p+q$, where $p$ contains the positive terms and $q$ the negative ones, then $p=1-q$. We can define $r=-q$ and, as $p \in S, r \in S$ and $r+1 \in S$. Let $s \geq(r-1) r+(r-1)$, and let $t$ and $u$ such that $s=t r+u$ with $0 \leq u<r$. It follows that $u \leq r-1 \leq t$ and finally we have that $s=u(r+1)+(t-u) r \in S$. Thus, $S$ has finite complement in $\mathbb{Z}_{\geq 0}$ and consequently is a numerical semigroup.

The previous lemma tells us that, drawing from a set $A \subseteq \mathbb{Z}_{\geq 0}$, it is possible to generate a semigroup $S=\langle A\rangle$ as long as the elements of $A$ satisfy a certain condition. In this context, any set $A$ such that $S=\langle A\rangle$ for a certain numerical semigroup $S$ is called a system of generators of $S$. Even more, it can be proved that any numerical semigroup can be expressed that way, as will be shown next.

Theorem 2.1.5. Every numerical semigroup $S$ admits a unique minimal system of generators, which can be calculated as $S^{*} \backslash\left(S^{*}+S^{*}\right)$ with $S^{*}=S \backslash\{0\}$.

Proof. Let $S^{*}=S \backslash\{0\}$ and let $s \in S^{*}$. If $s \notin S^{*} \backslash\left(S^{*}+S^{*}\right)$, then $s \in S^{*}+S^{*}$ and there exist $t, u \in S^{*}$ such that $s=t+u$. As $t, u<s$, we can repeat this procedure a finite number of steps until we find $s_{1}, \ldots, s_{n} \in S^{*} \backslash\left(S^{*}+S^{*}\right)$ with $s=s_{1}+\cdots+s_{n}$. Thus, we can conclude that $S^{*} \backslash\left(S^{*}+S^{*}\right)$ is a system of generators of $S$.

Besides, let $A$ be a system of generators of $S$ and let $s \in S^{*} \backslash\left(S^{*}+S^{*}\right)$, then there exist $t \in \mathbb{Z}_{>0}, \lambda_{1}, \ldots, \lambda_{n} \in \mathbb{Z}_{\geq 0}$ and $a_{1}, \ldots, a_{n} \in A$ such that $s=\lambda_{1} a_{1}+\cdots+\lambda_{n} a_{n}$. As $s \notin S^{*}+S^{*}$, we have that $s=a_{i}$ for a certain $i \in\{1, \ldots, n\}$ and thus $S^{*} \backslash\left(S^{*}+S^{*}\right)$ is contained in any system of generators of $S$.

Corollary 2.1.6. Let $S$ be a numerical semigroup generated by $A=\left\{a_{1}, \ldots, a_{n}\right\}$ with $0 \neq a_{1}<a_{2}<\ldots<a_{n}$. Then, $A$ is a minimal system of generators of $S$ if and only if $a_{i+1} \notin\left\langle a_{1}, a_{2}, \ldots, a_{i}\right\rangle$, for all $i \in\{1, \ldots, n-1\}$.

It will be proven later in this section that the minimal system of generators of a numerical semigroup is in fact finite. Hereinafter, if we say that $S=\langle A\rangle$ with
$A=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ is a numerical semigroup, then we shall assume without loss of generality that $a_{1}<a_{2}<\cdots<a_{n}, \operatorname{gcd}\left(a_{1}, a_{2}, \ldots, a_{n}\right)=1$, and that $A$ is the minimal system of generators of $S$. Some examples of numerical semigroups, which will be used for the rest of the section, are:

$$
\begin{aligned}
S_{a} & =\langle 3,7\rangle=\{0,3,6,7,9,10,12, \rightarrow\} \\
S_{b} & =\langle 4,9\rangle=\{0,4,8,9,12,13,16,17,18,20,21,22,24, \rightarrow\} \\
S_{c} & =\langle 5,8,11\rangle=\{0,5,8,10,11,13,15,16,18, \rightarrow\} \\
S_{d} & =\langle 5,7,9\rangle=\{0,5,7,9,10,12,14, \rightarrow\}
\end{aligned}
$$

Where $\rightarrow$ means that all integers thenceforth are also included in the numerical semigroup. Having thus defined and characterized what numerical semigroups are, we proceed to describe some of their combinatorial invariants.

Definition 2.1.7. Let $S=\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle$ be a numerical semigroup, then

$$
m(S)=a_{1} \text { and } e(S)=n
$$

are called respectively the multiplicity of $S$ and the embedding dimension of $S$.
Lemma 2.1.8. Let $S$ be a numerical semigroup, then

$$
m(S)=\min S^{*}
$$

Definition 2.1.9. The set of gaps of a numerical semigroup $S$ is defined as

$$
G(S)=\mathbb{Z}_{\geq 0} \backslash S
$$

Its cardinal,

$$
g(S)=|G(S)|,
$$

is called the genus of $S$; and its maximum,

$$
f(S)=\max G(S),
$$

is called the Frobenius number of $S$.
In other words, as by definition any numerical semigroup $S$ has a finite complement in $\mathbb{Z}_{\geq 0}$, we can define the maximum of such complement as $f(S)$, known as the Frobenius number. In fact, the Frobenius problem described at the beginning of this chapter in Definition 2.1.1 can be enunciated as the problem of finding $f(S)$ for a certain numerical semigroup $S$. We shall expand the concepts related to the difficulties that surround the calculation of the Frobenius number in Section 2.3. Table 2.1 shows the combinatorial invariants associated for the previously given examples of semigroups.

Greek-French mathematician Roger Apéry (1916 - 1994), better known for proving in 1979 the irrationality of $\zeta(3)$ [11], also laid the background in the context of the resolution of singularities of curves [10] for an important set associated to a numerical semigroup $S$ and one of its elements.

| $S$ | $A$ | $m(S)$ | $e(S)$ | $G(S)$ | $g(S)$ | $f(S)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S_{a}$ | $\langle 3,7\rangle$ | 3 | 2 | $\{1,2,4,5,8,11\}$ | 6 | 11 |
| $S_{b}$ | $\langle 4,9\rangle$ | 4 | 2 | $\{1,2,3,5,6,7,10,11,14,15,19,23\}$ | 12 | 23 |
| $S_{c}$ | $\langle 5,8,11\rangle$ | 5 | 3 | $\{1,2,3,4,6,7,9,12,14,17\}$ | 10 | 17 |
| $S_{d}$ | $\langle 5,7,9\rangle$ | 5 | 3 | $\{1,2,3,4,6,8,11,13\}$ | 8 | 13 |

Table 2.1: Combinatorial invariants for some examples of semigroups

Definition 2.1.10. The Apéry set of a numerical semigroup $S$ with respect to a certain $s \in S^{*}$ is defined as

$$
A p(S, s)=\{x \in S \mid x-s \notin S\}
$$

A possible characterization of the elements of the Apéry set one by one, which will come to special use in Chapter 5, is given by the following lemma.

Lemma 2.1.11. Let $S$ be a numerical semigroup and let $s \in S^{*}$. Then, $A p(S, s)=$ $\left\{\omega_{0}, \omega_{1}, \ldots, \omega_{s-1}\right\}$ where $\omega_{i}$ is the least element of $S$ congruent with $i$ modulo s, for all $i \in\{0, \ldots, s-1\}$. Consequently, $|A p(S, s)|=s$.
Proof. Let $x \in A p(S, s)$. Then, by definition, $x \in S$ and $x-s \notin S$. As $x \equiv i$ $\bmod s$ for a certain $i \in\{0, \ldots, s-1\}$, it follows that $x=\omega_{i}$. As a result, $A p(S, s) \subseteq\left\{\omega_{0}, \ldots, \omega_{s-1}\right\}$.

Also, let $\omega_{i}=\min \{x \in S \mid x \equiv i \bmod s\}$, it is clear that $\omega_{i} \in S$ and $\omega_{i}-s \notin S$. Thus, $\left\{\omega_{0}, \ldots, \omega_{s-1}\right\} \subseteq A p(S, s)$.

By means of an example on how to calculate the Apéry set of a semigroup with respect to a certain element, let

$$
S_{c}=\langle 5,8,11\rangle=\{0,5,8,10,11,13,15,16,18, \rightarrow\}
$$

Then $A p\left(S_{c}, 5\right)=\left\{\omega_{0}, \ldots, \omega_{4}\right\}$, where

$$
\begin{array}{ll}
\omega_{0}=\min \{x \in S \mid x \equiv 0 & \bmod 5\}=0 \\
\omega_{1}=\min \{x \in S \mid x \equiv 1 & \bmod 5\}=11 \\
\omega_{2}=\min \{x \in S \mid x \equiv 2 & \bmod 5\}=22 \\
\omega_{3}=\min \{x \in S \mid x \equiv 3 & \bmod 5\}=8 \\
\omega_{4}=\min \{x \in S \mid x \equiv 4 & \bmod 5\}=19
\end{array}
$$

We proceed to prove some results via the properties of the Apéry set.
Proposition 2.1.12. The minimal system of generators of a numerical semigroup $S$ is finite.

Proof. Let $s \in S^{*}$. Then, it is easy to see that for every $t \in S$ there exists a unique pair $(u, v) \in \mathbb{Z}_{\geq 0} \times A p(S, s)$ such that $t=u s+v$. Thus, $S$ is generated by $A=A p(S, s) \cup\{s\}$ and, as $A$ is finite, the unique minimal system of generators must be finite.

Lemma 2.1.13. Let $S$ be a numerical semigroup, then

$$
e(S) \leq m(S)
$$

Proof. Let $a=m(S)$ and let $A=A p(S, a) \cup\{a\}$. Thus, as $S$ can be generated by $A \backslash\{0\}$ and $|A \backslash\{0\}|=a$, we can conclude that $e(S) \leq m(S)$.

The Apéry set is noteworthy in the context of the Frobenius problem as there exists a relationship between its members (regardless of the element $s \in S^{*}$ we choose) and the Frobenius number, which we proceed to enunciate and prove.

Theorem 2.1.14. (A. Brauer - J. E. Shockley, 1962) [31] Let $S$ be a numerical semigroup and let $s \in S^{*}$. Then

$$
\begin{gathered}
f(S)=\max A p(S, s)-s \\
g(S)=\frac{1}{s}\left(\sum_{\omega \in A p(S, s)} \omega\right)-\frac{s-1}{2}
\end{gathered}
$$

Proof. As $\operatorname{Ap}(S, s)=\{x \in S \mid x-s \notin S\}$, we have that $\max \{\operatorname{Ap}(S, s)\}-s \notin S$. Let $y>\max \{A p(S, s)\}-s$, then $y+s>\max \{A p(S, s)\}$. Let $z \in A p(S, s)$ such that $z \equiv y+s \bmod s$, then as $z<y+s$ we have that $y=z+k s$ for some $k \geq 0$, hence $y-s=z+(k-1) s \in S$. This proves the first identity.

As for the genus of $S$, for every $w \in A p(S, s), w \equiv i \bmod s$ with $i \in\{0, \ldots, s-1\}$ implies that there exists $k_{i} \in \mathbb{Z}_{\geq 0}$ such that $w=k_{i} s+i$. This way, we can write the elements of the Apéry Set as $\omega_{i}=k_{i} s+i$ for $i \in\{0, \ldots, s-1\}$.

Thus, as $x \equiv \omega_{i} \bmod s$ implies that $x \in S$ if and only if $\omega_{i} \leq x$, then we can conclude that

$$
g(S)=\sum_{i=1}^{s-1} k_{i}=\frac{1}{s} \sum_{i=1}^{s-1}\left(k_{i} s+i\right)-\frac{s-1}{2}=\frac{1}{s} \sum_{i=1}^{s-1} \omega_{i}-\frac{s-1}{2} .
$$

Now we exemplify the relationship between numerical semigroups and combinatorial optimization, as one of the most important problems in the latter branch of mathematics, known as the knapsack problem or rucksack problem, and more concretely one of its variants [93] (p. 374), can be seen as the problem of deciding if a given integer $t$ belongs to a certain numerical semigroup $S$.

Definition 2.1.15. The numerical semigroup membership problem, or NSMP, is the problem of determining if, given a certain integer $t \in \mathbb{Z}_{\geq 0}$ and a numerical semigroup $S=\left\langle a_{1}, \ldots, a_{n}\right\rangle$, the integer $t$ is contained in $S$. That is to say, if there exist non-negative integers $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{Z}_{\geq 0}$ such that

$$
\sum_{i=1}^{n} \lambda_{i} a_{i}=t
$$

Finally, we show another important problem in numerical semigroups related to the previous one. In the mid-19th century, J. J. Sylvester studied the number of partitions of an integer with respect to a certain subset of non-negative integers [109, 110]. In the context of this chapter, this problem can be seen as an extension of the NSMP, but rather than answering whether or not an integer is contained in a numerical semigroup, we go farther and want to calculate the number of distinct representations of that integer with respect to the minimal system of generators of the semigroup.

Definition 2.1.16. The Sylvester denumerant of a non-negative integer $t \in \mathbb{Z}_{\geq 0}$ with respect to a numerical semigroup $S=\left\langle a_{1}, \ldots, a_{n}\right\rangle$, denoted by $d(t, S)$ or by $d\left(t ; a_{1}, \ldots, a_{n}\right)$, is defined as the number of solutions of the Diophantine equation

$$
\sum_{i=1}^{n} \lambda_{i} a_{i}=t
$$

where $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{Z}_{\geq 0}$.
By means of an example, we recall the previously defined semigroup:

$$
S_{d}=\langle 5,7,9\rangle=\{0,5,7,9,10,12,14, \rightarrow\}
$$

The Frobenius number of $S_{d}$ is equal to $f\left(S_{d}\right)=13$, which means that any integer greater than 13 is contained in the semigroup. However, the number of possible representations may differ between them. Number 15, for example, has a unique representation with respect to 5,7 and 9 :

$$
15=3 \times(5)+0 \times(7)+0 \times(9),
$$

while on the other hand, number 14 has two possible representations:

$$
14=1 \times(5)+0 \times(7)+1 \times(9)
$$

and

$$
14=0 \times(5)+2 \times(7)+0 \times(9) .
$$

This tells us that $d(15 ; 5,7,9)=1$ and $d(14 ; 5,7,9)=2$.
The study of the Sylvester denumerant is of great importance in many branches of mathematics and, as can be easily deduced, is at least as hard to solve as the numerical semigroup membership problem. This result will be formally explained in Section 2.3,

A thorough study of numerical semigroups can be found in the book by J. C. Rosales and P. A. García-Sánchez [101]. The majority of problems and definitions surrounding the Frobenius number and the Sylvester denumerant can be found in the book by J. L. Ramírez-Alfonsín 98].

### 2.2 Computational Complexity Theory

The aim of this section is to provide a background on computational complexity theory, a branch of mathematics and computer science which focuses on the definition of classes of computational problems in accordance with their inherent difficulty, and on the relationships between those classes.

This framework will become useful for two of the main objectives of this Ph.D. thesis: first, for placing the Frobenius problem within the context of those problem classes -i.e., what does exactly mean that the Frobenius problem is hard to solve - ; and second, for contextualizing the quantum model of computation inside the universal Turing machines used for standardizing the aforementioned classes of problems. In order to achieve that, we begin by defining two basic ingredients needed for this problem classification.

Definition 2.2.1. [62, 77] A decision problem or recognition problem $\Pi$ is a function with a one-bit output: YES or NO -i.e., a problem that can be posed as a yes-no question of the input-. To specify a decision problem, one must define the set $A$ of possible inputs and the subset $B \subseteq A$ of YES instances.

In the context of automata and abstract computers, it is necessary to define a new concept that generalizes the notion of a machine capable of solving a certain decision problem. We give from now on some essential notions of the so-called Turing machines, named after English computer scientist and mathematician Alan Turing (1912 - 1954) and its groundbreaking and dazzling work [111]. These machines may appear to be simple or limited, but they are capable of simulating any computer algorithm and of doing everything that a real computer can do [108]. More information on the subject can be found in [77].

Definition 2.2.2. A deterministic Turing machine $\mathcal{M}$, or DTM, is defined by a triple $\mathcal{M}=(S, \Sigma, \delta)$, where $S$ is a finite set of states (with an initial state $s_{0} \in S$ and a set of final states $F \subseteq S$ ), $\Sigma$ is an alphabet containing at least the blank symbol \#, and $\delta: S \backslash F \times \Sigma \rightarrow S \times \Sigma \times\{L, R\}$ is a partial function called the transition function.

The definition of Turing machine is quite abstract, but it can be seen as a device that manipulates symbols on a strip of tape according to a table of rules. This tape is divided into cells, each of them containing a symbol from the alphabet $\Sigma$, and the machine has a head that reads or writes on the tape and moves the tape left or right. The machine follows a single and deterministic computation path starting in the state $s_{0}$ and ending in one of the final states. A representation of this path is shown in Figure 2.1.

Now that we have defined what a deterministic Turing machine is, we can start a classification of decision problems with respect to them.

Definition 2.2.3. The class P, or PTIME, contains all decision problems solvable by a deterministic Turing machine using a polynomial amount of computation time with respect to the size of the input.


Figure 2.1: Example of computation of a deterministic Turing machine


Figure 2.2: Example of computation of a non-deterministic Turing machine

The class P is known to contain many elemental problems in mathematics, like addition and multiplication, and other not so elemental such as the problem of deciding whether an integer is prime [7], or the resolution of a certain type of linear optimization problem [12, 73].

Another concept that generalizes the notion of a Turing machine one step further is the following:

Definition 2.2.4. A non-deterministic Turing machine $\mathcal{M}$, or NTM, is defined by a triple $\mathcal{M}=(S, \Sigma, \delta)$, where $S$ is a finite set of states (with an initial state $s_{0} \in S$ and a set of final states $F \subseteq S$ ), $\Sigma$ is an alphabet containing at least the blank symbol $\#$ and $\delta \subseteq(Q \backslash A \times \Sigma) \times(Q \times \Sigma \times\{L, R\})$ is a relation on states and symbols called the transition relation.

As can be seen, the only difference between a deterministic Turing machine and a non-deterministic Turing machine is the substitution of the transition function for a transition relation. This distinction can be interpreted as a change in the computation path followed by the machine. While in the deterministic Turing machine the transition between a state and the next is deterministic and unique, in the non-deterministic Turing machine there can be more than one state after a certain step in the computation. The computation path may branch after a state, making an indeterminate number of copies of the machine which will continue working in parallel. Thus, instead of a computation path, the behavior of a non-deterministic

Turing machine is better seen as a computation tree, represented in Figure 2.2,
Although the concept of a non-deterministic Turing machine is more philosophical than realistic and has not been implemented in practice, there have been recent designs of a model for non-deterministic Turing machine that exploit the ability of DNA to replicate itself [40].

In the same way as with deterministic Turing machines, we can also classify all decision problems with respect to the non-deterministic Turing machines.

Definition 2.2.5. The class NP contains all decision problems that can be solved by a non-deterministic Turing machine that runs in polynomial time with respect to the size of the input. If the answer is YES, then at least one computation path accepts. On the other hand, if the answer is NO , all computation paths must reject.

Another interpretation of the set of decision problems that are contained in NP states that a problem is solvable by a non-deterministic Turing machine in polynomial time if and only if the problem of veryfing if a certain polynomial-size proof of this fact is correct is in P . In other words, the statements verifiable in polynomial time by a deterministic Turing machine and solvable in polynomial time by a nondeterministic Turing machine are totally equivalent, and a proof of this fact can be found in [108]. For example, the problem of finding a prime factor of a certain integer $N$, also called prime factorization, is not known to be in P. Nevertheless, as the problem of determining if a certain prime $p$ is a factor of $N$ can be checked in polynomial time, we know that prime factoring is in NP.

As a deterministic Turing machine is also trivially a non-deterministic Turing machine, it is easy to conclude that $\mathrm{P} \subseteq$ NP. However, the question of whether there exists a problem in NP that is not in P is one of the most important open problems in theoretical computer science - and in mathematics in general-, and is known as the P versus NP problem, or $\mathrm{P} \stackrel{?}{=} \mathrm{NP}$. In other words, does the nondeterminism of a Turing machine make a difference? Intuitively, one might say it should, but that remains to be proven. Interesting surveys about this subject can be found in [107], [38] and [4].

Apart from all problems in P , a myriad of compelling problems in mathematics are also known to be in NP, such as the previously mentioned prime factorization, the Boolean satisfiability problem - also known as SAT - and many others. In fact, the SAT problem was the first to be proven to be complete for the class NP [37], a concept which we proceed to explain.

Definition 2.2.6. Let C be a complexity class and let $\Pi$ be a decision problem. Then, problem $\Pi$ is said to be hard for the complexity class C under a given type of reduction if there exists a reduction -of the given type-from any problem in C to $\Pi$. The complexity class of all problems that are hard for C is called C-hard.

Definition 2.2.7. Let C be a complexity class and let $\Pi$ be a decision problem. Then, problem $\Pi$ is said to be complete for the complexity class C under a given type of reduction if $\Pi$ is contained in C and $\Pi$ is hard for C under that type of
reduction. The complexity class of all problems that are complete for C is called C-complete.

Both concepts and an example of what a reduction is will be thoroughly explained in the next section of the present chapter. Note that a polynomial-time deterministic algorithm for a NP-complete problem would violate the standard P $\subsetneq$ NP conjecture. Moreover, as all NP-complete problems can be seen as equally hard to solve, and they are the hardest problems inside NP, such a result would give us a polynomial-time deterministic algorithm for every problem in NP.

Before proceeding to the next section, let us explain another variation of the notion of Turing machine, which will be specially useful in Chapter 3 for explaining the concept of universal quantum computer, with its corresponding complexity class.

Definition 2.2.8. A probabilistic Turing machine $\mathcal{M}$, or PTM, is defined by a triple $\mathcal{M}=(S, \Sigma, \delta)$, where $S$ is a finite set of states (with an initial state $s_{0} \in S$ and a set of final states $F \subseteq S$ ), where $\Sigma$ is an alphabet containing at least the blank symbol \# and where $\delta$ is the transition function. In this case, however, the transition function does not define deterministic transitions as in the case of a deterministic Turing machine, but gives a probability distribution of possible transitions according to $\delta: S \times \Sigma \times S \times \Sigma \times\{L, R\} \rightarrow[0,1]$.

The behavior of a probabilistic Turing machine can be seen as that of a nondeterministic Turing machine where, instead of multiplying itself when more than one path is possible from a certain state, it decides which path to follow according to a probability distribution. Thus, we have a computation path that can be seen as superimposed over the computation tree of a non-deterministic Turing machine, as highlighted in red in Figure 2.3.

Definition 2.2.9. The class BPP, which stands for bounded-error probabilistic polynomial-time, contains all decision problems that can be solved in polynomial time by probabilistic Turing machines with error probability bounded by $1 / 3$ for all inputs.

The class BPP can also be seen as the class of decision problems solvable by a non-deterministic Turing machine such that, if the answer is YES, then at least $2 / 3$ of the computation paths accept the input, and if the answer is NO, then at most $1 / 3$ of the computation paths accept. Nonetheless, although it is easy to prove that P $\subseteq$ BPP, there is no known relation between BPP and NP. Note also that the choice of $1 / 3$ is arbitrary, as a swap between $1 / 3$ and any $x \in \mathbb{R}$ such that $0<x<1 / 2$ in the definition will keep unchanged the contents of the class BPP. For more details on BPP, we refer to [57], where it was first defined.

Finally, we define two complexity classes that will help us in the understanding of the bigger picture where all of this is contained.

Definition 2.2.10. The class PP, which stands for probabilistic polynomial-time, contains all decision problems solvable by a non-deterministic Turing machine in polynomial time such that, if the answer is YES, then at least $1 / 2$ of computation paths accept and, if the answer is NO , then less than 1/2 of computation paths accept.


Figure 2.3: Example of computation of probabilistic Turing machine


Figure 2.4: Diagram of complexity classes

Definition 2.2.11. The class PSPACE, which stands for polynomial space, contains all decision problems solvable by a deterministic Turing machine using a polynomial amount of space, regardless of the total time needed.

The complexity classes we have defined here form a hierarchical structure [4], which can be seen in Figure 2.4. As can be noted, PSPACE contains all of them, a quite surprising result. In fact, to date nobody has proven that $\mathrm{P} \subsetneq$ PSPACE, meaning that the full hierarchy may collapse in the future if P equals PSPACE. In Figure 2.5 we also show the relationship between P, NP and the complexity classes that surround them, depending on the answer to the P versus NP problem. In the left diagram, NP is represented by the circle, not by the space between NP-complete and P - that space corresponds to NP-intermediate, a class that will be explained in Section 4.5-

Now that we have formed the basis for the understanding of the main computational complexity classes, let us show where does some of the main problems introduced in the section dedicated to numerical semigroups fit into all this. For an almost complete and updated list of complexity classes, we refer to the vast database found in [5], result of the efforts of American theoretical computer scientist Scott


Figure 2.5: Diagram of P and NP-related complexity classes

Aaronson (b. 1981).

### 2.3 Computational Complexity of the Frobenius Problem and the NSMP

In this section we are going to apply the background studied up to this point for proving that the Frobenius problem is in NP-hard. For that, first we are going to prove that the Boolean satisfiability problem is complete for the complexity class NP -i.e., that it is in NP, and is also hard for NP-. Then, we show that the numerical semigroup membership problem is also in NP-complete. Finally, we prove that the Frobenius problem is hard for the class NP under Turing reductions to the NSMP.

Definition 2.3.1. The Boolean satisfiability problem, or SAT, is the problem of determining if there exists an interpretation for the binary variables $x_{1}, x_{2}, \ldots, x_{n}$ that satisfies a given Boolean formula. In other words, given $m$ clauses $C_{1}, C_{2}, \ldots, C_{m}$, is the propositional logic formula $C_{1} \wedge C_{2} \wedge \cdots \wedge C_{m}$ satisfiable?

Definition 2.3.2. Let $\Pi$ and $\Pi^{\prime}$ be two decision problems, a polynomial-time manyone reduction from $\Pi$ to $\Pi^{\prime}$ is a polynomial-time algorithm for transforming inputs to problem $\Pi$ into inputs to problem $\Pi^{\prime}$, such that the transformed problem has the same output as the original problem.

Theorem 2.3.3. (S. Cook - L. Levin) [37, 83] The Boolean satisfiability problem is in NP-complete.

Proof. In order to prove that the SAT problem is in NP-complete, we must demostrate two statements: first, that the SAT problem is in NP; second, that it is in NP-hard.

It is easy to see that the first affirmation holds. Let $C_{1}, C_{2}, \ldots, C_{m}$ be a set of logical clauses involving the binary variables $x_{1}, x_{2}, \ldots, x_{n}$, a certificate for the veracity of all the clauses would be a vector in $\{0,1\}^{n}$ representing a truth assignement. Naturally, a deterministic Turing machine that runs in polynomial time exists for checking that our certificate makes every one of the clauses true.

The second part is customarily accomplished by showing that a well known NPcomplete problem can be polynomially transformed to our problem; in this case, SAT. However, SAT was the first problem to be proven to be in NP-complete, how was this accomplished? This result comes originally from the separated works of American-Canadian computer scientist and mathematician Stephen Cook (b. 1939) and Soviet-American computer scientist Leonid Levin (b. 1948), as both of them proved that every problem in NP can be reduced in polynomial time to SAT [37, [83]. The proof we present here of Cook-Levin theorem is based on the ones found in 55] and 93].

We should relate somehow all problems in NP by a common characteristic. As defined previously, a decision problem is in NP if there exists a non-deterministic Turing machine $\mathcal{M}$ that accepts or rejects an instance of the problem of size $n$ in time $p(n)$, where $p$ is a polynomial function. This NTM is represented as $\mathcal{M}=(S, \Sigma, \delta)$, where $S$ is the set of states, $s_{0} \in S$ is the initial state, $F \subseteq S$ is the set of final states, and $\delta$ is the transition relation.

The idea behind the proof is to transform any NTM that solves a problem in NP in polynomial time to an instance of the SAT problem. First, let us define the following Boolean variables:

1. $T_{i, j, k} \sim$ True if tape cell $i$ of our NTM contains symbol $j$ at step $k$ of the computation.
2. $H_{i, k} \sim$ True if the read/write head of our NTM is at tape cell $i$ at the step $k$ of the computation.
3. $S_{s, k} \sim$ True if our NTM is in the state $s \in S$ at the step $k$ of the computation.

Note that there are $\mathcal{O}(p(n))$ variables of type $S_{s, k}$ and $\mathcal{O}\left(p(n)^{2}\right)$ variables of type $T_{i, j, k}$ and $H_{i, k}$. Now we can define a set of Boolean clauses which will represent all the conditions required for the NTM to be able to solve the problem in time less or equal than $p(n)$. We can assume then that we have $-p(n) \leq i \leq p(n)$ tape cells, a fixed number $|\Sigma|$ of symbols, and that the computation ends in at most $p(n)$ steps; i.e., $0 \leq k \leq p(n)$.

1. $T_{i, j, 0} \sim$ True if tape cell $i$ contains symbol $j$ at step $k=0$; i.e., at the initial state of the computation.
2. $\neg T_{i, j, k} \vee \neg T_{i, j^{\prime}, k}, \forall j \neq j^{\prime} \sim$ True if there is at most one symbol per tape cell at any step $k$.
3. $\bigvee{ }_{j \in \Sigma} T_{i, j, k} \sim$ True if there is at least one symbol per tape cell at any step $k$.
4. $S_{s_{0}, 0} \sim$ True if the initial state $s_{0} \in S$ is the state of the computation at $k=0$.
5. $\neg S_{s, k} \vee \neg S_{s^{\prime}, k}, \forall s \neq s^{\prime} \sim$ True if our NTM is at only one state at any step $k$.
6. $H_{0,0} \sim$ True if the initial position of the read/write head of our NTM is in tape cell $i=0$.
7. $\neg H_{i, k} \vee \neg H_{i^{\prime}, k}, \forall i \neq i^{\prime} \sim$ True if the read/write head of our NTM is at only one tape cell at any step $k$.
8. $T_{i, j, k} \wedge T_{i, j^{\prime}, k+1} \rightarrow H_{i, j}, \forall j \neq j^{\prime} \sim$ True if tape cell $i$ remains unchanged unless it has been written.
9. $\left(H_{i, k} \wedge S_{s, k} \wedge T_{i, \sigma, k}\right) \rightarrow \bigvee_{\left((s, \sigma),\left(s^{\prime}, \sigma^{\prime}, d\right)\right) \in \delta}\left(H_{i+d, k+1} \wedge S_{s^{\prime}, k+1} \wedge T_{i, \sigma^{\prime}, k+1}\right), \forall k<p(n) \sim$ True for all possible transitions at a computation step $k \leq p(n)$ when head is at position $i$.
10. $\bigvee \bigvee_{0 \leq k \leq p(n)} \bigvee_{f \in F} S_{f, k} \sim$ True if the machine ends in one of the final states $f \in F$ in a step $k \leq p(n)$.

It is easy to see that there are $\mathcal{O}(1)$ clauses of type 4,6 and $10 ; \mathcal{O}(p(n))$ clauses of type 1 and $5 ; \mathcal{O}\left(p(n)^{2}\right)$ clauses of type $2,3,8$ and 9 ; and $\mathcal{O}\left(p(n)^{3}\right)$ clauses of type 7. This way, we can deduce that if there is an accepting computation for our NTM on a certain input, then the conjunction of all previously defined clauses is satistifiable just by asigning the variables their corresponding value during the computation. Furthermore, if we solve the instance of SAT related to the conjunction of those clauses, we can find a computation for $\mathcal{M}$ that follows the solution for the Boolean variables.

As there are $\mathcal{O}(p(n))$ variables and $\mathcal{O}\left(p(n)^{3}\right)$ clauses, the size of our SAT problem is $\mathcal{O}\left(\log (p(n)) p(n)^{3}\right)$. Consequently, we have found a polynomial-time many-one reduction from any problem in NP to SAT, thus proving that SAT is in fact complete for the class NP.

Note that the previous theorem does not only show the existence of problems in NP-complete, but also states that if we find a polynomial time classical algorithm for the SAT problem, we can also find a polynomial time algorithm for every problem in NP. However, this will unlikely happen, as it would imply that $\mathrm{P}=\mathrm{NP}$.

Now it is time to prove that the numerical semigroup membership problem is in NP-complete. A possible way of achieving this is seeing that, as said in Section 2.2, NP-complete $=\mathrm{NP} \cap$ NP-hard. In order to prove that a problem is in NP, it suffices to show that a candidate solution is verifiable in polynomial time, which in this case is trivial. For proving the NP-hardness of the NSMP, we must give first the following definitions, which can also be found in [59] and (93].

Definition 2.3.4. Let $\Pi$ and $\Pi^{\prime}$ be two decision problems, a polynomial time Turing reduction from $\Pi$ to $\Pi^{\prime}$ is an algorithm $\Lambda_{\Pi}$ which solves $\Pi$ by using a hypothetical subroutine $\Lambda_{\Pi^{\prime}}$ for solving $\Pi^{\prime}$, such that, if $\Lambda_{\Pi^{\prime}}$ were a polynomial time algorithm for $\Pi^{\prime}$ then $\Lambda_{\Pi}$ would be a polynomial time algorithm for $\Pi$. In this context, we say that the decision problem $\Pi$ can be Turing reduced to $\Pi^{\prime}$.

Proposition 2.3.5. Let $\Pi$ be a decision problem, then $\Pi$ is NP-hard if there exists an NP-complete decision problem $\Pi^{\prime}$ such that $\Pi^{\prime}$ can be Turing reduced to $\Pi$.

Definition 2.3.6. Let $U, V$ and $W$ be sets such that $|U|=|V|=|W|$, and $T \subseteq$ $U \times V \times W$. Then, the 3-dimensonal matching problem, or 3 DM , is the problem of determining if there exists $M \subseteq T$ with $|M|=|U|$ such that

$$
(u, v, w) \neq\left(u^{\prime}, v^{\prime}, w^{\prime}\right) \Longleftrightarrow u \neq u^{\prime}, v \neq v^{\prime}, w \neq w^{\prime}
$$

for all $(u, v, w),\left(u^{\prime}, v^{\prime}, w^{\prime}\right) \in M$.
Definition 2.3.7. Let $F=\left\{S_{1}, \ldots, S_{n}\right\}$, where $S_{i} \subseteq S=\left\{u_{1}, \ldots, u_{3 m}\right\}$ and $\left|S_{i}\right|=3$ for all $i \in\{1, \ldots, n\}$. Then, the 3 -exact cover problem, or 3 EC , is the problem of determining if there is a subfamily of $m$ subsets that covers $S$.

Definition 2.3.8. Let $c_{1}, \ldots, c_{n} \in \mathbb{Z}_{\geq 0}$ and $k \in \mathbb{Z}_{\geq 0}$. Then, the $0-1$ knapsack problem, or $0-1 \mathrm{KP}$, is the problem of determining if there exists $S \subseteq\{1, \ldots, n\}$ such that

$$
\sum_{j \in S} c_{j}=k
$$

Theorem 2.3.9. The numerical semigroup membership problem is in NP-complete.
Proof. [93] It is trivial to see that 3DM, 3EC and 0-1KP are in NP. What remains to be seen is that all of them are in NP-complete, and also that the NSMP transforms to one of them. First, we are going to prove that 3DM is in NP-complete, giving a polynomial transformation of an instance of SAT to an instance of 3DM. Let $x_{1}, \ldots, x_{n}$ be a set of binary variables and $C_{1}, \ldots, C_{m}$ a set of Boolean clauses. We shall define an instance $(U, V, W, T)$ of 3 DM such that $M$ exists if and only if $F=C_{1} \wedge \cdots \wedge C_{m}$ is satisfiable. Let

$$
\begin{aligned}
U= & \left\{x_{i}^{j}, \bar{x}_{i}^{j}: i=1, \ldots, n ; j=1, \ldots, m\right\}, \\
V= & \left\{a_{i}^{j}: i=1, \ldots, n ; j=1, \ldots, m\right\} \\
& \cup\left\{v_{j}: j=1, \ldots, m\right\} \\
& \cup\left\{c_{i}^{j}: j=1, \ldots, m, i=1, \ldots, n-1\right\}, \\
W= & \left\{b_{i}^{j}: i=1, \ldots, n ; j=1, \ldots, m\right\} \\
& \cup\left\{w_{j}: j=1, \ldots, m\right\} \\
& \cup\left\{d_{i}^{j}: j=1, \ldots, m, i=1, \ldots, n-1\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
T= & \left\{\left(a_{i}^{j}, b_{i}^{j}, x_{i}^{j}\right): i=1, \ldots, n ; j=1, \ldots, m\right\} \\
& \cup\left\{\left(a_{i}^{j+1}, b_{i}^{j}, \bar{x}_{i}^{j}\right): i=1, \ldots, n ; j=1, \ldots, m\right\} \\
& \cup\left\{\left(v_{j}, w_{j}, \lambda^{j}\right): j=1, \ldots, m ; \lambda \text { a literal (i.e. an atomic formula) of } C_{j}\right\} \\
& \cup\left\{\left(c_{i}^{j}, d_{i}^{j}, \lambda^{k}\right): i=1, \ldots, n-1 ; j=1, \ldots, m ; k=1, \ldots, m ; \lambda \text { a literal }\right\},
\end{aligned}
$$

In order words, $U$ contains a copy of each literal $x_{i}$ for each clause $C_{j}$; and $V$ and $W$ contain three kinds of nodes each. It follows that $F$ is satisfiable if and only if there exists a perfect matching $M$ for ( $U, V, W, T$ ) (see 93] Theorem 15.7 for more details).

Second, we have to polynomially transform 3DM to 3EC, which happens if we define $S=U \cup V \cup W$ and $F=\{\{a, b, c\}:(a, b, c) \in T\}$. In fact, 3-dimensional matching is a special case of 3 -exact cover.

Third, we have to polynomially transform 3EC to $0-1 \mathrm{KP}$. Let us define

$$
c_{j}=\sum_{u_{i} \in S_{j}}(n+1)^{i+1}
$$

and

$$
K=\sum_{j=0}^{3 m-1}(n+1)^{j}
$$

Then, it is easy to see that a subfamily $F$ that covers $\left\{u_{1}, \ldots, u_{3 m}\right\}$ exists if and only if the instance $\left\{c_{1}, \ldots, c_{n} ; K\right\}$ of $0-1 \mathrm{KP}$ thus defined has a solution.

Last, we have to polynomially transform 0-1KP to NSMP. Let $M=2 n(n+1) K$, if we define an instance $\left\{d_{1}, \ldots, d_{2 n} ; L\right\}$ of the NSMP, where

$$
d_{j}= \begin{cases}M^{n+1}+M^{j}+c_{j} & \text { if } j \leq n \\ M^{n+1}+M^{j-n} & \text { otherwise }\end{cases}
$$

and

$$
L=n \cdot M^{n+1}+\sum_{j=1}^{n} M^{j}+K
$$

then there exist integers $y_{1}, \ldots, y_{2 n} \geq 0$ such that

$$
\sum_{j=1}^{2 n} d_{j} y_{j}=L
$$

if and only if there exist integers $c_{1}, \ldots, c_{n} \geq 0$ such that

$$
\sum_{j=1}^{n} c_{j} x_{j}=K
$$

Although we have skipped some details of the validity of all previous transformations for the sake of simplicity, a more exhaustive explanation can be found at [93] (Chapter 15). Thus, we have transformed an instance of the SAT problem into an instance of the NSMP, proving that the NSMP is complete for the class NP.

Now that we have proved that the numerical semigroup membership problem is in NP-complete, it is time to finally prove that the Frobenius problem is in NPhard. For that, we are going to define a polynomial algorithm $\Lambda_{\text {NSMP }}$ for solving the NSMP which uses as a subroutine an unknown algorithm $\Lambda_{\text {FP }}$ that solves the Frobenius problem. Thus, we prove that the NSMP can be Turing reduced to the FP. As the NSMP is in NP-complete, we shall conclude that the FP is in NP-hard. The proof we present here is adapted from the original result published by Jorge Ramírez-Alfonsín in 1996 [97].

Let $t \in \mathbb{Z}_{\geq 0}$ and $\left\{a_{1}, \ldots, a_{n}\right\}$ with $\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1$. Then, the numerical semigroup membership problem is defined as the problem of determining if there exists a combination of non-negative integers $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{Z}_{\geq 0}$ such that

$$
\sum_{i=1}^{n} \lambda_{i} a_{i}=t
$$

The algorithm $\Lambda_{\text {NSMP }}$ for the numerical semigroup membership problem will answer YES if the aforementioned combination $\lambda_{1}, \ldots, \lambda_{n}$ exists for a certain input $\left\{t, a_{1}, \ldots, a_{n}\right\}$-in other words, if $t \in S_{0}=\left\langle a_{1}, \ldots, a_{n}\right\rangle$-, and NO otherwise.

In the first place, $\Lambda_{\text {NSMP }}$ makes use of $\Lambda_{\mathrm{FP}}$ and calculates $f_{0}=f\left(S_{0}\right)$. Then, three possible situations may appear: $t>f_{0}, t=f_{0}$ and $t<f_{0}$. If $t>f_{0}$, it is clear that the answer is YES; if $t=f_{0}$, then the answer is NO; if $t<f_{0}$, then the answer is YES if and only if $f_{2}<f_{1}$, with $f_{1}$ and $f_{2}$ defined as follows.

Let $b_{i}=2 a_{i}$ for $i=1, \ldots, n$ and let $b_{n+1}=2 f_{0}+1$, then we define

$$
S_{1}=\left\langle b_{1}, \ldots b_{n}, b_{n+1}\right\rangle
$$

and

$$
f_{1}=f\left(S_{1}\right) .
$$

Let $b_{n+2}=f_{1}-2 t$, we define

$$
S_{2}=\left\langle b_{1}, \ldots b_{n}, b_{n+1}, b_{n+2}\right\rangle
$$

and

$$
f_{2}=f\left(S_{2}\right)
$$

Note that $\Lambda_{\mathrm{NSMP}}$ makes use again of $\Lambda_{\mathrm{FP}}$ for calculating $f_{1}$ and $f_{2}$. It remains to be proven that the algorithm $\Lambda_{\text {NSMP }}$ answers correctly the NSMP. In order to achieve that, we need the following proposition.

Proposition 2.3.10. Let $f_{0}$ and $f_{1}$ be defined as in algorithm $\Lambda_{\text {NSMP }}$, then $f_{1}=$ $4 f_{0}+1$.

Proof. As $f_{1}=f\left(S_{1}\right)$, the proof needs only to show two statements: first, that $p>4 f_{0}+1$ implies $p \in S_{1}$; second, that $4 f_{0}+1 \notin S_{1}$.

Let $p \in \mathbb{Z}_{\geq 0}$ such that $p>4 f_{0}+1$, then we define $q$ as follows:

$$
q= \begin{cases}p & \text { if } p \equiv 0 \bmod 2 \\ p-b_{n+1} & \text { if } p \equiv 1 \bmod 2\end{cases}
$$

It is easy to see that $q>2 f_{0}$ in any case: in the first case,

$$
q>4 f_{0}+1>2 f_{0}
$$

and in the second case,

$$
q=p-b_{n+1}>4 f_{0}+1-\left(2 f_{0}+1\right)=2 f_{0} .
$$

As $b_{n+1}=2 f_{0}+1$, then $b_{n+1} \equiv 1 \bmod 2$ and so $q \equiv 0 \bmod 2$ in both cases, which implies that $q / 2>f_{0}$.

The last inequality implies that $q / 2 \in S_{0}$, which means that there exist some integers $\alpha_{0}, \ldots, \alpha_{n} \in \mathbb{Z}_{\geq 0}$ such that

$$
\frac{q}{2}=\sum_{i=1}^{n} \alpha_{i} a_{i}
$$

Following the definition of $b_{i}=2 a_{i}$ we obtain that $q \in S_{1}$, as

$$
q=\sum_{i=1}^{n} \alpha_{i} b_{i}
$$

As $S_{1} \subset S_{2}$, then $q \in S_{2}$ and thus $p \in S_{2}$, which proves the first statement.
The second statement can be proved by reductio ad absurdum. Let us suppose that $4 f_{0}+1 \in S_{1}$. This implies that there exist $\beta_{1}, \ldots, \beta_{n}, \beta_{n+1} \in \mathbb{Z}_{\geq 0}$ such that

$$
4 f_{0}+1=\sum_{i=1}^{n+1} \beta_{i} b_{i}
$$

As $4 f_{0}+1 \equiv 1 \bmod 2$ and $b_{i} \equiv 0 \bmod 2$ for $i=1, \ldots, n$ (by definition of $b_{i}=2 a_{i}$ ), then forcefully $\beta_{n+1} \neq 0$. Let us suppose that $\beta_{n+1} \geq 2$ : then,

$$
\beta_{n+1} b_{n+1} \geq 2 b_{n+1}=4 f_{0}+2>4 f_{0}+1
$$

which leads to a contradiction. It remains to be seen what happens if $\beta_{n+1}=1$ : we obtain

$$
4 f_{0}+1=\sum_{i=1}^{n} \beta_{i} b_{i}+b_{n+1}
$$

so

$$
2 f_{0}=\sum_{i=1}^{n} \beta_{i} b_{i}
$$

and finally

$$
f_{0}=\sum_{i=1}^{n} \beta_{i} a_{i}
$$

which cannot be possible as $f_{0} \notin S_{0}$.

Theorem 2.3.11. (J. L. Ramírez-Alfonsín) [97] The Frobenius problem is in NP-hard.

Proof. In order to prove that the Frobenius problem is NP-hard, suffices to show that the aforedescribed algorithm $\Lambda_{\text {NSMP }}$ for the numerical semigroup membership problem is correct. The only statement that is not trivial is the following. Supposing $t<f_{0}$, then:

$$
\text { There exist } \lambda_{1}, \ldots, \lambda_{n} \in \mathbb{Z}_{\geq 0} \text { such that } t=\sum_{i=1}^{n} \lambda_{i} a_{i} \Longleftrightarrow f_{2}<f_{1} \text {. }
$$

The first implication can be easily proven. If

$$
t=\sum_{i=1}^{n} \lambda_{i} a_{i},
$$

then

$$
2 t=\sum_{i=1}^{n} \lambda_{i} b_{i}
$$

and, as $b_{n+2}=f_{1}-2 t$ by definition, we obtain that

$$
f_{1}=\sum_{i=1}^{n} \lambda_{i} b_{i}+b_{n+2},
$$

which implies that $f_{1} \in S_{2}$. We already know that $f_{2} \leq f_{1}$ (as $S_{1} \subseteq S_{2}$ ), so we can conclude that $f_{2}<f_{1}$ (as $f_{2}=f_{1}$ would imply that $f_{1} \notin S_{2}$, which we have already proved not being the case).

The second implication makes use of Proposition 2.3.10. If $f_{2}<f_{1}$ and $f_{1}=$ $4 f_{0}+1$, then $4 f_{0}+1 \in S_{2}$, which implies that there exists $\lambda_{1}, \ldots, \lambda_{n+2}$ such that

$$
4 f_{0}+1=\sum_{i=1}^{n+2} \lambda_{i} b_{i} .
$$

As $f_{1} \notin S_{1}$, forcefully $\lambda_{n+2} \geq 1$. It follows that

$$
\lambda_{n+2} b_{n+2}=\lambda_{n+2}\left(f_{1}-2 t\right)>\lambda_{n+2}\left(4 f_{0}+1-\frac{1}{2}\left(4 f_{0}+1\right)\right)=\frac{1}{2} \lambda_{n+2}\left(4 f_{0}+1\right) .
$$

If $\lambda_{n+2} \geq 2$, then

$$
\lambda_{n+2} b_{n+2}>4 f_{0}+1,
$$

which leads to a contradiction. If $\lambda_{n+2}=1$, then

$$
4 f_{0}+1=\sum_{i=1}^{n+1} \lambda_{i} b_{i}+b_{n+2}=\sum_{i=1}^{n+1} \lambda_{i} b_{i}+f_{1}-2 t
$$

and so

$$
2 t=\sum_{i=1}^{n+1} \lambda_{i} b_{i} .
$$

Even more, as $b_{n+1}=2 f_{0}+1>2 t$, then

$$
2 t=\sum_{i=1}^{n} \lambda_{i} b_{i}
$$

and finally

$$
t=\sum_{i=1}^{n} \lambda_{i} a_{i}
$$

Please note that we have used an algorithm for solving the Frobenius problem in order to prove that it is in NP-hard. However, the Frobenius problem was not stated as a decision problem, as its answer is an integer rather than a YES or NO output. These problems are known as function problems [62] and are usually redefined into equivalent decision problems. In this case, the decision version of the Frobenius problem should be stated as follows:

Definition 2.3.12. Let $S$ be a numerical semigroup and let $k \in \mathbb{Z}_{\geq 0}$, the decision version of the Frobenius problem answers YES if $f(S) \leq k$ and NO otherwise.

As explained in [62], an algorithm that solves a function problem can be polynomially transformed into an algorithm that solves the decision version of that same problem. In fact, function problems have its own complexity classes - for example, FP and FNP, which are the counterparts of P and NP-. However, FP and FNP are seldom used when a decision version for a function problem can be defined, as in this case.

In addition, the numerical semigroup membership problem of a certain $t \in \mathbb{Z}_{\geq 0}$ with respect to a numerical semigroup $S$ can be trivially Turing reduced to the problem of finding the Sylvester denumerant $d(t, S)$, as $d(t, S) \geq 1 \Longleftrightarrow t \in S$. Thus, we can obtain the following result:

Corollary 2.3.13. The Sylvester denumerant problem is in NP-hard.

## 3

## Quantum Computation

"I make up the rules, I'm allowed to do that."<br>- Richard P. Feynman, Simulating Physics with Computers<br>"Someday you will be old enough to start reading fairy tales again."<br>- C. S. Lewis, The Chronicles of Narnia

### 3.1 Introduction

The origins of quantum computation date back to 1980, when American physicist Paul Benioff (b. 1930) described a computing model defined by quantum mechanical Hamiltonians [19]. Later that year, Russian mathematician Yuri Manin gave a first idea on how to simulate a quantum system with a computer governed by quantum mechanics [86]. Both of them laid the groundwork for two of the basic components of quantum computing: quantum Turing machines and quantum computers [91].

Two years later, American theoretical physicist Richard Feynman (1918-1988) talked in one of his most seminal papers about the problems of simulating physics with a classical computer [52], and introduced independently a quantum model of computation. He stated that, being the world quantum mechanical, the inherent difficulty within the possibility of exactly replicating the behavior of nature is related to the problem of simulating quantum physics. This way, the most important rule defined by Feynman deals with the computational complexity at the time of efficiently simulating a quantum system. If one doubles the dimensions of the system, it would be ideal that the size of the computational resources needed for this task also double in the worst case, instead of experimenting an exponential growth.

Feynman also stated the underlying limitations that appear when it comes to simulate the probabilities of a physical system. Instead of calculating the probabilities of such a system, which he proved to be impossible, he proposed that the computer itself should have a probabilistic nature. To this new kind of machine he gave the name of quantum computer, and stated that it had a distinct essence than the well-known Turing machines. He also noted that with one of them it should be possible to simulate correctly any quantum system, and the physical world itself. Feynman asked himself if it would be possible to define a universal quantum
computer, capable of modeling all possible quantum systems and detached from the possible problems that originate from its physical implementation, in the same way that a classical one is.

### 3.2 Quantum Turing Machines

Although the credit for introducing the concept of a universal quantum computer goes to Richard Feynman, it was British physicist David Deutsch (b. 1953) the first to properly describe, generalize and formalize it [41]. Supported in the works by Feynman, Manin and Benioff, he also introduced the concept of quantum Turing machine, which we proceed to define:

Definition 3.2.1. A quantum Turing machine $\mathcal{M}$, or QTM, is defined by a triple $\mathcal{M}=(S, \Sigma, \delta)$, where the set of states $S$ is replaced by the pure and mixed states of a Hilbert space, the alphabet $\Sigma$ is finite, and the transition function $\delta$ is substituted for a set of unitary transformations which are automorphisms of $S$.

This definition is rather informal and leaves out many important details. In fact, the study of quantum Turing machines is quite intricate, as many of its ingredients -such as the head position - can exist in a superposition of classical states [15]. Fortunately, an equivalent and much more friendly paradigm of computation called the quantum circuit model exists, and will be explained later on in this chapter along with all its details. Nevertheless, the reader interested in the complete and original definition of quantum Turing machines and all of their characteristics, can refer to the seminal papers where they were first outlined and formalized: [41], [42] and [22]. Besides, a quantum Turing machine can also be seen as a probabilistic Turing machine that obeys the rules of quantum probability instead of classical probability [106].

Definition 3.2.2. The complexity class BQP, which stands for bounded-error quantum polynomial-time, contains all decision problems that can be solved in polynomial time by a quantum Turing machine with error probability bounded by $1 / 3$ for all inputs.

The latter class is usually taken as a reference for representing the power of quantum computers. Thanks to [22] and [41], we already know that BQP $\subseteq$ PSPACE and that $\mathrm{BPP} \subseteq \mathrm{BQP}$. However, at the present time there is no known relationship between NP and BQP, except that $P$ is inside their intersection. There is a strong belief that NP $\nsubseteq \mathrm{BQP}$; consequently, a polynomial-time quantum algorithm for an NP-complete problem would be surprising, as it would violate this conjecture. So far, we can update our previous complexity class diagram with this new class, as seen in Figure 3.2. A problem that is not known to be in BPP-or in P - is the factoring problem, but we already know thanks to Peter W. Shor a polynomial-time algorithm for this problem that runs on a quantum computer [105]. This algorithm, among many others, will be thoroughly explained in the next chapter.

It can be deduced from the definition of the complexity class BQP that the inner nature of quantum computation is probabilistic. In order to measure the performance of a quantum algorithm that solves a certain problem, we do not usually


Figure 3.1: Diagram of complexity classes (incl. BQP)
take into account the time needed for obtaining the solution to that problem. What we do is to study the relationship between the probability of obtaining a correct solution and the computation time. In order for a quantum algorithm to be considered efficient, it must return a correct solution in polynomial time with a probability of at least $2 / 3$-although an additional complexity class, called EQP, includes all decision problems that are solved by quantum Turing machines with probability 1 -. For a groundbreaking study on the algorithmic limitations of quantum computing, we refer to [20].

### 3.3 Quantum Bits and Quantum Entanglement

In classical computation, the basic unit of information is the bit -a portmanteau of binary digit-. A bit can only be in one of its two possible states, and may therefore be physically implemented with a two-state device. This pair of values is commonly represented with 0 and 1 . On the other hand, we have an analogous concept in quantum computation: the qubit -short for quantum bit- which is a mathematical representation of a two-state quantum-mechanical system.

Definition 3.3.1. The basis states of a quantum bit are $|0\rangle$ and $|1\rangle$, whose vector representations are:

$$
|0\rangle=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \text { and }|1\rangle=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

However, there is a difference between bits and qubits, a qubit can also be in a state other than $|0\rangle$ and $|1\rangle$. Its generic state is, in fact, a linear combination over the complex numbers of both basis states.

Definition 3.3.2. A pure qubit state $|\psi\rangle$ is a linear combination of the basis states,

$$
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle=\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right]
$$

where $\alpha, \beta \in \mathbb{C}$ are called the amplitudes of the state and for which the constraint

$$
|\alpha|^{2}+|\beta|^{2}=1
$$

holds.
Remark: Note that we have introduced a new notation, $|\psi\rangle$, termed ket, for describing a quantum state. This notation is part of the bra-ket notation, also named Dirac notation in honor of English theoretical physicist Paul Dirac (1902-1984), who first introduced it in 1939 [45]. Alternatively, we will also use $\langle\psi|$, called bra, to describe $|\psi\rangle^{*}$ (the Hermitian adjoint of $|\psi\rangle$ ).

Thus, we can say that $|0\rangle$ and $|1\rangle$ form an orthonormal $\mathbb{C}$-basis of $\mathbb{C}^{2}$ and that the state of a single-qubit system $|\psi\rangle$ is a unit vector of $\mathbb{C}^{2}$ (i.e., $|\psi\rangle \in \mathbb{C}^{2}$ with $\||\psi\rangle \|=1$ ). From now on, the basis formed by $|0\rangle$ and $|1\rangle$ will be called the computational basis of a qubit. Nevertheless, there are other commonly used basis for the states of a quantum bit. Another example that will come in handy later, known as the Hadamard basis in honor of French mathematician Jacques Hadamard (1865-1963), is defined by
and

It is easy to see that $|+\rangle$ and $|-\rangle$ also form an orthonormal $\mathbb{C}$-basis of $\mathbb{C}^{2}$, and that our generic qubit $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle$ can be seen as

$$
|\psi\rangle=\frac{\alpha+\beta}{\sqrt{2}}|+\rangle+\frac{\alpha-\beta}{\sqrt{2}}|-\rangle .
$$

We know that qubits exist in nature thanks to the Stern-Gerlacht experiment, first conducted by German physicists Otto Stern (1888-1969) and Walther Gerlach (1889-1979) in 1922 [56]. A possible geometrical representation of the states of a single-qubit system, known as the Bloch sphere [24, 91] -see Figure 3.2-, leans on the fact that a generic qubit $\alpha|0\rangle+\beta|1\rangle$ with $|\alpha|^{2}+|\beta|^{2}=1$ can be represented uniquely as a point $(\theta, \phi)$ of the unit 2 -sphere, with the north and south poles typically chosen to correspond to the standard basis vectors $|0\rangle$ and $|1\rangle$, and where $\alpha=\cos (\theta / 2)$ and $\beta=e^{i \phi} \sin (\theta / 2)$. Thus, we can see a qubit system as a unitary vector, and any transformation we would want to apply to it must preserve its norm. We shall explain these transformations in Section 3.4, but for now let us focus on what happens when we try to measure the state of a single-qubit system.

One of the key features that makes a quantum computer differ dramatically from its classical counterpart is the process of measuring the state of a quantum bit. A measurement, also called observation, of a generic single-qubit state $|\psi\rangle=$ $\alpha|0\rangle+\beta|1\rangle$ yields a result from the orthonormal basis, depending on the values of $\alpha$ and $\beta$. However, the measurement process inevitably disturbs $|\psi\rangle$, forcing it to collapse to either $|0\rangle$ or $|1\rangle$ and thus generally making impossible the task of


Figure 3.2: Bloch spher匹]
finding out the actual values of $\alpha$ and $\beta$. This collapse to either $|0\rangle$ or $|1\rangle$ is nondeterministic and is ruled by the given probabilities $|\alpha|^{2}$ and $|\beta|^{2}$ respectively. It will be shown in Section 3.4 how to change these probabilities without violating the unitarity constraint. But first, let us explain some concepts needed to understand how multiple-qubit systems behave.

Definition 3.3.3. Let $V$ and $W$ be vector spaces of dimensions $n$ and $m$ respectively. The tensor product of $V$ and $W$, denoted by $V \otimes W$, is an nm-dimensional vector space whose elements are linear combinations of tensor products $v \otimes w$ satisfying the subsequent properties:

- $z(v \otimes w)=(z v) \otimes w=v \otimes(z w)$
- $\left(v_{1}+v_{2}\right) \otimes w=\left(v_{1} \otimes w\right)+\left(v_{2} \otimes w\right)$
- $v \otimes\left(w_{1}+w_{2}\right)=\left(v \otimes w_{1}\right)+\left(v \otimes w_{2}\right)$
where $z \in \mathbb{C}$, $v, v_{1}, v_{2} \in V$ and $w, w_{1}, w_{2} \in W$.
A related definition that will come to use in Section 3.4 is the concept of tensor product between linear operators.
Definition 3.3.4. Let $A$ and $B$ be linear operators defined on $V$ and $W$ respectively, then the linear operator $A \otimes B$ operating on $V \otimes W$ is defined as

$$
(A \otimes B)(v \otimes w)=A v \otimes B w
$$

with $v \in V$ and $w \in W$, and has the following matrix representation with respect to the canonical base:

$$
A \otimes B=\left[\begin{array}{cccc}
a_{11} B & a_{12} B & \cdots & a_{1 n} B \\
a_{21} B & a_{22} B & \cdots & a_{2 n} B \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} B & a_{n 2} B & \cdots & a_{n n} B
\end{array}\right]
$$

[^0]where $A$ and $B$ are $n \times n$ and $m \times m$ matrices respectively that correspond to the matrix representations of the linear operators $A$ and $B$ with respect to the canonical base. Note that we can conclude that the matrix representation of $A \otimes B$ has dimension $n m \times n m$.

By means of an example on how the matrix representations of the tensor products of linear operators are calculated, let

$$
A=\left[\begin{array}{rr}
1 & -1 \\
-2 & 0
\end{array}\right] \text { and } B=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 3
\end{array}\right]
$$

be two linear operations defined on $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ respectively. Then, their tensor product is calculated as follows:

$$
A \otimes B=\left[\begin{array}{rr}
1 & -1 \\
-2 & 0
\end{array}\right] \otimes\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 3
\end{array}\right]=\left[\begin{array}{rrrrrr}
1 & 0 & 0 & -1 & 0 & 0 \\
0 & 2 & 0 & 0 & -2 & 0 \\
0 & 0 & 3 & 0 & 0 & -3 \\
-2 & 0 & 0 & 0 & 0 & 0 \\
0 & -4 & 0 & 0 & 0 & 0 \\
0 & 0 & -6 & 0 & 0 & 0
\end{array}\right]
$$

where $A \otimes B$ is a linear operator defined on $\mathbb{R}^{6}$.
The tensor product we have thus defined can also be extended to vectors and non-square matrices, and will be useful at the time of calculating the basis states of a quantum system with more than one qubit. For instance, if $|0\rangle$ and $|1\rangle$ are the basis states of a quantum bit, the tensor product $|1\rangle \otimes|0\rangle$ will be given by:

$$
|1\rangle \otimes|0\rangle=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \otimes\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right]
$$

Before continuing with the possible states of a multiple qubit system, let us introduce some notation. In a classical computer, we represent an integer $a \in \mathbb{Z}_{\geq 0}$ such that $a<2^{n}$-i.e., such that it can be described with $n$ bits- with the base- 2 numeral system:

$$
a=\sum_{l=0}^{n-1} a_{l} 2^{l}
$$

where $a_{l} \in\{0,1\}$ are the binary digits of $a$. In a quantum computer, we can also represent an integer $a<2^{n}$ with $n$ qubits as follows:

$$
|a\rangle_{n}=\left|a_{n-1} \cdots a_{1} a_{0}\right\rangle=\bigotimes_{l=0}^{n-1}\left|a_{l}\right\rangle
$$

Thus, for example, number 29 can be represented with 5 qubits (as $29<2^{5}$ ) like this:

$$
|29\rangle_{5}=|11101\rangle=|1\rangle \otimes|1\rangle \otimes|1\rangle \otimes|0\rangle \otimes|1\rangle .
$$

From now on, the notation $|\psi\rangle_{n}$ will imply that we are describing a $n$-qubit system - where $n \geq 2$ - instead of a single-qubit one, which will remain to be indicated with the absence of a subindex. We will also make use sometimes of the notation $|u v\rangle$ to describe the tensor product $|u\rangle \otimes|v\rangle$ of two basis states, with $u, v \in\{0,1\}$. Now that we know what $|\psi\rangle_{n}$ and $|a\rangle_{n}$ really mean, we are finally in the position to begin studying the possible states of a multiple qubit system.
Definition 3.3.5. The basis states of a two-qubit system are the tensor products of the basis states of a single-qubit system:

$$
\begin{aligned}
& |0\rangle_{2}=|00\rangle=|0\rangle \otimes|0\rangle=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \otimes\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right] \\
& |1\rangle_{2}=|01\rangle=|0\rangle \otimes|1\rangle=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \otimes\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right] \\
& |2\rangle_{2}=|10\rangle=|1\rangle \otimes|0\rangle=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \otimes\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right] \\
& |3\rangle_{2}=|11\rangle=|1\rangle \otimes|1\rangle=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \otimes\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]
\end{aligned}
$$

We shall see what happens when two qubits interact. The generic state of two different single-qubit systems, described independently, can be represented as

$$
\left|\psi_{0}\right\rangle=\alpha|0\rangle+\beta|1\rangle=\alpha\left[\begin{array}{l}
1 \\
0
\end{array}\right]+\beta\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right]
$$

and

$$
\left|\psi_{1}\right\rangle=\gamma|0\rangle+\delta|1\rangle=\gamma\left[\begin{array}{l}
1 \\
0
\end{array}\right]+\delta\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
\gamma \\
\delta
\end{array}\right]
$$

where $|\alpha|^{2}+|\beta|^{2}=1$ and $|\gamma|^{2}+|\delta|^{2}=1$. This means that the state of this 2-qubit system should be described as the tensor product of both of them:

$$
\left|\psi_{0}\right\rangle \otimes\left|\psi_{1}\right\rangle=\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right] \otimes\left[\begin{array}{l}
\gamma \\
\delta
\end{array}\right]=\left[\begin{array}{c}
\alpha \gamma \\
\alpha \delta \\
\beta \gamma \\
\beta \delta
\end{array}\right]
$$

On the other hand, if we want to describe a generic 2 -qubit system $|\psi\rangle_{2}$ with the basis states defined in 3.3.5, we would have

$$
|\psi\rangle_{2}=\alpha_{0}\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]+\alpha_{1}\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]+\alpha_{2}\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right]+\alpha_{3}\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
\alpha_{0} \\
\alpha_{1} \\
\alpha_{2} \\
\alpha_{3}
\end{array}\right]
$$

where

$$
\left|\alpha_{0}\right|^{2}+\left|\alpha_{1}\right|^{2}+\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}=1
$$

must hold -remember that any quantum state must be described as a unitary vec-tor-.

Note that a new constraint has arisen. If our generic two-qubit system described by $|\psi\rangle_{2}$ is to be decomposed in two single-qubit states (i.e., $|\psi\rangle_{2}=\left|\psi_{0}\right\rangle \otimes\left|\psi_{1}\right\rangle$ ), then $\alpha_{0}=\alpha \gamma, \alpha_{1}=\alpha \delta, \alpha_{2}=\beta \gamma$ and $\alpha_{3}=\beta \delta$. It is easy to see that the equality $\alpha_{0} \alpha_{3}=$ $\alpha_{1} \alpha_{2}$ is imposed; however, there exists a physical phenomenon called quantum entanglement which implies that the quantum state of each one of the particles of a two-qubit system may not be described independently. In other words, it is not mandatory that the constraint $\alpha_{0} \alpha_{3}=\alpha_{1} \alpha_{2}$ holds in a generic two-qubit system, which leads us to the subsequent definitions:

Definition 3.3.6. A two-qubit general state is a linear combination of the basis states of a two-qubit system:

$$
|\psi\rangle=\alpha_{0}|0\rangle_{2}+\alpha_{1}|1\rangle_{2}+\alpha_{2}|2\rangle_{2}+\alpha_{3}|3\rangle_{2}
$$

holding the following constraint:

$$
\left|\alpha_{0}\right|^{2}+\left|\alpha_{1}\right|^{2}+\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}=1
$$

Definition 3.3.7. A two-qubit general state $|\psi\rangle_{2}$ is called mixed or entangled if there does not exist two one-qubit states $\left|\psi_{0}\right\rangle$ and $\left|\psi_{1}\right\rangle$ such that $|\psi\rangle_{2}=\left|\psi_{0}\right\rangle \otimes\left|\psi_{1}\right\rangle$ (i.e., if it cannot be tensor-factorized).

Quantum entanglement was first observed in nature in 1935, and in early days it was known as the EPR or Einstein-Podolsky-Rosen paradox. It was first studied by German-born theoretical physicist Albert Einstein (1879-1955) and his colleagues Boris Podolsky (1896-1966) and Nathan Rosen (1909 - 1995) [47], and later by Austrian physicist Erwin Schrödinger (1887-1961) [104]. The role and importance of quantum entanglement in quantum algorithms operating on pure states and in quantum computational speed-up was extensively discussed by Richard Jozsa and Noah Linden in [70].

Foreseeably, quantum entanglement occurs not only in two-qubit systems, but also in $n$-qubit systems, and fundamentally changes the way we see the information stored inside an $n$-qubit register.

Definition 3.3.8. The state $|\psi\rangle_{n}$ of a generic n-qubit system is a superposition of the $2^{n}$ states of the computational basis $|0\rangle_{n},|1\rangle_{n}, \ldots,\left|2^{n}-1\right\rangle_{n}$. In particular,

$$
|\psi\rangle_{n}=\sum_{j=0}^{2^{n}-1} \alpha_{j}|j\rangle_{n}
$$

with amplitudes $\alpha_{j} \in \mathbb{C}$ constrained to

$$
\sum_{j=0}^{2^{n}-1}\left|\alpha_{j}\right|^{2}=1
$$

This can be seen as an obvious advantage with respect to classical computation. In a conventional computer we can store one but only one integer between 0 and $2^{n}-1$ inside a $n$-bit register, which can be seen as a probability distribution between all possible integers where the integer we have stored has probability 1 and the rest have 0 . In a quantum register, the probability can be distributed between all those integers instead of having just one possibility when it comes to read the register. Even more, if we are to simulate this quantum behavior with a classical computer, we would need $2^{n}$ registers of $n$ bits, instead of a single $n$-qubit register as in the quantum case. This is precisely one of the benefits of quantum computing that Richard Feynman foretold in his paper [52].

Analogously to the single-qubit case, observing an $n$-qubit system unavoidably interferes with $|\psi\rangle_{n}$ and impels it to collapse in one of the vectors of the computational basis (i.e., in $|j\rangle_{n}$ with $0 \leq j<2^{n}$ ). This collapse is again non-deterministic and is governed by the probability distribution given by $\left|\alpha_{j}\right|^{2}$. Thus, all the information that may have been stored in the amplitudes $\alpha_{j}$ is inevitably lost after the measurement process.

By way of illustration, let us suppose that we have the following 3-qubit quantum system:

$$
|\psi\rangle_{3}=\frac{1}{2}|1\rangle_{3}+\frac{1}{2}|3\rangle_{3}+\frac{1}{2}|5\rangle_{3}+\frac{1}{2}|7\rangle_{3} .
$$

Then, if we measure this system, we will obtain with identical probability one of these possible outcomes: $1,3,5$ or 7 . Additionally, it is interesting to see the behavior of a quantum system if, rather than measuring all qubits at once, we measure them one by one. Our previous quantum system can be seen as

$$
|\psi\rangle_{3}=\frac{1}{2}|001\rangle+\frac{1}{2}|011\rangle+\frac{1}{2}|101\rangle+\frac{1}{2}|111\rangle .
$$

But also as

$$
|\psi\rangle_{3}=\frac{1}{\sqrt{2}}|0\rangle \otimes\left(\frac{1}{\sqrt{2}}|01\rangle+\frac{1}{\sqrt{2}}|11\rangle\right)+\frac{1}{\sqrt{2}}|1\rangle \otimes\left(\frac{1}{\sqrt{2}}|01\rangle+\frac{1}{\sqrt{2}}|11\rangle\right)
$$

or as

$$
|\psi\rangle_{3}=\left(\frac{1}{\sqrt{2}}|0\rangle+\frac{1}{\sqrt{2}}|1\rangle\right) \otimes\left(\frac{1}{\sqrt{2}}|01\rangle+\frac{1}{\sqrt{2}}|11\rangle\right) .
$$

If we measure the first qubit, we have the same probability of obtaining 0 or 1 . However, as the measurement collapses the state of the qubit, the two remaining qubits will be forced to be in a state that is somewhat linked to the one we have obtained for the first qubit -i.e., the part that is tensored with the result we obtain for the first qubit-. Let us suppose that by measuring the first qubit, we have obtained a 1. Then, our 3 -qubit system has collapsed to

$$
|\psi\rangle_{3}=|1\rangle \otimes\left(\frac{1}{\sqrt{2}}|01\rangle+\frac{1}{\sqrt{2}}|11\rangle\right),
$$

which can also be seen as

$$
|\psi\rangle_{3}=|1\rangle \otimes\left(\frac{1}{\sqrt{2}}|0\rangle+\frac{1}{\sqrt{2}}|1\rangle\right) \otimes|1\rangle .
$$

Note that the third qubit is already in one of the states of the computational basis, which means that, if we measure it right now, we will certainly obtain the value 1 . The only remaining qubit that is not in the computational basis is the second one. Looking at the current state of our system, it is easy to see that we have the same probability of obtaining 0 or 1 by measuring it, which means that we will obtain 5 or 7 .

It is of interest to see if the result we obtain from one of the qubits will condition the possible values for the remaining qubits. Let

$$
|\psi\rangle_{2}=\frac{1}{\sqrt{2}}(|0\rangle \otimes|0\rangle)+\frac{1}{\sqrt{2}}(|1\rangle \otimes|1\rangle)
$$

be one of the four possible Bell states [18, 29], named after Northern Irish physicist John Stewart Bell (1928-1990). This state is composed of two entangled qubits - they cannot be described as two single-qubit states-. If we measure the second qubit, we have the same probability of obtaining 0 or 1 . However, if we first measure the first qubit, and obtain 1, then the state of the second qubit will collapse - without having observed it - to 1 , as the value 1 for the second qubit is only tensored with the value 1 of the first qubit. Thus, the result we obtain from a qubit or a set of qubits can be conditioned by the order in which we proceed to measure the rest of qubits. As will be seen in Chapters 4 and 5 , the order in which we choose to read the members of a quantum register is one of the most important aspects of a quantum algorithm.

Another set of operations between qubits that are of great value are the inner and outer products, which we proceed to define.

Definition 3.3.9. Let $\left|\psi_{0}\right\rangle_{n}$ and $\left|\psi_{1}\right\rangle_{n}$ be two $n$-qubit systems, the inner product of $\left|\psi_{0}\right\rangle_{n}$ and $\left|\psi_{1}\right\rangle_{n}$ is defined as usual by

$$
\left\langle\psi_{0} \mid \psi_{1}\right\rangle_{n}=\left|\psi_{0}\right\rangle_{n}^{*}\left|\psi_{1}\right\rangle_{n}
$$

The inner product has the following properties:

- $\left\langle\psi_{0} \mid \psi_{1}\right\rangle_{n}=\left\langle\psi_{1} \mid \psi_{0}\right\rangle_{n}^{*}$
- $\left.\left\langle\psi_{0}\right|\left(a\left|\psi_{1}\right\rangle+b\left|\psi_{2}\right\rangle\right)\right\rangle_{n}=a\left\langle\psi_{0} \mid \psi_{1}\right\rangle_{n}+b\left\langle\psi_{0} \mid \psi_{2}\right\rangle_{n}$
- $\langle\psi \mid \psi\rangle_{n}=\||\psi\rangle_{n} \|^{2}$

Definition 3.3.10. Let $\left|\psi_{0}\right\rangle_{n}$ and $\left|\psi_{1}\right\rangle_{n}$ be two n-qubit systems, the outer product of $\left|\psi_{0}\right\rangle_{n}$ and $\left|\psi_{1}\right\rangle_{n}$ is defined by

$$
\left|\psi_{0}\right\rangle\left\langle\left.\psi_{1}\right|_{n}=\mid \psi_{0}\right\rangle_{n}\left|\psi_{1}\right\rangle_{n}^{*}
$$

For example, let

$$
\left|\psi_{0}\right\rangle=\alpha|0\rangle+\beta|1\rangle=\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right]
$$

and

$$
\left|\psi_{1}\right\rangle=\gamma|0\rangle+\delta|1\rangle=\left[\begin{array}{l}
\gamma \\
\delta
\end{array}\right]
$$

be two generic single-qubit systems, then the matrix representations of the inner and outer product between $\left|\psi_{0}\right\rangle$ and $\left|\psi_{1}\right\rangle$ are calculated as follows:

$$
\begin{gathered}
\left\langle\psi_{0} \mid \psi_{1}\right\rangle=\left[\begin{array}{ll}
\alpha^{*} & \beta^{*}
\end{array}\right]\left[\begin{array}{l}
\gamma \\
\delta
\end{array}\right]=\alpha^{*} \gamma+\beta^{*} \delta, \\
\left|\psi_{0}\right\rangle\left\langle\psi_{1}\right|=\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right]\left[\begin{array}{ll}
\gamma^{*} & \delta^{*}
\end{array}\right]=\left[\begin{array}{cc}
\alpha \gamma^{*} & \alpha \delta^{*} \\
\beta \gamma^{*} & \beta \delta^{*}
\end{array}\right] .
\end{gathered}
$$

Note that $\langle\psi \mid \psi\rangle=1$ for any quantum state $|\psi\rangle$.

### 3.4 Quantum Circuits

The language of quantum circuits is a model of computation which is equivalent to quantum Turing machines and to universal quantum computers [115]. Currently, it is the more extensively used when it comes to describe an algorithm that runs on a quantum machine, and draws upon a sequence of register measurements -as described in Section 3.3- and discrete transformations -which will be explained in this section, as promised-. This is mainly due because all its elements can be treated as classical, with the sole exception of the information that is going through the wires.

First, we shall see what kind of transformations can be applied to the state of an $n$-qubit system. As a quantum state is always represented by a unit vector, we need the most general operator that preserves this property and the dimension of the vector.

Definition 3.4.1. $A$ matrix $A \in \mathcal{M}_{\mathbb{C}}(n)$ is unitary if

$$
A^{*} A=A A^{*}=I
$$

where $I$ is the identity matrix and $A^{*}$ is the Hermitian adjoint of $A$.
Definition 3.4.2. The unitary group of degree $n$, denoted by $U_{\mathbb{C}}(n)$, is the group of $n \times n$ unitary matrices, with matrix multiplication as the group operation.

Proposition 3.4.3. Let $A \in U_{\mathbb{C}}(n)$ be a unitary matrix and let $x \in \mathbb{C}^{n}$ be a unit vector, then $A x \in \mathbb{C}^{n}$ is also a unit vector.

In this context, a unitary transformation acting on $n$-qubits is called an $n$-qubit quantum gate, and can be represented by a unitary matrix. Let us expand this concept and its physical implications.

Definition 3.4.4. A quantum gate that operates on a space of one qubit is represented by a unitary matrix $A \in U_{\mathbb{C}}(2)$. More generally, a quantum gate acting on an n-qubit system is represented by a unitary matrix $A \in U_{\mathbb{C}}\left(2^{n}\right)$.

Please note that quantum gates necessarily have the same number of inputs and outputs, as opposed to classical logic gates. From now on, all quantum gates will be represented with a bold symbol, in order to differenciate them from mere matrices. We will show the most frequently used quantum gates as examples, and various results that simplify in a dramatic way the difficulty of implementing physically any quantum gate.

Definition 3.4.5. The Hadamard gate is a single-qubit gate with the following matrix representation:

$$
\boldsymbol{H}=\frac{1}{\sqrt{2}}\left[\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right]
$$

which is unitary.
The circuit representation of the Hadamard gate is

$$
\left|\psi_{0}\right\rangle-\boldsymbol{H}-\left|\psi_{1}\right\rangle
$$

and, applied to each of the basis states, it has the following effect:

$$
\boldsymbol{H}:|j\rangle \rightarrow \frac{1}{\sqrt{2}}\left(|0\rangle+(-1)^{j}|1\rangle\right) .
$$

As will be seen in Chapter 4, the Hadamard transformation is one of the most important quantum gates, since it is the basis of the majority of quantum algorithms developed to date. Its importance settles in the role it has at the time of generating all possible basis states, all of them with the same amplitude, inside a quantum register. Let us suppose that we have a qubit whose quantum state is $\left|\psi_{0}\right\rangle=$ $\alpha|0\rangle+\beta|1\rangle$, where $|\alpha|^{2}+|\beta|^{2}=1$. Then, the state of this single-qubit system after applying the Hadamard gate to it is:

$$
\boldsymbol{H}\left|\psi_{0}\right\rangle=\frac{1}{\sqrt{2}}\left[\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right]\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right]=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
\alpha+\beta \\
\alpha-\beta
\end{array}\right]=\frac{\alpha+\beta}{\sqrt{2}}|0\rangle+\frac{\alpha-\beta}{\sqrt{2}}|1\rangle
$$

Let us suppose now that, rather than having a generic state, we have the basis state $\left|\psi_{0}\right\rangle=|0\rangle$ in our one-qubit system. In that case, the result of applying the Hadamard gate will be as follows:

$$
\boldsymbol{H}|0\rangle=\frac{1}{\sqrt{2}}\left[\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
1 \\
1
\end{array}\right]=\frac{1}{\sqrt{2}}|0\rangle+\frac{1}{\sqrt{2}}|1\rangle
$$

As can be appreciated, we have transformed a basis state, $|0\rangle$, into a linear combination of the two basis states, $|0\rangle$ y $|1\rangle$, with identical amplitudes. If we measure the qubit at this moment, we will obtain with equal probability one of the two possible basis states. That said, what will happen if, rather than having a single quantum state, we have a $n$-qubit quantum system, all of them also in their basis state $|0\rangle$ ?

$$
\boldsymbol{H}^{\otimes n}|0\rangle_{n}=\frac{1}{\sqrt{2^{n}}}\left[\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right]^{\otimes n}\left[\begin{array}{l}
1 \\
0
\end{array}\right]^{\otimes n}=\frac{1}{\sqrt{2^{n}}}\left[\begin{array}{l}
1 \\
1
\end{array}\right]^{\otimes n}=\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1}|j\rangle_{n}
$$

What we have obtained is a superposition of all basis states of the system with identical probability. In other words, if we measure our $n$-qubit register right now, we will obtain a certain integer $j \in\left\{0, \ldots, 2^{n}-1\right\}$ with probability $1 / 2^{n}$.

Definition 3.4.6. The Pauli gates are single-qubit gates with the following matrices:

$$
\begin{aligned}
\boldsymbol{X} & =\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] \\
\boldsymbol{Y} & =\left[\begin{array}{rr}
0 & -i \\
i & 0
\end{array}\right] \\
\boldsymbol{Z} & =\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right]
\end{aligned}
$$

which are unitary, but also Hermitian.
The Pauli matrices have the following effect on the basis states:

$$
\begin{gathered}
\boldsymbol{X}:|j\rangle \rightarrow|1 \oplus j\rangle \\
\boldsymbol{Y}:|j\rangle \rightarrow(-i)^{j}|1 \oplus j\rangle \\
\boldsymbol{Z}:|j\rangle \rightarrow(-1)^{j}|j\rangle
\end{gathered}
$$

The three previous quantum gates are named after Austrian-born Swiss and American theoretical physicist Wolfgang Pauli (1900 - 1958). The three of them, along with the identity matrix $I$, form a basis for the vector space of $2 \times 2$ Hermitian matrices multiplied by real coefficients. However, all previously defined quantum gates have their limitations. In fact, quantum gates that are the direct product of single-qubit gates cannot produce entanglement.

Definition 3.4.7. The $\boldsymbol{C}_{\text {NOT }}$ gate, which stands for controlled-not, is a two-qubit quantum gate with the following matrix representation:

$$
\boldsymbol{C}_{\text {NOT }}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

Applied to a two-qubit basis state, the $\boldsymbol{C}_{\text {NOT }}$ gate has the next effect:

$$
\boldsymbol{C}_{\text {NOT }}:|i\rangle \otimes|j\rangle \rightarrow|i\rangle \otimes|i \oplus j\rangle .
$$

The $\boldsymbol{C}_{\text {NOT }}$ gate is another one of the key quantum gates, as it can be used to entangle and disentangle Bell states. In fact, it is the most simple gate that produces quantum entanglement. For example, let

$$
|\psi\rangle_{2}=\frac{1}{\sqrt{2}}\left(|0\rangle_{2}+|2\rangle_{2}\right)
$$

be a separable quantum state (as $|\psi\rangle_{2}=|+\rangle \otimes|0\rangle$ ). If we apply the $\boldsymbol{C}_{N O T}$ gate to it, we obtain

$$
\begin{aligned}
\left|\psi^{\prime}\right\rangle_{2} & =\boldsymbol{C}_{N O T}\left(|\psi\rangle_{2}\right) \\
& =\frac{1}{\sqrt{2}}\left(\boldsymbol{C}_{\text {NOT }}(|0\rangle \otimes|0\rangle)+\boldsymbol{C}_{\text {NOT }}(|1\rangle \otimes|0\rangle)\right) \\
& =\frac{1}{\sqrt{2}}(|0\rangle \otimes|0\rangle+|1\rangle \otimes|1\rangle),
\end{aligned}
$$

which is one of the entangled Bell states.

Theorem 3.4.8. [46, 15] Let $\boldsymbol{A} \in \mathcal{M}_{\mathbb{C}}\left(2^{n}\right)$ be a n-qubit gate, then it can be expressed as a finite number of tensor products of single-bit gates $M_{i} \in \mathcal{M}_{\mathbb{C}}(2)$ and the twoqubit $\boldsymbol{C}_{\text {NOT }}$ gate.

The previous result imply that every unitary transformation on an $n$-qubit system can be implemented physically using only single-qubit gates and the $\boldsymbol{C}_{N O T}$ gate. In other words, single-qubit gates and the $\boldsymbol{C}_{N O T}$ gates form a set of universal gates. In fact, the most interesting result that links quantum entanglement and quantum computing performance over classical computation is the following:

Theorem 3.4.9. (Gottesman-Knill) A quantum algorithm that starts in a computational basis state and does not feature quantum entanglement can be simulated in polynomial time by a probabilistic classical computer [60].

Thus, we have explained the main notions needed for the correct comprehension of the rest of this doctoral thesis: a quantum circuit algorithm will consist in a set of transformations of two different types, observations and unitary transformations, to a $n$-qubit register. But before proceeding with the explanation of some of the most important quantum algorithms to date, let us describe a different model of quantum computing to that of quantum circuits.

### 3.5 Adiabatic Quantum Computing

Adiabatic quantum computing, or AQC , is an alternative model of quantum computing which apparently does not have much in common with quantum circuits. Nevertheless, both models are equivalent, as will be mentioned later, and thus adiabatic quantum computers are also tantamount to quantum Turing machines.

As hinted in the previous section -it will be fully explained in Chapter 4- a quantum circuit obtains an answer for a certain problem as a result of a succesion of quantum gates and register observations, in a process that has a discrete nature. On the other hand, the behavior of an adiabatic quantum computer is essentialy continuous - in fact, quantum circuits and adiabatic quantum computers are often respectively labelled as digital and analogic quantum computers - and is governed by the adiabatic theorem, a concept in quantum mechanics developed by German physicist and mathematician Max Born (1882-1970) and Soviet physicist Vladimir Fock (1898-1974), and first stated in 1928 [27]. Although the original paper is in German, extensive English-written studies on the adiabatic theorem can be found in [72, 88, 99 . Before proceeding with the adiabatic theorem, we need a few definitions.

Definition 3.5.1. A Hamiltonian, denoted by $\mathcal{H}$, is an operator corresponding to the total energy of a quantum system. Its spectrum - the set of its eigenvalues - is the set of all possible outcomes that one could obtain when measuring the energy of such a system.

Definition 3.5.2. The ground state of a quantum system defined by a Hamiltonian $\mathcal{H}$ is the eigenvector of the smallest eigenvalue of $\mathcal{H}$. In the same way, its first excited state is the eigenvector of the second smallest eigenvalue of $\mathcal{H}$.

We are now in position to understand the Schrödinger equation [103, 104], a mathematical equation result of the research of Erwin Schrödinger, which tells us how a quantum system evolves over time:

$$
i \hbar \frac{\mathrm{~d}}{\mathrm{~d} t}|\psi(t)\rangle=\mathcal{H}(t)|\psi(t)\rangle
$$

Where $|\psi(t)\rangle$ is the time-dependent quantum state of the system.
Thus, the adiabatic theorem can be informally stated as:
"A physical system remains in its ground state if a given perturbation is acting on it slowly enough and if there is a gap between the associated eigenvalue and the rest of the Hamiltonian's spectrum."

Although the original formulation of the adiabatic theorem is due to Born and Fock, the first proper proof of this result [9] was made by Japanese mathematician Tosio Kato (1917-1999), and can be found in [72].

The main idea behind adiabatic quantum computation is to define a Hamiltonian with respect to time in such a way that its initial ground state would be easy to calculate, and its final ground state would be the solution to a certain problem. This process, called quantum adiabatic evolution, can be seen as the following equation:

$$
\mathcal{H}(t)=\Gamma(t) \mathcal{H}_{I}+\Lambda(t) \mathcal{H}_{F}
$$

where $\mathcal{H}_{I}$ - the initial Hamiltonian - has a known ground state and $\mathcal{H}_{F}$ - the final Hamiltonian - has an unknown one that encodes the solution to our problem; $t$ goes from 0 to $T ; \Gamma(t)$ decreases from 1 to 0 ; and $\Lambda(t)$ increases from 0 to 1 monotonically with time. A typical case is when $\Gamma(t)=s(t)$ and $\Lambda(t)=1-s(t)$ with $s(t)=1-t / T$, which gives us:

$$
\mathcal{H}(t)=s(t) \mathcal{H}_{I}+(1-s(t)) \mathcal{H}_{F}
$$

Early works on the subject tried to replicate the performance of simulated annealing, a probabilistic technique for approximating the global minimum of a certain objective function - see [74] for more details-, in a quantum manner -i.e., taking advantage of tunneling and quantum fluctuations instead of thermal fluctuations in order to escape from local minima-. In these works, however, where it was called quantum annealing - see, for example, the seminal paper by Tadashi Kadowaki and Hidetoshi Nishimori [71]-, the main idea was to simulate this quantum behavior classically. The first experimental approach to quantum annealing came in 1999
usign a disordered quantum ferromagnet [32, [33], a result that hinted a possible quantum model of computation based on the adiabatic theorem.

The first quantum adiabatic algorithm, which solves certain instances of a combinatorial optimization problem -more concretely, the Boolean satisfiability problem, which we have already proven to be complete for NP-, was given by Edward Farhi, Jeffrey Goldstone, Sam Gutmann and Michael Sipser in 2000 [50, 49]. Afterwards, Wim van Dam, Michele Mosca and Umesh Vazirani studied in [112] the complexity of this algorithm, while also giving an adiabatic version of Grover's database search that also offers a quadratic speedup over the classical search algorithm.

Up to this point, the Hamiltonians involved in this kind of optimization problems share a common factor: they are stoquastic - meaning that all its off-diagonal matrix elements in the standard basis are real and non-positive-. However, the generalization of the model of adiabatic quantum computing that depends also on non-stoquastic Hamiltonians was proven to be equivalent to the quantum circuit model [8, 89] and thus to quantum Turing machines. This larger model is capable of solving any Turing-computable problem, instead of just the typically NP-hard combinatorial optimization problems associated with quantum annealing (see [87], which in turn cites [102]). In fact, it can polynomially simulate any quantum algorithm based on the quantum circuit model [8].

A problem associated with adiabatic quantum computing is the set of difficulties that arise at the time of measuring the performance of an adiabatic quantum algorithm. The most important deals with the computational time needed for evolving the system from $\mathcal{H}(0)$ to $\mathcal{H}(T)$-i.e., from $\mathcal{H}_{I}$ to $\mathcal{H}_{F}$ - and obtaining a solution, with respect to the probability that the solution is correct. In order to explain that, we give a formal enunciation of the adiabatic theorem.

Theorem 3.5.3. (Adiabatic Theorem) Let $\mathcal{H}(t)$ be the Hamiltonian of a quantum system that evolves in time from $t=0$ to $t=T$ and where $\mathcal{H}(t)$ describes an adiabatic quantum algorithm as in

$$
\mathcal{H}(t)=s(t) \mathcal{H}_{I}+(1-s(t)) \mathcal{H}_{F},
$$

where $s(t)$ decreases from 1 to 0 as tincreases from 0 to $T$. Let $\tilde{\mathcal{H}}(s)$ be the equivalent Hamiltonian in the time scale s. Thus, by the Schrödinger equation, we have

$$
i \frac{\mathrm{~d}}{\mathrm{~d} s}|\psi(s)\rangle=\tau(s) \tilde{\mathcal{H}}(s)|\psi(s)\rangle
$$

where $\tau(s)$ is the rate at which $\tilde{\mathcal{H}}(s)$ changes as a function of $s$. If:

- $\tilde{\mathcal{H}}(s)$ has a non-degenerate ground state for all $s \in[0, T]$.
- The quantum system is in its ground state at $s=0$.
- The process evolves slowly enough such that

$$
\tau(s) \gg \frac{1}{\left(\delta_{\text {min }}\right)^{2}}\left\|\frac{\mathrm{~d}}{\mathrm{~d} s} \tilde{\mathcal{H}}(s)\right\|
$$

where $\delta_{\text {min }}$ is the minimum spectral gap of the Hamiltonian -i.e. the minimum difference between the energy of the ground state and the first excited state of the system-.

- $\delta_{\text {min }}>0$ during the whole process.

Then, the process will finish in the ground state of the final Hamiltonian $\mathcal{H}_{F}$.
A proof of this result can be found in [99] and [112]. The formulation here presented is based on the one appearing in [87. Thus, the problem has to evolve slowly enough in order for the ground state and the first excited state do not interfere with each other, and it can be deduced from the adiabatic theorem that the time $T$ needed for obtaining this feature must be such that

$$
T \sim \mathcal{O}\left(\frac{1}{\delta_{\min }^{2}}\right)
$$

However, $\delta_{\text {min }}$ turns out to be a very difficult parameter to control and calculate in practice [39].

Naturally, it was stated in the description of the original quantum adiabatic algorithm [50] that we must determine how big has $T$ to be in order to have a fairly good probability of success. Although various instances of NP-complete problems are shown in [50] such that $T$ grows polynomially with respect to the size of the problem, it was later demonstrated in [112] and [99] that we would need a exponential time $T$ in order to solve those NP-complete problems in the worst case.

As previously stated, a form of adiabatic quantum computation [87] is quantum annealing, where a known initial configuration of a quantum system evolves towards the ground state of a Hamiltonian that encodes the solution of an NPhard optimization problem. The Canadian company D-Wave Systems announced in 2011 the first commercially available quantum annealer, composed of arrays of eight superconducting flux quantum bits with programmable spin-spin couplings, and published their results [68]. Subsequently in 2013, S. Boixo et al. [25] published their experimental results on the 108 -qubit D-Wave One device. Their last chip, released in 2017 and called D-Wave 2000Q, has 2,048 qubits in a Chimera graph architecture [2], and can be seen as a computer that solves the Ising spin problem, which we proceed to describe.

The Ising spin model, originally formulated by physicist Wilhelm Lenz and first solved by his student, Ernst Ising [67], consists of a model of ferromagnetism in statistical mechanics in which we have to find the ground state of a system of $n$ interacting spins. If we represent the spins of these particles as binary variables $s_{i} \in\{-1,1\}$ with $i \in\{1, \ldots, n\}$, then the Ising Spin problem can be expressed as an integer optimization problem whose objective is to find the spin configuration of the system that minimizes the function

$$
H\left(s_{1}, \ldots, s_{n}\right)=\sum_{i=1}^{n} h_{i} s_{i}+\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} J_{i j} s_{i} s_{j}
$$

where $h_{i} \in \mathbb{R}$ is the energy bias acting on particle $i$-i.e. the external forces applied to each of the individual particles - and $J_{i j} \in \mathbb{R}$ is the coupling energy between the spins $i$ and $j$-i.e. the interaction forces between adjacent spins-.

This problem can also be seen as the one of finding the lowest energy configuration -i.e. the ground state - of the following Hamiltonian:

$$
\mathcal{H}_{\text {Ising }}=\sum_{i \in V} h_{i} \sigma_{i}^{z}-\sum_{(i, j) \in E} J_{i j} \sigma_{i}^{z} \sigma_{j}^{z}
$$

where the notation $\sigma_{i}^{z}$ indicates that the Pauli-Z operator

$$
\boldsymbol{Z}=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right]
$$

is applied to qubit $i$, i.e.

$$
\sigma_{i}^{z}=\underset{1}{\boldsymbol{I}} \otimes \cdots \otimes \underset{i-1}{\boldsymbol{I}} \otimes \underset{i}{\boldsymbol{Z}} \otimes \underset{i+1}{\boldsymbol{I}} \otimes \cdots \otimes \underset{n}{\boldsymbol{I}}
$$

and where $(V, E)$ is the graph corresponding to the arrangement of qubits. Recall that the Pauli-Z operator has the following effect on the computational basis:

$$
\boldsymbol{Z}:|k\rangle \rightarrow(-1)^{k}|k\rangle .
$$

Thus, if we apply $\mathcal{H}_{\text {Ising }}$ to an $n$-qubit computational basis state, we obtain:

$$
\begin{aligned}
\mathcal{H}_{\text {Ising }}\left(|k\rangle_{n}\right) & =\left(\sum_{i \in V} h_{i} \sigma_{i}^{z}-\sum_{(i, j) \in E} J_{i j} \sigma_{i}^{z} \sigma_{j}^{z}\right)\left(|k\rangle_{n}\right) \\
& =\left(\sum_{i \in V} h_{i} \sigma_{i}^{z}-\sum_{(i, j) \in E} J_{i j} \sigma_{i}^{z} \sigma_{j}^{z}\right)\left(\bigotimes_{l=1}^{n}\left|k_{l}\right\rangle\right) \\
& =\sum_{i \in V} h_{i}(-1)^{k_{i}}+\sum_{(i, j) \in E} J_{i j}(-1)^{k_{i}}(-1)^{k_{j}} \\
& =\sum_{i=1}^{n} h_{i} s_{i}+\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} J_{i j} s_{i} s_{j}
\end{aligned}
$$

In the last steps, we have assumed that $V$ has $n$ vertices and that $J_{i j}=0$ if $(i, j) \notin E$. This problem was proved to be in NP-hard by Francisco Barahona [14], and can be effectively solved with the hardware implemented by D-Wave, whose chip permits to program independently the values of $h_{i}$ and $J_{i j}$ [68, [25]. It will be shown in Section 5.4 how to embed a certain optimization problem inside the D-Wave machine.

## 4

## Quantum Algorithms

"For nothing is truly complete until the day it is finally destroyed." - Brandon Sanderson, Mistborn: The Hero of Ages<br>"'The Wheel weaves as the Wheel wills,' Moiraine mumbled. 'No eye can see the Pattern until it is woven.' "<br>- Robert Jordan, Wheel of Time: The Eye of the World

### 4.1 Introduction

In this section, we present a chronological summary of the first quantum algorithms that were shown to be more efficient than their best known classical counterparts. Our objective is to define them in the context of the previous chapter, while showcasing their main properties and proving their correctness. We also give worked-out examples for some of them, thus paving the way for the correct comprehension of the contributions of this doctoral thesis, described in Chapter 5 .

But first, let us explain two concepts that will be common to many of the algorithms here presented. The first one is the hidden subgroup problem, which we proceed to define:

Definition 4.1.1. Let $G$ be a finitely generated group, let $X$ be a finite set, and let $f: G \rightarrow X$ be a function that is constant on the orbits of a certain subgroup $K \subseteq G$ and distinct for each one of the orbits. The hidden subgroup problem, or HSP, is the problem of determining a generating set for $K$, using $f$ as a black box.

As will be shown, the superior performance of those algorithms relies on the ability of quantum computers to solve the hidden subgroup problem for finite Abelian groups. All those HSP-related algorithms were developed independently by different people, but the first to notice a common factor between them and to find a generalization was Australian mathematician Richard Jozsa (b. 1953) [69].

The other common factor, closely related to the HSP, is the possibility of building a quantum gate that can code a certain function $f$ that is given as a black box -i.e., as a digital circuit-. A proof of this fact that uses the properties of reversible computation can be found in [91], and gives us another important quantum gate.

Definition 4.1.2. Let $f:\{0,1\}^{n} \rightarrow\{0,1\}^{m}$ be a function, the oracle gate $\boldsymbol{O}_{f}$ is the unitary transformation that has the following effect on the basis states of a quantum system:

$$
\boldsymbol{O}_{f}:|j\rangle_{n} \otimes|k\rangle_{m} \rightarrow|j\rangle_{n} \otimes|k \oplus f(j)\rangle_{m},
$$

where $\oplus$ is the bitwise exclusive disjunction operation.
The first algorithms that shared those elements eventually evolved into Shor's factoring algorithm, probably the most celebrated of all quantum algorithms and the one that gave birth to another of the greatest achievements in quantum computation: the quantum Fourier transform. All those algorithms are capable of solving their respective problems in polynomial time; however, for some of them the inexistence of polynomial-time classical algorithms for those same problems has yet to be proven.

Another class of algorithms, which will be shown at the end of the chapter and that also uses the oracle gate, are based on Grover's quantum search, whose objective is to speed up the finding of a solution for a problem whose candidate solutions can be verified in polynomial time -i.e., all decision problems in NP-.

Finally, we explain the algorithm of quantum counting, which makes use of both worlds.

### 4.2 Deutsch's Algorithm

Let $f:\{0,1\} \rightarrow\{0,1\}$ be a function, it is clear that either $f(0)=f(1)$ or $f(0) \neq f(1)$. Let us suppose that we are given $f$ as a black box, and that we want to know if $f$ is constant. From a classical perspective, it is completely neccesary to evaluate the function both in $f(0)$ and $f(1)$ if we are to know this property with accuracy. Deutsch's algorithm [41] shows us that, with the help of a quantum computer, it is possible to achieve this with only a single evaluation of $f$.

We can see the previous question as an instance of the hidden subgroup problem, where $G=(\{0,1\}, \oplus), X=\{0,1\}$, and $K$ is either $\{0\}$ or $\{0,1\}$ depending on the nature of $f$. Note that in this case the cosets of $\{0\}$ are $\{0\}$ and $\{1\}$ and that the only coset of $\{0,1\}$ is precisely $\{0,1\}$.

SETUP
$\left|\psi_{0}\right\rangle_{1,1} \leftarrow|0\rangle \otimes|1\rangle$

Deutsch's algorithm needs only two one-qubit registers. The first one is initialized at $|0\rangle$, and the second one at $|1\rangle$. As will be seen, this is due to the properties of the Hadamard gate when applied to the canonical basis states, and it is a frequent way of initializing a quantum algorithm.

## STEP 1

$\left|\psi_{1}\right\rangle_{1,1} \leftarrow \boldsymbol{H}^{\otimes 2}\left(\left|\psi_{0}\right\rangle_{1,1}\right)$

On the first step of Deutsch's algorithm we apply the Hadamard gate to both quantum registers, thus transforming the values of the canonical basis into the respective ones of the Hadamard basis.
$\left|\psi_{2}\right\rangle_{1,1} \leftarrow \boldsymbol{O}_{f}\left(\left|\psi_{1}\right\rangle_{1,1}\right)$

The second step needs the oracle gate, defined at the beginning of this chapter for a generic function and for $n$ and $m$ qubits. Note that, in this case, the function $f$ associated to the oracle gate as a black box is the one given for this instance of the hidden subgroup problem: $f:\{0,1\} \rightarrow\{0,1\}$. In fact, the oracle gate is not a constant transformation as are the Hadamard or the Pauli gates, but it rather depends on the problem. It is thus constructed ad hoc subject to the question we want to answer, provided that we have a logic circuit that implements $f$. The effect the oracle gate has on our quantum register can be seen as follows:

$$
\begin{aligned}
\left|\psi_{2}\right\rangle_{1,1} & =\boldsymbol{O}_{f}\left(\left|\psi_{1}\right\rangle_{1,1}\right) \\
& =\boldsymbol{O}_{f}(|+\rangle \otimes|-\rangle) \\
& =\boldsymbol{O}_{f}\left[\left(\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right) \otimes|-\rangle\right] \\
& =\frac{\boldsymbol{O}_{f}(|0\rangle \otimes|-\rangle)+\boldsymbol{O}_{f}(|1\rangle \otimes|-\rangle)}{\sqrt{2}} \\
& =\frac{(-1)^{f(0)}|0\rangle \otimes|-\rangle+(-1)^{f(1)}|1\rangle \otimes|-\rangle}{\sqrt{2}} \\
& =\left(\frac{(-1)^{f(0)}|0\rangle+(-1)^{f(1)}|1\rangle}{\sqrt{2}}\right) \otimes|-\rangle
\end{aligned}
$$

Please notice that all operations are just algebraic manipulations which allow us to see more clearly the information we have inside our quantum computer. We are not modifying anything, we are just reshaping the equation in order to have a better picture of what is happening.

## STEP 3

$$
\left|\psi_{3}\right\rangle_{1,1} \leftarrow(\boldsymbol{H} \otimes \boldsymbol{I})\left(\left|\psi_{2}\right\rangle_{1,1}\right)
$$

The third and final step before measuring our quantum register involves again the Hadamard gate $\boldsymbol{H}$, but this time it is only applied to the first register. The second register is left alone, which is represented with an identity gate $\boldsymbol{I}$. In fact, the information inside the second register is no longer relevant, as it was only used as the auxiliary register needed for the oracle gate.

$$
\begin{aligned}
\left|\psi_{3}\right\rangle_{1,1} & =(\boldsymbol{H} \otimes \boldsymbol{I})\left(\left|\psi_{2}\right\rangle_{1,1}\right) \\
& =(\boldsymbol{H} \otimes \boldsymbol{I})\left[\left(\frac{(-1)^{f(0)}|0\rangle+(-1)^{f(1)}|1\rangle}{\sqrt{2}}\right) \otimes|-\rangle\right] \\
& =\left(\frac{(-1)^{f(0)} \boldsymbol{H}|0\rangle+(-1)^{f(1)} \boldsymbol{H}|1\rangle}{\sqrt{2}}\right) \otimes|-\rangle \\
& =\left(\frac{(-1)^{f(0)}|+\rangle+(-1)^{f(1)}|-\rangle}{\sqrt{2}}\right) \otimes|-\rangle \\
& =\left(\frac{(-1)^{f(0)}|0\rangle+(-1)^{f(0)}|1\rangle+(-1)^{f(1)}|0\rangle-(-1)^{f(1)}|1\rangle}{2}\right) \otimes|-\rangle \\
& =\left(\frac{\left[(-1)^{f(0)}+(-1)^{f(1)}\right]|0\rangle+\left[(-1)^{f(0)}-(-1)^{f(1)}\right]|1\rangle}{2}\right) \otimes|-\rangle \\
& =(-1)^{f(0)}|f(0) \oplus f(1)\rangle \otimes|-\rangle
\end{aligned}
$$

In order to understand the last part of the equation, one must take into account that, if $f(0)=f(1)$, then $(-1)^{f(0)}-(-1)^{f(1)}=0$ and $f(0) \oplus f(1)=0$. A similar reasoning goes for $f(0) \neq f(1)$, which leads us to the last expression for $\left|\psi_{3}\right\rangle_{1,1}$. Note also that $f(0) \oplus f(1)=0$ if and only if $f(0)=f(1)$, and that $f(0) \oplus f(1)=1$ if and only if $f(0) \neq f(1)$.

## STEP 4

$\tilde{\delta} \leftarrow$ measure the first register of $\left|\psi_{3}\right\rangle_{1,1}$

As the reader has surely noted, the information we wanted to obtain from the function $f$ is already in the first register. We measure it now, thus destroying all the information related to the amplitudes of the basis states, and obtain a certain $\tilde{\delta} \in\{0,1\}$. If $\tilde{\delta}=0$, then $K=\{0,1\}$ and $f(0)=f(1)$. If $\tilde{\delta}=1$, then $K=\{0\}$ and $f(0) \neq f(1)$. A circuit representation of Deutsch's algorithm can be found in Figure

Figure 4.1: Circuit representation of Deutsch's algorithm

2.1.

At this moment, the inherent capabilities of quantum computing begin to surface. A problem which needs two evaluations of a function $f$ in its classical version, can be reduced to just one evaluation of the same function in its quantum counterpart thanks to quantum paralelism. One may wonder if this property could be scaled to a function acting on $\{0,1\}^{n}$ rather than just $\{0,1\}$. That is the objective of the next algorithm.

### 4.3 Deutsch-Jozsa Algorithm

The following algorithm is a generalization of the previous one. Its original version appeared in [43], and is due again to David Deutsch and also to Richard Jozsa. Let $f:\{0,1\}^{n} \rightarrow\{0,1\}$ be a function that is either constant for all values in $\{0,1\}^{n}$, or is else balanced -i.e., equal to 0 for exactly half of all possible values in $\{0,1\}^{n}$, and to 1 for the other half-. The problem of determining if the function $f$ is constant or balanced, using it as a black box, is called Deutsch's problem. In the classical version, a solution for this problem requires $2^{n-1}+1$ evaluations of $f$ in the worst case. Let us see if we can improve that bound with the help of a quantum computer.

SETUP
$\left|\psi_{0}\right\rangle_{n, 1} \leftarrow|0\rangle_{n} \otimes|1\rangle$

We need a quantum computer with $n+1$ qubits, where the first $n$ qubits will be initialized at $|0\rangle$ and the remaining one at $|1\rangle$. Again, the single-qubit register is only used as the auxiliary qubit required for the oracle gate.

STEP 1
$\left|\psi_{1}\right\rangle_{n, 1} \leftarrow \boldsymbol{H}^{\otimes n+1}\left(\left|\psi_{0}\right\rangle_{n, 1}\right)$

The first transformation we apply to our system is again the Hadamard gate. As explained in 3.4 when applied to the basis state $|0\rangle_{n}$ the Hadamard transformation
gives us a superposition of all basis states with identical probability, thus obtaining the following quantum state:

$$
\begin{aligned}
\left|\psi_{1}\right\rangle_{n, 1} & =\boldsymbol{H}^{\otimes n+1}\left(\left|\psi_{0}\right\rangle_{n, 1}\right) \\
& =\boldsymbol{H}^{\otimes n+1}\left(|0\rangle_{n} \otimes|1\rangle\right) \\
& =\left(\boldsymbol{H}^{\otimes n}|0\rangle_{n}\right) \otimes(\boldsymbol{H}|1\rangle) \\
& =(\boldsymbol{H}|0\rangle)^{\otimes n} \otimes(\boldsymbol{H}|1\rangle) \\
& =\left(\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right)^{\otimes n} \otimes\left(\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right) \\
& =\left(\frac{1}{\sqrt{2^{n}}} \sum_{i=0}^{2^{n}-1}|i\rangle_{n}\right) \otimes|-\rangle
\end{aligned}
$$

STEP 2
$\left|\psi_{2}\right\rangle_{n, 1} \leftarrow \boldsymbol{O}_{f}\left(\left|\psi_{1}\right\rangle_{n, 1}\right)$

Now, we apply the oracle gate, which in this case is constructed for $n+1$ qubits and for the specific function $f$ that we want to know if it is constant or balanced.

$$
\begin{aligned}
\left|\psi_{2}\right\rangle_{n, 1} & =\boldsymbol{O}_{f}\left(\left|\psi_{1}\right\rangle_{n, 1}\right) \\
& =\boldsymbol{O}_{f}\left[\left(\frac{1}{\sqrt{2^{n}}} \sum_{i=0}^{2^{n}-1}|i\rangle_{n}\right) \otimes|-\rangle\right] \\
& =\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1} \boldsymbol{O}_{f}\left(|j\rangle_{n} \otimes|-\rangle\right) \\
& =\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1}(-1)^{f(j)}|j\rangle_{n} \otimes|-\rangle
\end{aligned}
$$

The last step is better understood if we apply it separately to a generic basis state $|j\rangle_{n}$ with $j \in\left\{0, \ldots, 2^{n}-1\right\}$, tensored with the Hadamard basis state $|-\rangle$.

$$
\begin{aligned}
\boldsymbol{O}_{f}\left(|j\rangle_{n} \otimes|-\rangle\right) & =\boldsymbol{O}_{f}\left(|j\rangle_{n} \otimes \frac{|0\rangle-|1\rangle}{\sqrt{2}}\right) \\
& =\frac{\boldsymbol{O}_{f}\left(|j\rangle_{n} \otimes|0\rangle\right)-\boldsymbol{O}_{f}\left(|j\rangle_{n} \otimes|1\rangle\right)}{\sqrt{2}} \\
& =\frac{|j\rangle_{n} \otimes|f(j)\rangle-|j\rangle_{n} \otimes|1 \oplus f(j)\rangle}{\sqrt{2}} \\
& =(-1)^{f(j)}|j\rangle_{n} \otimes\left(\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right) \\
& =(-1)^{f(j)}|j\rangle_{n} \otimes|-\rangle
\end{aligned}
$$

Thus, we end up again with a superposition of all basis states in the first register, all of them with identical probability. The only difference with the previous state is that the amplitude of the states $|j\rangle_{n}$ remains identical if $f(j)=0$, and is negated when $f(j)=1$. Taking into account that either $f$ is constant or balanced -i.e., all amplitudes are the same now, or half the amplitudes are positive and the other ones negative - is there any way to obtain this information from our quantum register? Note that, until now, although we have applied $f$ to every possible $j \in$ $\left\{0, \ldots, 2^{n}-1\right\}$, we have used the gate that implements it only once.

## STEP 3

$$
\left|\psi_{3}\right\rangle_{n, 1} \leftarrow\left(\boldsymbol{H}^{\otimes n} \otimes \boldsymbol{I}\right)\left(\left|\psi_{2}\right\rangle_{n, 1}\right)
$$

The last step involves again the Hadamard transform. We apply it to the first $n$ qubits of our quantum system, and obtain the following:

$$
\begin{aligned}
\left|\psi_{3}\right\rangle_{n, 1} & =\left(\boldsymbol{H}^{\otimes n} \otimes \boldsymbol{I}\right)\left(\left|\psi_{2}\right\rangle_{n, 1}\right) \\
& =\left(\boldsymbol{H}^{\otimes n} \otimes \boldsymbol{I}\right)\left(\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1}(-1)^{f(j)}|j\rangle_{n} \otimes|-\rangle\right) \\
& =\left(\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1}(-1)^{f(j)} \boldsymbol{H}^{\otimes n}|j\rangle_{n}\right) \otimes|-\rangle \\
& =\left[\frac{1}{2^{n}} \sum_{k=0}^{2^{n}-1}\left(\sum_{j=0}^{2^{n}-1}(-1)^{f(j)+j \cdot k}\right)|k\rangle_{n}\right] \otimes|-\rangle
\end{aligned}
$$

In order to understand the last equation, we must first fathom the effects of the Hadamard gate on a $n$-qubit basis state. Let $j \in\left\{0, \ldots, 2^{n}-1\right\}$, a closer inspection leads us to the following identity:

$$
\boldsymbol{H}^{\otimes n}\left(|j\rangle_{n}\right)=\frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1}(-1)^{j \cdot k}|k\rangle_{n}
$$

where $j \cdot k$ is the bitwise inner product of $j$ and $k$, modulo 2, i.e.,

$$
j \cdot k=\sum_{l=1}^{n} j_{l} k_{l} \quad \bmod 2,
$$

with $j_{l}$ and $k_{l}$ being the binary digits of $j$ and $k$ respectively. Likewise, the last identity is a generalization of the effect of the one-qubit Hadamard gate, which can be seen as:

$$
\begin{aligned}
\boldsymbol{H}(|j\rangle) & =\frac{1}{\sqrt{2}}\left(|0\rangle+(-1)^{j}|1\rangle\right) \\
& =\frac{1}{\sqrt{2}} \sum_{k=0}^{1}(-1)^{j k}|k\rangle
\end{aligned}
$$

STEP 4
$\tilde{k} \leftarrow$ measure the first register of $\left|\psi_{3}\right\rangle_{n, 1}$

Finally, we are able to measure the qubits, thus destroying the information inside the register and obtaining a number $\tilde{k} \in\left\{0, \ldots, 2^{n}-1\right\}$ according to the probability distribution given by the amplitudes

$$
\alpha_{k}=\sum_{j=0}^{2^{n}-1}(-1)^{f(j)+j \cdot k} .
$$

Let us have a closer look to the probability of obtaining $\tilde{k}=0$. As explained in Chapter 3, in accordance with the laws of quantum mechanics the probability of obtaining a certain basis state $|k\rangle_{n}$ is equal to the square of the modulus of its amplitude $\alpha_{k}$. In this case:

$$
\left|\alpha_{0}\right|^{2}=\left|\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1}(-1)^{f(j)}\right|^{2}
$$

It is easy to see that $\left|\alpha_{0}\right|^{2}=1$ if and only if the function $f$ is constant for all $j \in\left\{0, \ldots, 2^{n}-1\right\}$, and that $\left|\alpha_{0}\right|^{2}=0$ if and only if the function $f$ is balanced (recall that we are promised that $f$ is of one of those two natures). Having said that, if we measure now the first register and obtain some $\tilde{k}$, we can conclude that $f$ is constant if $\tilde{k}=0$, and that $f$ is balanced otherwise. With just a single evaluation of $f$ we have answered the question, as opposed to the $2^{n-1}+1$ evaluations needed in the classical version. A circuit representation of Deutsch-Jozsa algorithm is displayed in Figure 4.2.

The previous algorithm has much more profound implications than the posibility of solving Deutsch's problem exponentially faster with the help of a quantum

Figure 4.2: Circuit representation of Deutsch-Jozsa algorithm

computer. It also tells us that, relative to an oracle -i.e., a black box that solves a certain problem or function, namely $f$ - we can establish a difference between the classes $P$ and EQP. Note that this does not imply that $P \neq E Q P$, it just tells us that there exists an oracle separation between P and EQP.

### 4.4 Simon's Algorithm

### 4.4.1 Definition

Let $f:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ be a function such that, for some $s \in\{0,1\}^{n}$ with $s \neq(0,0, \ldots, 0), f(j)=f(k)$ if and only if either $j=k$ or $j \oplus k=s$ for all $j, k \in\{0,1\}^{n}$-where $\oplus$ is again the bitwise exclusive disjunction operation, also called bitwise xor-. Simon's problem is defined as: given such an $f$ as a black box, figure out the value of $s$, which is usually called the xor-mask of $f$. Both the problem and the quantum algorithm we proceed to explain were both first presented in [106] by Daniel R. Simon, hence their names.

Simon's problem can also be seen as an instance of the hidden subgroup problem, where $G=\left(\{0,1\}^{n}, \oplus\right), X \subseteq\{0,1\}^{n}$ is any finite set, and $K=\{0, s\}$ for some $s \in\{0,1\}^{n}$. In the classical version, a solution for this problem requires that we find a pair of values $x, y \in\{0,1\}^{n}$ such that $f(x)=f(y)$, and then compute $x \oplus y$. This solution requires $\mathcal{O}\left(2^{n / 2}\right)$ evaluations of $f$ in the worst case whereas, as will be proved later, Simon's algorithm only needs $\mathcal{O}(n)$ evaluations of $f$.

SETUP
$\left|\psi_{0}\right\rangle_{n, n} \leftarrow|0\rangle_{n} \otimes|0\rangle_{n}$
In this algorithm, we need $2 n$ qubits, all of them initialized at $|0\rangle$.

## STEP 1

$$
\left|\psi_{1}\right\rangle_{n, n} \leftarrow\left(\boldsymbol{H}^{\otimes n} \otimes \boldsymbol{I}^{\otimes n}\right)\left(\left|\psi_{0}\right\rangle_{n, n}\right)
$$

We first apply the Hadamard transformation to the first half of our qubit set, thus obtaining the following quantum state.

$$
\begin{aligned}
\left|\psi_{1}\right\rangle_{n, n} & =\left(\boldsymbol{H}^{\otimes n} \otimes \boldsymbol{I}^{\otimes n}\right)\left(\left|\psi_{0}\right\rangle_{n, n}\right) \\
& =\left(\boldsymbol{H}^{\otimes n} \otimes \boldsymbol{I}^{\otimes n}\right)\left(|0\rangle_{n} \otimes|0\rangle_{n}\right) \\
& =\left(\boldsymbol{H}^{\otimes n}|0\rangle_{n}\right) \otimes\left(|0\rangle_{n}\right) \\
& =\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1}|j\rangle_{n} \otimes|0\rangle_{n}
\end{aligned}
$$

## STEP 2

$$
\left|\psi_{2}\right\rangle_{n, n} \leftarrow \boldsymbol{O}_{f}\left(\left|\psi_{1}\right\rangle_{n, n}\right)
$$

Next, we use the oracle gate, built particularly for the function $f$. Note that, thanks to quantum paralelism, we apply here the function $f$ to all possible values in $\{0,1\}^{n}$ with just a single iteration of $\boldsymbol{O}_{f}$. Thus, all possible values of $f$ are now present in the second register.

$$
\begin{aligned}
\left|\psi_{2}\right\rangle_{n, n} & =\boldsymbol{O}_{f}\left(\left|\psi_{1}\right\rangle_{n, n}\right) \\
& =\boldsymbol{O}_{f}\left(\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1}|j\rangle_{n} \otimes|0\rangle_{n}\right) \\
& =\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1} \boldsymbol{O}_{f}\left(|j\rangle_{n} \otimes|0\rangle_{n}\right) \\
& =\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1}|j\rangle_{n} \otimes|f(j)\rangle_{n}
\end{aligned}
$$

STEP 3
$\tilde{\delta} \leftarrow$ measure the second register of $\left|\psi_{2}\right\rangle_{n, n}$
$\left|\psi_{3}\right\rangle_{n} \leftarrow\left|\psi_{2}\right\rangle_{n, n}$ after measuring the second register

In this step we see for the first time the true effects of measuring part of our quantum system before completing the execution of an algorithm. If we measure now the second register, we shall end up with a value $\tilde{\delta}=f(\tilde{j})$ for a certain $\tilde{j} \in\{0,1\}^{n}$. Thus, only the values in $f^{-1}(\tilde{\delta})$ will remain in the first register -before measuring, they were the only ones tensored with $|\tilde{\delta}\rangle$-. In any case, as $f^{-1}(\tilde{\delta})=\{\tilde{j}, \tilde{j} \oplus s\}$ —we remark that $j \oplus k=s$ if and only if $j \oplus s=k$-, we end up with the following quantum state:

$$
\left|\psi_{3}\right\rangle_{n}=\frac{1}{\sqrt{2}}\left(|\tilde{j}\rangle_{n}+|\tilde{j} \oplus s\rangle_{n}\right)
$$

STEP 4
$\left|\psi_{4}\right\rangle_{n} \leftarrow \boldsymbol{H}^{\otimes n}\left(\left|\psi_{3}\right\rangle_{n}\right)$
The last transformation we apply to our quantum system is, again, the Hadamard gate Before that, we could have measured the first register and obtain a certain

[^1]value in $f^{-1}(\tilde{\delta})=\{\tilde{j}, \tilde{j} \oplus s\}$. However, in that case we would have ended with the same information as if we had just made a single classical evaluation of $f$. The Hadamard gate, on the other hand, will let us obtain much more information than from a single evaluation of $f$ : it will give us some precious information about $s$. Following a similar reasoning as with Deutsch-Jozsa algorithm, we end up with:
\[

$$
\begin{aligned}
\left|\psi_{4}\right\rangle_{n} & =\boldsymbol{H}^{\otimes n}\left(\left|\psi_{3}\right\rangle_{n}\right) \\
& =\boldsymbol{H}^{\otimes n}\left[\frac{1}{\sqrt{2}}\left(|\tilde{j}\rangle_{n}+|\tilde{j} \oplus s\rangle_{n}\right)\right] \\
& =\frac{1}{\sqrt{2}}\left(\boldsymbol{H}^{\otimes n}|\tilde{j}\rangle_{n}+\boldsymbol{H}^{\otimes n}|\tilde{j} \oplus s\rangle_{n}\right) \\
& =\frac{1}{\sqrt{2}}\left[\frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1}(-1)^{\tilde{j} \cdot k}|k\rangle_{n}+\frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1}(-1)^{(\tilde{j} \oplus s) \cdot k}|k\rangle_{n}\right] \\
& =\frac{1}{\sqrt{2^{n+1}}} \sum_{k=0}^{2^{n}-1}(-1)^{\tilde{j} \cdot k+(\tilde{j} \oplus s) \cdot k}|k\rangle_{n} \\
& =\frac{1}{\sqrt{2^{n+1}}} \sum_{k=0}^{2^{n}-1}(-1)^{\tilde{j} \cdot k}\left[1+(-1)^{s \cdot k}\right]|k\rangle_{n}
\end{aligned}
$$
\]

## STEP 5

$\tilde{\omega} \leftarrow$ measure $\left|\psi_{4}\right\rangle_{n}$

Let us suppose that we measure our quantum system right now. It is clear that the current amplitudes of the basis states are

$$
\alpha_{k}=\left|\frac{1}{\sqrt{2^{n+1}}}\left[1+(-1)^{s \cdot k}\right]\right|^{2}
$$

for $k \in\{0,1\}^{n}$.
However, it can be noted that $\alpha_{k} \neq 0$ if and only if $s \cdot k \equiv 0 \bmod 2$, which happens for half the values of $k$ necessarily. Even more, in those cases the amplitude is equal to $1 / 2^{n-1}$. Analyzing the outcome, we have ended up with some $\tilde{\omega}$ such that $\tilde{\omega} \cdot s \equiv 0 \bmod 2$. If we are able to find $n-1$ linearly independent values of $\tilde{\omega}$, namely $\tilde{\omega}_{1}, \ldots, \tilde{\omega}_{n-1}$, we will arrive at a system of equations whose solutions are 0 and $s$. Before proving this, let us explain the performance of Simon's algorithm with a worked-out example.

### 4.4.2 Example with $n=4$

Let us suppose that we are given as a black box a function that fulfills the requirements of Simon's problem. This function, namely $f:\{0,1\}^{4} \rightarrow\{0,1\}^{4}$, has the following outcome:

Figure 4.3: Circuit representation of Simon's algorithm (one iteration)


Of course, as the function is given as a black box, this information is only available to us if we evaluate $f(j)$ for all $j \in\{0, \ldots, 15\}$. A closer inspection of these values tells us that this function has in fact a xor-mask and that its value is $s=5$. Our objective is to arrive at this knowledge without evaluating $f$ classically for all values in $\{0,1\}^{4}$.

Now, let us suppose that we do not know this information yet. As a start, Simon's algorithm would need the quantum state

$$
\left|\psi_{0}\right\rangle_{4,4}=|0\rangle_{4} \otimes|0\rangle_{4} .
$$

After applying the Hadamard gate, we would obtain

$$
\left|\psi_{1}\right\rangle_{4,4}=\frac{1}{16} \sum_{j=0}^{15}|j\rangle_{4} \otimes|0\rangle_{4}
$$

and, after the oracle gate, our system is in the state

$$
\left|\psi_{2}\right\rangle_{4,4}=\frac{1}{16} \sum_{j=0}^{15}|j\rangle_{4} \otimes|f(j)\rangle_{4}
$$

If we make use of the information we know (but we should not!) about $f$, we could see the previous equation as:

$$
\begin{aligned}
\left|\psi_{2}\right\rangle_{4,4}=\frac{1}{8}[ & \left(|0\rangle_{4}+|5\rangle_{4}\right) \otimes|0\rangle_{4}+\left(|1\rangle_{4}+|4\rangle_{4}\right) \otimes|1\rangle_{4}+\left(|2\rangle_{4}+|7\rangle_{4}\right) \otimes|2\rangle_{4}+ \\
& \left(|3\rangle_{4}+|6\rangle_{4}\right) \otimes|3\rangle_{4}+\left(|8\rangle_{4}+|13\rangle_{4}\right) \otimes|4\rangle_{4}+\left(|9\rangle_{4}+|12\rangle_{4}\right) \otimes|5\rangle_{4}+ \\
& \left.\left(|10\rangle_{4}+|15\rangle_{4}\right) \otimes|6\rangle_{4}+\left(|11\rangle_{4}+|14\rangle_{4}\right) \otimes|7\rangle_{4}\right]
\end{aligned}
$$

Please note again that the previous state is actually happening inside our quantum computer whether or not we know the values for $f(j)$. As we have constructed our oracle gate using $f$ as a black box, it necessarily has the previous effect on the Hadamard state.

Up until now all steps were deterministic. However, the next step, the measurement of the second register, will have a non-deterministic outcome. Let us suppose that we measure it and obtain, for example, the value $\tilde{\delta}=6$. Necessarily, our quantum system is now in the state

$$
\left|\psi_{3}\right\rangle_{4}=\frac{1}{\sqrt{2}}\left(|10\rangle_{4}+|15\rangle_{4}\right)
$$

and, if we apply now the Hadamard transform, we end up with

$$
\left|\psi_{4}\right\rangle_{4}=\frac{1}{\sqrt{2^{5}}} \sum_{k=0}^{15}(-1)^{\tilde{j} \cdot k}\left[1+(-1)^{s \cdot k}\right]|k\rangle_{n},
$$

where $\tilde{j} \in f^{-1}(6)=\{10,15\}$ and $s$ is the (yet unknown!) xor-mask of $f$.
As can be seen, the values we get of $\tilde{j}$ and $\tilde{\delta}$ are unimportant. What we need is the outcome of the measurement of our quantum system at this moment. As previously said, we will end up with a number $\tilde{\omega}$ such that $s \cdot \tilde{\omega}=0 \bmod 2$. In this case, $\tilde{\omega} \in\{0,2,5,7,8,10,13\}$ for $s=5$, where all of them have the same probability of coming up.

Let us suppose that we have run three complete iterations of Simon's algorithm, and obtain $\tilde{\omega}_{1}=2, \tilde{\omega}_{2}=7$ and $\tilde{\omega}_{3}=10$. Thus, draining from the fact that $\tilde{\omega}_{i} \cdot s=0$ $\bmod 2$ for all of them, if we define $s=s_{3} s_{2} s_{1} s_{0}$ as the bitwise representation of $s$ (with $s_{i} \in\{0,1\}$ ), we can consider the system of equations
with each one of the equations giving us respectively the following set of solutions:

$$
\begin{aligned}
\Omega_{1} & =\{0,1,4,5,8,9,12,13\} \\
\Omega_{2} & =\{0,3,5,6,8,11,13,14\} \\
\Omega_{3} & =\{0,1,4,5,10,11,14,15\}
\end{aligned}
$$

Clearly, as our xor-mask $s$ must satisfy all previous equations, we can deduce that $s \in \Omega_{1} \cap \Omega_{2} \cap \Omega_{3}=\{0,5\}$ and, as $s \neq 0$ by definition, we can conclude that our xor-mask is, in fact, $s=5$. Note that as the process of obtaining the different values for $\tilde{\omega}$ is non-deterministic, the remaining question is this: how many times do we have to execute Simon's algorithm in order to obtain such a system with enough probability?

### 4.4.3 Proof of correctness

Theorem 4.4.1. Simon's algorithm finds the correct solution for Simon's problem in $\mathcal{O}(n)$ steps with probability greater than $1 / 3$.

Proof. Let us suppose that we have obtained $m$ linearly independent equations, namely with $\tilde{\omega}_{1}, \ldots, \tilde{\omega}_{m}$. Then, the probability of obtaining another linearly independent equation in the next interation of Simon's algorithm is

$$
\frac{2^{n}-2^{m}}{2^{n}}
$$

Thus, assuming $n \geq 3$, the probability of obtaining $n-1$ linearly independent equations after $n-1$ iterations of Simon's algorithm is

$$
P=\left(1-\frac{1}{2^{n}}\right)\left(1-\frac{2}{2^{n}}\right) \cdots\left(1-\frac{2^{n-2}}{2^{n}}\right) \geq\left(1-\sum_{k=2}^{n} \frac{1}{2^{k}}\right) \geq \frac{2^{n-1}-1}{2^{n}}>\frac{1}{3}
$$

Even though Simon's algorithm is of little practical use in precisely the same way as Deutsch's and Deutsch-Jozsa's are, it shows once more that there exist problems such that a quantum computer is capable of solving them efficiently while a classical one is not. In fact, Simon's algorithm shows that there exist problems such that a quantum Turing machine is exponentially faster than a probabilistic Turing machine [91]. The difference between Simon's and Deutsch-Jozsa is that the latter can be solved by a PTM with an arbitrarily small error, while the former would take an exponential time to solve with such a machine. Finally, although Simon's algorithm stablishes an oracle separation between BPP and BQP, we still do not know if BPP $\neq \mathrm{BQP}$, as Simon's problem depends on a black box. An adiabatic version of Simon's algorithm can be found in [66].

### 4.5 Shor's Factoring Algorithm

### 4.5.1 Introduction

Let us begin with a problem in number theory that stems from one of the most well known theorems of all time:

Definition 4.5.1. Let $N \in \mathbb{Z}_{\geq 0}$, the fundamental theorem of arithmetic tells us that there exists a unique factorization of $N$ as a product of prime powers:

$$
N=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{\alpha_{k}}=\prod_{i=1}^{k} p_{i}^{\alpha_{i}} .
$$

The prime factorization problem, or PFP , is the problem of finding such a factorization for a given number $N \in \mathbb{Z}_{\geq 0}$.

Many mathematicians have worked on algorithms that calculate the prime factorization of an integer. To understand the ideas behind the most recent solutions to this problem, we must go back to the 17 th Century, when a French lawyer called Pierre de Fermat (1607-1665) invented an elegant factorization method that today bears his name. Fermat's method consists in representing an odd number $N$ as a difference of squares, which is easily proven to exist. Then, as $N=n^{2}-m^{2}=(n+m)(n-m)$, we have that $\operatorname{gcd}(n+m, N)$ and $\operatorname{gcd}(n-m, N)$ are non-trivial factors of $N$.

But it was not until the beginning of the 20th Century that some improvements were made, as mathematicians like Maurice Kraitchik in 1922 [78], Derrick Henry Lehmer and Ralph Ernest Powers in 1931 [81], Michael A. Morrison and John Brillhart in 1975 [90] and Richard Schroeppel at the end of the 1970s (unpublished, but described in [94]) developed factorization methods whose ideas were around the original Fermat's method. These upgrades eventually arrived at its maximum expression with the Quadratic Sieve developed by Carl Pomerance in 1984 [95] and the General Number Field Sieve due to John Pollard in 1989 [82, 21]. For more information about the story behind the evolution of Fermat's idea, see 96].

The two previous methods are currently the most efficient classical algorithms for factoring an integer. However, they still have a problem: their computational complexity is super-polynomial in the number $\log N$ of digits in $N$. In fact, the GNFS, which has proven to be the most efficient known classical algorithm for factoring integers larger than $10^{100}$, has the following computational order:

$$
\mathcal{O}\left(e^{(\log N)^{\frac{1}{3}}(\log \log N)^{\frac{2}{3}}}\right)
$$

Unfortunately, Pollard's method has the constraints of any super-polynomial algorithm and, at the present time, no known ponynomial-time classical algorithm exists for the factoring problem -i.e., PFP is not known to be in P-. Nevertheless, verifying that a candidate solution for this problem is in fact the actual solution is computationally easy; thus, PFP is in NP.

There is a very well known result in computational complexity theory, due to American computer scientist Richard E. Ladner (b. 1943) [79], that tells us the following: if $\mathrm{P} \neq \mathrm{NP}$, then there exists a non-empty class, called NP-intermediate, that contains all problems in NP which are neither in the class P nor in NP-complete. It is widely believed that the prime factorization problem is inside this class.

What we surely know, thanks to American mathematician Peter W. Shor (b. 1959) and its acclaimed polynomial-time quantum algorithm for prime factorization [105], is that the PFP is in BQP. The objective of this subsection is to describe such result. For that, we shall first define Shor's algorithm as a classical one that relies on a black box that finds the multiplicative order of $a$ modulo $n$. Next, we will provide a quantum algorithm that substitutes that black box. Finally, we will describe its performance via a worked-out example.

### 4.5.2 Definition: Classical part

Let $N \in \mathbb{Z}_{\geq 0}$, we proceed to define Shor's algorithm for factoring $N$.
STEP 1
$x \leftarrow$ random integer such that $1<x<N$
$d \leftarrow \operatorname{gcd}(x, N)$

It is clear that, if $d>1$, we have already found a factor of $N$. However, the probability of such an unlikely event is small, and in this case we proceed to next step. Note that the computational complexity of this step -i.e., of calculating the greatest common divisor of $x$ and $N$ - has order $\mathcal{O}\left(\log ^{2} N\right)$ [76].

STEP 2

$$
r \leftarrow O_{N}(x)
$$

This is the step that we shall resolve with the aid of a quantum computer, as will be explained later. For now, let us recall that the multiplicative order of $x$ modulo $N$, provided that $\operatorname{gcd}(x, N)=1$, is defined as

$$
O_{N}(x)=\min \left\{r \in \mathbb{Z}_{>0}: x^{r} \equiv 1 \quad \bmod N\right\} .
$$

Calculating the multiplicative order is a hard problem in the general case, and the best known classical algorithm that solves it has a super-polynomial computational complexity [36].

Right now, we have obtained a certain $r$ such that $r=O_{N}(x)$. However, not any value of $r$ serves our purposes. At the end of this step, we shall check if $r$ is an even number and, if that holds, we have to also check if $x^{r / 2}+1 \not \equiv 0 \bmod N$. If any of those two conditions fail, we shall go back to the beginning of the algorithm, and repeat it again with a different random value for $x$. The unavoidable question is: what is the probability of not making it?

Theorem 4.5.2. Let $N \in \mathbb{Z}_{\geq 0}$ such that $2 \nmid N$ and whose prime factorization is

$$
N=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{\alpha_{k}} .
$$

Suppose $x$ is chosen at random, with $1<x<N$ and $\operatorname{gcd}(x, N)=1$, and let $r=O_{N}(x)$. Then:

$$
\operatorname{Prob}\left[(2 \mid r) \wedge\left(x^{r / 2}+1 \not \equiv 0 \bmod N\right)\right] \geq 1-\frac{1}{2^{k-1}}
$$

Proof. 48] Appendix B.

In other words, the probability of obtaining a number $x$ that fulfills all the conditions of the algorithm is greater than $1 / 2$ in the worst case (i.e., when $N$ has only two different prime factors).

STEP 5
$d_{1} \leftarrow \operatorname{gcd}\left(x^{r / 2}+1, N\right)$
$d_{2} \leftarrow \operatorname{gcd}\left(x^{r / 2}-1, N\right)$

As $2 \mid r$ and $x^{r / 2}+1 \not \equiv 0 \bmod N$, it is easy to see that

$$
x^{r}-1 \equiv\left(x^{r / 2}-1\right)\left(x^{r / 2}+1\right) \equiv 0 \bmod N .
$$

We can conclude that $d_{1}$ and $d_{2}$ are non-trivial factors of $N$, thus accomplishing the main purpose of the algorithm. As promised, what remains to be seen is the calculus of the multiplicative order of $x$ modulo $N$ with the help of a quantum computer. We proceed to describe this process.

### 4.5.3 Definition: Quantum part (order finding)

SETUP
$\left|\psi_{0}\right\rangle_{t, n} \leftarrow|0\rangle_{t} \otimes|0\rangle_{n}$

First, we need a quantum computer with two registers of sizes $t$ and $n$ respectively, where $n=\left\lceil\log _{2} N\right\rceil$ and $t=2 n$-the reason behind this will be clear later-. All qubits are initialized at 0 .

## STEP 2.1

$$
\left|\psi_{1}\right\rangle_{t, n} \leftarrow\left(\boldsymbol{H}^{\otimes t} \otimes \boldsymbol{I}^{\otimes n}\right)\left(\left|\psi_{0}\right\rangle_{t, n}\right)
$$

This transformation is now a common factor of our quantum algorithms and there is no need of explaining it furthermore. The crucial point is that after its application the first register is in a superposition of all states of the computational basis with equal amplitudes given by $1 / \sqrt{2^{t}}$. More precisely:

$$
\left|\psi_{1}\right\rangle_{t, n}=\frac{1}{\sqrt{2^{t}}} \sum_{j=0}^{2^{t}-1}|j\rangle_{t} \otimes|0\rangle_{n}
$$

STEP 2.2

$$
\left|\psi_{2}\right\rangle_{t, n} \leftarrow M_{x, N}\left(\left|\psi_{1}\right\rangle_{t, n}\right)
$$

Let $n, t, x$ and $N$ defined as in the context of this algorithm, the modular exponentiation gate is the unitary operator that has the following effect on the basis states of a quantum system:

$$
\boldsymbol{M}_{x, N}:|j\rangle_{t} \otimes|k\rangle_{n} \rightarrow|j\rangle \otimes\left|k+x^{j} \bmod N\right\rangle .
$$

This transformation is unitary, and its construction takes $\mathcal{O}\left(\log ^{3} N\right)$ steps [105]. Thus, as will be clear at the end of this subsection, it represents the bottleneck of Shor's algorithm.

$$
\begin{aligned}
\left|\psi_{2}\right\rangle_{t, n} & =\boldsymbol{M}_{x, N}\left(\left|\psi_{1}\right\rangle_{t, n}\right) \\
& =\frac{1}{\sqrt{2^{t}}} \sum_{j=0}^{2^{t}-1} \boldsymbol{M}_{x, N}\left(|j\rangle_{t} \otimes|0\rangle_{n}\right) \\
& =\frac{1}{\sqrt{2^{t}}} \sum_{j=0}^{2^{t}-1}|j\rangle_{t} \otimes\left|x^{j} \bmod N\right\rangle_{n}
\end{aligned}
$$

Thanks again to quantum parallelism, we have now generated all powers of $x$ modulo $N$ simultaneously. From now on, in order to make the tracking of the algorithm cleaner, we shall suppose that $r$ is a power of 2 . In this case, our current quantum state can be expressed as follows:

$$
\left|\psi_{2}\right\rangle_{t, n}=\frac{1}{\sqrt{2^{t}}} \sum_{b=0}^{r-1}\left[\left(\sum_{a=0}^{\frac{2^{t}}{r}-1}|a r+b\rangle_{t}\right) \otimes\left|x^{b} \bmod N\right\rangle_{n}\right]
$$

The general case where $r$ may not be a power of 2 is more difficult to express, and is better to explain it in the part devoted to the example.

## $\mathbb{S T E P} 2.3$

$\tilde{\delta} \leftarrow$ measure the second register
$\left|\psi_{3}\right\rangle_{t} \leftarrow\left|\psi_{2}\right\rangle_{t, n}$ after measuring the second register

Let us suppose that, for a certain $b_{0} \in\{0, \ldots, r-1\}$, we obtain the value $\tilde{\delta}=x^{b_{0}}$ $\bmod N$. Thus, the computer is now in the following quantum state:

$$
\left|\psi_{3}\right\rangle_{t}=\sqrt{\frac{r}{2^{t}}} \sum_{a=0}^{\frac{2^{t}}{r}-1}\left|a r+b_{0}\right\rangle_{t} .
$$

Note that now we only have $2^{t} / r$ terms in the sum, instead of the previous $2^{t}$ ones, and that the value we are looking for (i.e., $r$ ) is beginning to surface inside our quantum system in the form of a period. The next step will provide us with a tool capable of extracting this period from a quantum state.

STEP 2.4
$\left|\psi_{4}\right\rangle_{t} \leftarrow \boldsymbol{F}_{n}\left(\left|\psi_{3}\right\rangle_{t}\right)$

This step requires that we define a new quantum gate: the quantum discrete Fourier transform, or QFT, whose effect on the quantum basis states is:

$$
\boldsymbol{F}_{n}:|j\rangle_{n} \rightarrow \frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1} e^{-2 \pi i j k / 2^{n}}|k\rangle_{n}
$$

After applying the QFT to the first register, we can express the obtained state as follows:

$$
\begin{aligned}
\left|\psi_{4}\right\rangle_{t} & =\boldsymbol{F}_{t}\left(\left|\psi_{3}\right\rangle_{t}\right) \\
& =\sqrt{\frac{r}{2^{t}}} \sum_{a=0}^{\frac{2^{t}}{r}-1} \boldsymbol{F}_{t}\left(\left|a r+b_{0}\right\rangle_{t}\right) \\
& =\sqrt{\frac{r}{2^{t}}} \sum_{a=0}^{\frac{2^{t}}{r}-1}\left(\frac{1}{\sqrt{2^{t}}} \sum_{j=0}^{2^{t}-1} e^{-2 \pi i j\left(a r+b_{0}\right) / 2^{t}}|j\rangle_{t}\right) \\
& =\frac{1}{\sqrt{r}}\left(\sum_{j=0}^{2^{t}-1}\left[\frac{r}{2^{t}} \sum_{a=0}^{\frac{2^{t}}{r}-1} e^{\frac{-2 \pi i j a}{2^{t} / r}}\right] e^{-2 \pi i j b_{0} / 2^{t}}|j\rangle_{t}\right) \\
& =\frac{1}{\sqrt{r}}\left(\sum_{k=0}^{r-1} e^{-2 \pi i \frac{k}{r} b_{0}}\left|\frac{k 2^{t}}{r}\right\rangle_{t}\right)
\end{aligned}
$$

Please note that, in order to arrive at the last version of the state, we have just rearranged the summation order while also using the following property of the exponential sums:

$$
\frac{1}{N} \sum_{j=0}^{N-1} e^{2 \pi i j k / N}=\left\{\begin{array}{l}
1 \text { if } N \mid k \\
0 \text { otherwise }
\end{array}\right.
$$

then we can rewrite the state as:

$$
\left|\psi_{4}\right\rangle=\frac{1}{\sqrt{r}}\left(\sum_{k=0}^{r-1} e^{-2 \pi i \frac{k}{r} b_{0}}\left|\frac{k 2^{t}}{r}\right\rangle_{t}\right)\left|x^{b_{0}}\right\rangle_{n}
$$

Now, at last, it is time to measure the first register.

## STEP 2.5

$\tilde{\omega} \leftarrow$ measure $\left|\psi_{4}\right\rangle_{t}$

We obtain, for some unknown $k_{0} \in\{0, \ldots, r-1\}$ (the probability of obtaining each of them is the same, but this changes in the general case where $r$ may not be a power of 2 ):

$$
\tilde{\omega}=\frac{k_{0} 2^{t}}{r}
$$

If $\tilde{\omega}=0$, we obtain no information and we must come back to the beginning. If, otherwise, $\tilde{\omega} \neq 0$, we can obtain some information about $r$ (or the actual value
of $r$ indeed), just by putting $\tilde{\omega} / 2^{t}$ as a fraction in lowest terms and taking the denominator. If we call $c$ that denominator and $x^{c} \not \equiv 1 \bmod N$, then $c$ is a factor of $r$. If, on the other hand $x^{c} \equiv 1 \bmod N$, then $r=c$ and we have obtained the multiplicative order of $x$ modulo $N$. In the former case, we should rerun the quantum part of Shor's algorithm with $x^{c}$ instead of with $x$, and by repeating this process a finite number of times we shall end up with the correct value of $r$. Now let us show with an example how Shor's Algorithm works for a particular input.

### 4.5.4 Example: Factoring 217

We want to find the prime factors of 217 using Shor's Factoring Algorithm. First, the algorithm chooses a random integer $x$ such that $1<x<217$. Let us suppose that we obtain $x=5$, which fulfills the first condition: $\operatorname{gcd}(5,217)=1$. Now is the time of finding the multiplicative order of 5 modulo 217 , which is achieved with the help of a quantum computer.

We calculate $t$ and $n$ and initialize the quantum system. In this case, $n=$ $\left\lceil\log _{2} 217\right\rceil=8$ and consequently $t=2 n=16$. Thus, our quantum registers have the following initial states:

$$
\left|\psi_{0}\right\rangle_{16,8} \leftarrow|0\rangle_{16} \otimes|0\rangle_{8}
$$

Next, we apply the Hadamard transformation, hence obtaining a superposition of all basis states in the first register, all with identical amplitudes. This way, all integers between 0 and $2^{16}-1$ are now somewhere in the first register.

$$
\left|\psi_{1}\right\rangle_{16,8} \leftarrow\left(\boldsymbol{H}^{\otimes 16} \otimes \boldsymbol{I}^{\otimes 8}\right)\left(\left|\psi_{0}\right\rangle_{16,8}\right)
$$

$$
\left|\psi_{1}\right\rangle_{16,8}=\frac{1}{\sqrt{2^{16}}} \sum_{j=0}^{2^{16}-1}|j\rangle_{16} \otimes|0\rangle_{8}
$$

Afterwards, we apply the quantum gate that calculates the powers of 5 modulo 217 , which has the following effect.

$$
\left|\psi_{2}\right\rangle_{16,8} \leftarrow \boldsymbol{M}_{5,217}\left(\left|\psi_{1}\right\rangle_{16,8}\right)
$$

$$
\begin{aligned}
\left|\psi_{2}\right\rangle_{16,8} & =\boldsymbol{M}_{5,217}\left(\left|\psi_{1}\right\rangle_{16,8}\right) \\
& =\frac{1}{\sqrt{2^{16}}} \sum_{j=0}^{2^{16}-1} \boldsymbol{M}_{5,217}\left(|j\rangle_{16} \otimes|0\rangle_{8}\right) \\
& =\frac{1}{\sqrt{2^{16}}} \sum_{j=0}^{2^{16}-1}|j\rangle_{16} \otimes\left|5^{j} \bmod 217\right\rangle_{8}
\end{aligned}
$$

If we expand the sum, we can alternatively express the result as follows (please note that, for the sake of simplicity, we have omitted the subindices and the tensor product operators):

$$
\begin{array}{r}
\left|\psi_{2}\right\rangle=\frac{1}{\sqrt{2^{16}}}(|0\rangle|1\rangle+|1\rangle|5\rangle+|2\rangle|25\rangle+|3\rangle|125\rangle+|4\rangle|191\rangle+|5\rangle|87\rangle+ \\
|6\rangle|1\rangle+|7\rangle|5\rangle+|8\rangle|25\rangle+|9\rangle|125\rangle+|10\rangle|191\rangle+|11\rangle|87\rangle+ \\
|12\rangle|1\rangle+|13\rangle|5\rangle+|14\rangle|25\rangle+|15\rangle|125\rangle+|16\rangle|191\rangle+|17\rangle|87\rangle+ \\
|18\rangle|1\rangle+|19\rangle|5\rangle+|20\rangle|25\rangle+|21\rangle|125\rangle+|22\rangle|191\rangle+|23\rangle|87\rangle+ \\
|24\rangle|1\rangle+|25\rangle|5\rangle+|26\rangle|25\rangle+|27\rangle|125\rangle+|28\rangle|191\rangle+|29\rangle|87\rangle+ \\
|30\rangle|1\rangle+\ldots)
\end{array}
$$

After a close inspection, we can observe that the values on the second register are periodic. If we make common factor, we end up with the state:

$$
\begin{aligned}
&\left|\psi_{2}\right\rangle=\frac{1}{\sqrt{2^{16}}}(||0\rangle+| 6\rangle+|12\rangle+|18\rangle+\ldots+|65526\rangle+|65532\rangle)|1\rangle+ \\
&(|1\rangle+|7\rangle+|13\rangle+|19\rangle+\ldots+|65527\rangle+|65533\rangle)|5\rangle+ \\
&(|2\rangle+|8\rangle+|14\rangle+|20\rangle+\ldots+|65528\rangle+|65534\rangle)|25\rangle+ \\
&(|3\rangle+|9\rangle+|15\rangle+|21\rangle+\ldots+|65529\rangle+|65535\rangle)|125\rangle+ \\
&(|4\rangle+|10\rangle+|16\rangle+|22\rangle+\ldots+|65530\rangle)|191\rangle+ \\
&(|5\rangle+|11\rangle+|17\rangle+|23\rangle+\ldots+|65531\rangle)|87\rangle)
\end{aligned}
$$

Thanks to this representation, it is easier to understand what will happen if we measure the second register.
$\tilde{\delta} \leftarrow$ measure the second register
$\left|\psi_{3}\right\rangle_{16} \leftarrow\left|\psi_{2}\right\rangle_{16,8}$ after measuring the second register
It is clear that we shall obtain a value $\tilde{\delta}$ such that $\tilde{\delta}=5^{\tilde{j}} \bmod 217$ for a certain $\tilde{j} \in\left\{0, \ldots, 2^{16}-1\right\}$. Thus, $\tilde{\delta} \in\{1,5,25,125,191,87\}$ (which are the powers of 5 modulo 217). Let us suppose that we get $\tilde{\delta}=25$. The register will collapse into $|25\rangle$ and all other possible values will be destroyed and gone forever, the information about the rest of possible powers of 5 modulo 217 lost. However, the first register will also collapse into the values that were tensored with $|25\rangle$, thus discarding the remaining ones. What interests us is that all the basis states tensored with $|25\rangle$ correspond with the exponents $\tilde{j}$ such that $\tilde{\delta}=5^{\tilde{j}} \bmod 217$. More specifically:

$$
\begin{aligned}
\left|\psi_{3}\right\rangle_{16} & =\frac{1}{\sqrt{10923}}\left(|2\rangle_{16}+|8\rangle_{16}+|14\rangle_{16}+|20\rangle_{16}+\ldots+|65528\rangle_{16}+|65534\rangle_{16}\right) \\
& =\frac{1}{\sqrt{10923}}\left(\sum_{a=0}^{10922}|6 a+2\rangle_{16}\right)
\end{aligned}
$$

A pattern has arisen, as the basis states on the first register display some periodic behavior. This period naturally corresponds with the multiplicative order of 5 modulo 217, which happens to be equal to 6 . Of course, this information is yet
hidden to us, we are just using some knowledge of the problem for providing a mathematical explanation of the performance of the algorithm in this particular case. On the other hand, the constant 10923 is just a normalization of the amplitudes after the collapse of the register, corresponding to the total number of exponents that return 25 modulo 217 between 0 and $2^{16}-1$.

As explained previously, if we want to obtain the period from within the bowels of our quantum system, we should use the quantum Fourier transform:

$$
\left|\psi_{4}\right\rangle_{16} \leftarrow \boldsymbol{F}_{16}\left(\left|\psi_{3}\right\rangle_{16}\right)
$$

$$
\begin{aligned}
\left|\psi_{4}\right\rangle_{16} & =\boldsymbol{F}_{16}\left(\left|\psi_{3}\right\rangle_{16}\right) \\
& =\boldsymbol{F}_{16}\left(\frac{1}{\sqrt{10923}} \sum_{a=0}^{10922}|6 a+2\rangle_{16}\right) \\
& =\frac{1}{\sqrt{10923}} \sum_{a=0}^{10922} \boldsymbol{F}_{16}\left(|6 a+2\rangle_{16}\right) \\
& =\frac{1}{\sqrt{10923}} \sum_{a=0}^{10922}\left(\frac{1}{\sqrt{2^{16}}} \sum_{k=0}^{2^{16}-1} e^{-2 \pi i \frac{(6 a+2) k}{2^{16}}}|k\rangle_{16}\right) \\
& =\frac{1}{\sqrt{2^{16}}} \sum_{k=0}^{2^{16}-1}\left(\left[\frac{1}{\sqrt{10923}} \sum_{a=0}^{10922} e^{-2 \pi i \frac{6 a k}{2^{16}}}\right] e^{-2 \pi i \frac{2 k}{2^{16}}}|k\rangle_{16}\right)
\end{aligned}
$$

Thus, we end up again with a distribution of the amplitudes defined by

$$
\alpha_{k}=\frac{1}{\sqrt{2^{16} \cdot 10923}}\left(\sum_{a=0}^{10922} e^{-2 \pi i \frac{6 k}{2^{16}}}\right) e^{-2 \pi \frac{2 k}{2^{16}}},
$$

which gives us the following probability distribution:

$$
\left|\alpha_{k}\right|^{2}=\frac{1}{2^{16} \cdot 10923}\left|\sum_{a=0}^{10922} e^{-2 \pi i \frac{6 j a}{26}}\right|^{2}
$$

with $k=0, \ldots, 2^{16}-1$. If we represent this distribution in a graph, it is easier to understand the final steps of the algorithm.

$\tilde{\omega} \leftarrow$ measure $\left.\left|\psi_{4}\right\rangle_{16}\right)$

We then measure the first register, and obtain non-deterministically a value from one of the seven peaks. The first peak yields a 0 , thus forcing us to start again the quantum part of the algorithm. If, otherwise, we obtain a value from the other six peaks, we can retrieve (using continued fractions) the order $r$ or a factor of $r$ from it.

Let us explain this last step more formally (we took details for this from [84]). We recall that a continued fraction is represented as

$$
\left[a_{0} ; a_{1}, \ldots, a_{K}\right]=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{a_{3}+\frac{1}{\cdots+\frac{1}{a_{K}}}}}}
$$

where $a_{0} \in \mathbb{Z}_{\geq 0}$ and $a_{1}, \ldots, a_{K} \in \mathbb{Z}_{>0}$. Let $\left[a_{0} ; a_{1}, \ldots, a_{K}\right]$, then there exists a unique $q \in \mathbb{Q}_{>0}$ such that $q=\left[a_{0} ; a_{1}, \ldots, a_{K}\right]$. We define the $k$-th convergent of [ $a_{0} ; a_{1}, \ldots, a_{K}$ ], where $0 \leq k<K$, as

$$
q_{k}=\left[a_{0} ; a_{1} \ldots, a_{k}\right] .
$$

Provided a certain $q \in \mathbb{Q}_{>0}$, we can compute the members of its corresponding continued fraction as follows:

$$
\begin{aligned}
a_{0} & \leftarrow\lfloor q\rfloor \\
q_{0} & \leftarrow q-a_{0} \\
a_{k+1} & \leftarrow\left\lfloor 1 / q_{k}\right\rfloor \\
q_{k+1} & \leftarrow 1 / q_{k}-a_{k+1}
\end{aligned}
$$

Even more, each of the convergents $q_{k}$ can be expressed as $q_{k}=b_{k} / c_{k}$, where $\operatorname{gcd}\left(b_{k}, c_{k}\right)=1$ and

$$
\begin{aligned}
b_{0} & \leftarrow a_{0} \\
c_{0} & \leftarrow 1 \\
b_{1} & \leftarrow a_{0} a_{1}+1 \\
c_{1} & \leftarrow a_{1} \\
b_{k+2} & \leftarrow a_{k+2} b_{k+1}+b_{k} \\
c_{k+2} & \leftarrow a_{k+2} c_{k+1}+c_{k}
\end{aligned}
$$

It can be proven [84] that we can obtain the period $r$ (or a non trivial factor of it) from $\tilde{w}$ with the following algorithm: starting at $k=1$, we compute $b_{k}$ and $c_{k}$ as previously explained from the continued fraction of $q=\tilde{w} / 2^{n}$. Then, we check if

$$
x^{c_{k}} \equiv 1 \quad \bmod N .
$$

If the answer is affirmative, we have obtained the order $r$ or a factor of it; if not, we do it again for $k+1$.

For example, a possible value from the second peak is 10915 , and if we divide it by $2^{16}$ we obtain the continued fraction

$$
\frac{10915}{65536}=[0 ; 6,237,3,1,1,6],
$$

whose first convergent is $\frac{1}{6}$. Thus, as $5^{6} \equiv 1 \bmod 217$ we have that the order (or a factor of it) is 6 .

Another possible example is 32763 , a value from the middle peak. Doing the same operation:

$$
\frac{32763}{65536}=[0 ; 2,3276,3,3]
$$

from where we obtain a first convergent of $\frac{1}{2}$. In both cases, we have to verify if 6 and 2 are, respectively, the order of 5 . The first case returns a positive answer, but the second forces us to restart the algorithm to get the order of $5^{2}$. In any case, after a finite number of iterations we finally obtain $r=6$.

Remains to be seen if $x=5$ and $r=6$ fulfill the final conditions of the algorithm. As 6 is an even number, and $5^{6 / 2}+1=126 \neq 0 \bmod 217$, we can finally proceed to the last step. As explained, we can calculate now two non-trivial factors of 217:

$$
d_{1}=\operatorname{gcd}(126,217)=7
$$

and

$$
d_{2}=\operatorname{gcd}(124,217)=31,
$$

which in fact are the only prime factors of 217 . Thus ends Shor's algorithm for this particular case.

$$
217=7 \times 31
$$

The first experimental demonstration of Shor's factoring algorithm came in 2001, [113] when a group at IBM factored 15 into 3 and 5 using a nuclear magnetic resonance (NMR) quantum computer with seven spin- $1 / 2$ nuclei in a molecule as qubits. In 2007, Shor's algorithm was implemented with photonic qubits by two different groups [80, 85], with both of them observing quantum entanglement in the process. In 2012, number 143 was factored with the help of an adiabatic quantum computer [114].

### 4.6 Grover's Search Algorithm

### 4.6.1 Definition

Grover's search algorithm was first described by Indian-American computer scientist Lov K. Grover (b. 1961) in [63, 64, 65], hence its name. The original aim of Grover's algorithm is the following: we have an unstructured and disorganized database with $2^{n}$ elements, identified from now on with the indices $0, \ldots, 2^{n}-1$, and we want to find one that satisfies a certain property. The algorithm leans on two hypotheses: first, that such an element exists inside the database; and second, that this element is unique.

If we are to search for this mentioned element with a classical computer, in the worst case we will have to check all members of the database, which tells us that this problem has a classical computational complexity of $\mathcal{O}\left(2^{n}\right)$. As will be shown, Grover's quantum search algorithm will make only $\mathcal{O}\left(\sqrt{2^{n}}\right)$ queries to the database, thus strictly improving the performance of its classical counterpart.

## SETUP

$$
\left|\psi_{0}\right\rangle_{n, 1} \leftarrow|0\rangle_{n} \otimes|1\rangle
$$

We need a quantum computer with $n+1$ qubits, where the first $n$ qubits will be initialized at $|0\rangle$ and the remaining one at $|1\rangle$.

$$
\left|\psi_{1}\right\rangle_{n, 1} \leftarrow \boldsymbol{H}^{\otimes n+1}\left(\left|\psi_{0}\right\rangle_{n, 1}\right)
$$

In the first proper step of the algorithm, we apply the Hadamard quantum gate to all the qubits in our system. This way, the obtained result is a combination of all basis states inside our first $n$ qubits, and the $|-\rangle$ state in the remaining one.

$$
\begin{aligned}
\left|\psi_{1}\right\rangle_{n, 1} & =\boldsymbol{H}^{\otimes n+1}\left(\left|\psi_{0}\right\rangle_{n, 1}\right) \\
& =\boldsymbol{H}^{\otimes n+1}\left(|0\rangle_{n} \otimes|1\rangle\right) \\
& =\left(\boldsymbol{H}^{\otimes n}|0\rangle_{n}\right) \otimes(\boldsymbol{H}|1\rangle) \\
& =(\boldsymbol{H}|0\rangle)^{\otimes n} \otimes(\boldsymbol{H}|1\rangle) \\
& =\left(\frac{|0\rangle+|1\rangle}{\sqrt{2}}\right)^{\otimes n} \otimes\left(\frac{|0\rangle-|1\rangle}{\sqrt{2}}\right) \\
& =\left(\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1}|j\rangle_{n}\right) \otimes|-\rangle
\end{aligned}
$$

For the sake of simplicity, we reintroduce a useful quantum state that will appear many times throughout the rest of the algorithm. It will also be needed in order to define one of the key quantum gates of Grover's Search method, as will be shown in the next step.

$$
|\gamma\rangle_{n}=\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1}|j\rangle_{n}
$$

This definition helps us to express our quantum state as follows:

$$
\left|\psi_{1}\right\rangle_{n, 1}=|\gamma\rangle_{n} \otimes|-\rangle
$$

STEP 2.1

$$
\left|\psi_{2}\right\rangle_{n, 1} \leftarrow \boldsymbol{O}_{f}\left(\left|\psi_{1}\right\rangle_{n, 1}\right)
$$

The next step of the algorithm leans on the following assumption: we can build a quantum gate, called $\boldsymbol{O}_{f}$, that makes use of a function capable of recognizing the element of the database we are searching for. This function $f$ can be defined as follows (note that the desired element is identified by the unknown index $j_{0} \in$ $\left\{0, \ldots, 2^{n}-1\right\}$ ).

$$
f(j)= \begin{cases}1 & \text { if } j=j_{0} \\ 0 & \text { otherwise }\end{cases}
$$

The $\boldsymbol{O}_{f}$ quantum gate is in fact the oracle gate described in previous algorithms, which has the following effect on the basis states of a $n+1$-qubit system

$$
\boldsymbol{O}_{f}:|j\rangle_{n} \otimes|k\rangle \rightarrow|j\rangle_{n} \otimes|k \oplus f(j)\rangle .
$$

We recall from Deutsch-Jozsa algorithm that the oracle gate has the following effect on the state $|j\rangle_{n} \otimes|-\rangle$ :

$$
\boldsymbol{O}_{f}\left(|j\rangle_{n} \otimes|-\rangle\right)=(-1)^{f(j)}|j\rangle_{n} \otimes|-\rangle
$$

It can be seen that, in those cases, $\boldsymbol{O}_{f}$ inverts the sign of the amplitude corresponding to the basis state that codifies the searched element in the first $n$ qubits, while keeping intact the rest of the amplitudes.

In order to make the explanation and understanding of the algorithm easier and simpler, we introduce another $n$-qubit quantum state,

$$
|\rho\rangle_{n}=\frac{1}{\sqrt{2^{n}-1}} \sum_{\substack{j=0 \\ j \neq j_{0}}}^{2^{n}-1}|j\rangle_{n}
$$

whose relationship with the aforedescribed state $|\gamma\rangle_{n}$ is

$$
|\gamma\rangle_{n}=\frac{\sqrt{2^{n}-1}}{\sqrt{2^{n}}}|\rho\rangle_{n}+\frac{1}{\sqrt{2^{n}}}\left|j_{0}\right\rangle_{n} .
$$

Please note that $|\rho\rangle$ depends on the value of $j_{0}$, but we shall write $|\rho\rangle$ instead of $\left|\rho\left(j_{0}\right)\right\rangle$ for the sake of simplicity. It can be observed that the introduction of $|\rho\rangle_{n}$ helps in the separation of the searched elemenet $\left|j_{0}\right\rangle$ from the rest of the quantum basis states.

Thus, after applying $\boldsymbol{O}_{f}$ to our quantum system it will look like this:

$$
\begin{aligned}
\left|\psi_{2}\right\rangle_{n, 1} & =\boldsymbol{O}_{f}\left(\left|\psi_{1}\right\rangle_{n, 1}\right) \\
& =\boldsymbol{O}_{f}\left(|\gamma\rangle_{n} \otimes|-\rangle\right) \\
& =\boldsymbol{O}_{f}\left(\left(\frac{\sqrt{2^{n}-1}}{\sqrt{2^{n}}}|\rho\rangle_{n}+\frac{1}{\sqrt{2^{n}}}\left|j_{0}\right\rangle_{n}\right) \otimes|-\rangle\right) \\
& =\left(\frac{\sqrt{2^{n}-1}}{\sqrt{2^{n}}}|\rho\rangle_{n}-\frac{1}{\sqrt{2^{n}}}\left|j_{0}\right\rangle_{n}\right) \otimes|-\rangle \\
& =\left(|\gamma\rangle_{n}-\frac{2}{\sqrt{2^{n}}}\left|j_{0}\right\rangle_{n}\right) \otimes|-\rangle
\end{aligned}
$$

The motivation behind the last interpretation of $\left|\psi_{2}\right\rangle_{n, 1}$ will become clear in the next step.

## STEP 2.2

$\left|\psi_{3}\right\rangle_{n, 1} \leftarrow\left(\boldsymbol{\Gamma}_{n} \otimes \boldsymbol{I}\right)\left(\left|\psi_{2}\right\rangle_{n, 1}\right)$

For this step, we must construct a new quantum gate, denoted by $\boldsymbol{\Gamma}_{n}$, that will affect only the first $n$ qubits. The remaining qubit will remain intact - this is represented with the single-qubit identity gate $\boldsymbol{I}-$. The definition of $\boldsymbol{\Gamma}_{n}$ is:

$$
\boldsymbol{\Gamma}_{n}=2|\gamma\rangle_{n}\left\langle\left.\gamma\right|_{n}-\boldsymbol{I}^{\otimes n}\right.
$$

Let us see what happens when we apply this new quantum gate to the first $n$ qubits of our quantum state $\left|\psi_{2}\right\rangle_{n, 1}$ defined in the previous step.

$$
\begin{aligned}
\boldsymbol{\Gamma}_{n}\left(\left|\psi_{2}\right\rangle_{n}\right) & =\left(2|\gamma\rangle_{n}\left\langle\left.\gamma\right|_{n}-\boldsymbol{I}^{\otimes n}\right)\left(|\gamma\rangle_{n}-\frac{2}{\sqrt{2^{n}}}\left|j_{0}\right\rangle_{n}\right)\right. \\
& =2|\gamma\rangle_{n}\langle\gamma \mid \gamma\rangle_{n}-\frac{4}{\sqrt{2^{n}}}|\gamma\rangle_{n}\left\langle\gamma \mid j_{0}\right\rangle_{n}-|\gamma\rangle_{n}+\frac{2}{\sqrt{2^{n}}}\left|j_{0}\right\rangle_{n} \\
& =2|\gamma\rangle_{n}-\frac{4}{2^{n}}|\gamma\rangle_{n}-|\gamma\rangle_{n}+\frac{2}{\sqrt{2^{n}}}\left|j_{0}\right\rangle_{n} \\
& =\frac{2^{n-2}-1}{2^{n-2}}|\gamma\rangle_{n}+\frac{2}{\sqrt{2^{n}}}\left|j_{0}\right\rangle_{n}
\end{aligned}
$$

For this, we have used the definition of the inner product seen in Section 3.3 to calculate

$$
\langle\gamma \mid \gamma\rangle_{n}=1
$$

and

$$
\left\langle\gamma \mid i_{0}\right\rangle_{n}=\frac{1}{\sqrt{2^{n}}}
$$

The $\boldsymbol{\Gamma}_{n}$ gate is also called Grover diffusion operator, and can also be seen as

$$
\boldsymbol{\Gamma}_{n}=\left(\boldsymbol{H}^{\otimes n}\right)\left(2|0\rangle_{n}\left\langle\left. 0\right|_{n}-\boldsymbol{I}^{\otimes n}\right)\left(\boldsymbol{H}^{\otimes n}\right),\right.
$$

which is a much more painless way of implementing it in practice. Steps 2.1 and 2.2 are usually treated as a single step, represented by the Grover gate

$$
\boldsymbol{G}=\left(\boldsymbol{\Gamma}_{n} \otimes \boldsymbol{I}\right)\left(\boldsymbol{O}_{f}\right) .
$$

## STEP 3

In order to achieve the objective of Grover's algorithm, one must apply the $\boldsymbol{G}$ gate repeatedly until the probability of obtaining the index $j_{0}$ is maximal -a general overview of the algorithm can be seen in Figure 4.4-. After the desired probability has been reached, we measure the first $n$-qubit register, and obtain the index $j_{0}$. The optimal number of times $\boldsymbol{G}$ is applied has order $\mathcal{O}\left(\sqrt{2^{n}}\right)$, which will be proved later. But first, let us explain the behavior of the algorithm with an example.


Figure 4.4: Circuit representation of Grover's Search Algorithm

### 4.6.2 Example with $n=4$ qubits

Let us illustrate how Grover's Search works with this exemplifying case: suppose we have an unstructured database with its elements listed as $0,1, \ldots, 15$ indexed via 4 qubits, and that we want to find a certain item that is indexed with the number 7 -note that we do not know this yet, but it can be supposed in order to explain the algorithm straightforwardly-.

As previously explained, we need a quantum computer with $n+1$ qubits, where $n$ is the number of bits needed for codifying the indices of the members of the database -in this case, $n=4$-. In order to correctly setup our quantum system, the first 4 qubits must be in the state $|0\rangle$ and the remaining one must be in the state $|1\rangle$. Thus, our quantum system begins as follows:

$$
\left|\psi_{0}\right\rangle_{4,1}=|0\rangle_{4} \otimes|1\rangle
$$

The first transformation we apply to the quantum system is the Hadamard gate, or $\boldsymbol{H}$, which converts it to the following state:

$$
\begin{aligned}
\left|\psi_{1}\right\rangle_{4,1} & =\left(\boldsymbol{H}^{\otimes 4}|0\rangle_{4}\right) \otimes(\boldsymbol{H}|1\rangle) \\
& =\left(\frac{1}{4} \sum_{j=0}^{15}|j\rangle_{4}\right) \otimes|-\rangle
\end{aligned}
$$

We remind the reader that from now on we will make use of the states $|\gamma\rangle_{4}$ and $|\rho\rangle_{4}$ in the interest of simplifying the writing of the whole process.

$$
\begin{gathered}
|\gamma\rangle_{4}=\frac{1}{4} \sum_{j=0}^{15}|j\rangle_{4} \\
|\rho\rangle_{4}=\frac{1}{\sqrt{15}} \sum_{\substack{j=0 \\
j \neq 7}}^{15}|j\rangle_{4} \\
|\gamma\rangle_{4}=\frac{\sqrt{15}}{4}|\rho\rangle_{4}+\frac{1}{4}|7\rangle_{4}
\end{gathered}
$$

The introduction of these states allows us to write $\left|\psi_{1}\right\rangle_{4,1}$ as:

$$
\left|\psi_{1}\right\rangle_{4,1}=\left(\frac{\sqrt{15}}{4}|\rho\rangle_{4}+\frac{1}{4}|7\rangle_{4}\right) \otimes|-\rangle
$$

On $\mathbb{S T E P} 2.1$ we make use of the transformation $\boldsymbol{O}_{f}$, which applies to all possible states inside the first 4 qubits an oracle $f$ that identifies 7 as the correct index for the element we are looking for.

$$
\begin{aligned}
\left|\psi_{2}\right\rangle_{4,1} & =\boldsymbol{O}_{f}\left(\left|\psi_{1}\right\rangle_{4,1}\right) \\
& =\boldsymbol{O}_{f}\left[\left(\frac{\sqrt{15}}{4}|\rho\rangle_{4}+\frac{1}{4}|7\rangle_{4}\right) \otimes|-\rangle\right] \\
& =\left(\frac{\sqrt{15}}{4}|\rho\rangle_{4}-\frac{1}{4}|7\rangle_{4}\right) \otimes|-\rangle \\
& =\left(|\gamma\rangle_{4}-\frac{1}{2}|7\rangle_{4}\right) \otimes|-\rangle
\end{aligned}
$$

On $\mathbb{S T E P} 2.2$, we apply the quantum gate $\boldsymbol{\Gamma}_{4}$ to the first 4 qubits of the computer. We use $|\rho\rangle_{4}$ to make more clear which part of the state has the index 7 in it and which one does not have it.

$$
\begin{aligned}
\boldsymbol{\Gamma}_{4}\left(|\gamma\rangle_{4}-\frac{1}{2}|7\rangle_{4}\right) & =\left(2|\gamma\rangle_{4}\left\langle\left.\gamma\right|_{4}-I\right)\left(|\gamma\rangle_{4}-\frac{1}{2}|7\rangle_{4}\right)\right. \\
& =2|\gamma\rangle_{4}\langle\gamma \mid \gamma\rangle_{4}-|\gamma\rangle_{4}-|\gamma\rangle_{4}\langle\gamma \mid 7\rangle_{4}+\frac{1}{2}|7\rangle_{4} \\
& =2|\gamma\rangle_{4}-|\gamma\rangle_{4}-\frac{1}{4}|\gamma\rangle_{4}+\frac{1}{2}|7\rangle_{4} \\
& =\frac{3}{4}|\gamma\rangle_{4}+\frac{1}{2}|7\rangle_{4} \\
& =\frac{3 \sqrt{15}}{16}|\rho\rangle_{4}+\frac{11}{16}|7\rangle_{4} \\
\left|\psi_{3}\right\rangle_{4,1} & =\left(\frac{3 \sqrt{15}}{16}|\rho\rangle_{4}+\frac{11}{16}|7\rangle_{4}\right) \otimes|-\rangle
\end{aligned}
$$

Thus, we have completed the first iteration of $\boldsymbol{G}$, and if we are to measure our quantum state now, we have a probability

$$
p=\left(\frac{11}{16}\right)^{2}=\frac{121}{256} \approx 0.4726
$$

of obtaining the index 7 , and a probability

$$
\bar{p}=\left(\frac{3 \sqrt{15}}{16}\right)^{2}=\frac{135}{256} \approx 0.5274
$$

of obtaining any other index. As can be seen, the probability of finding the searched element is greater than of finding any other element, but is still not big enough, which tells us that at least another round of the algorithm is needed.

We repeat again the application of $\boldsymbol{G}$. First, we apply $\boldsymbol{O}_{f}$ and end up with the following quantum state, defined again as a combination of $|\gamma\rangle_{4}$ and $|7\rangle_{4}$.

$$
\begin{aligned}
\left|\psi_{4}\right\rangle_{4,1} & =\boldsymbol{O}_{f, 4}\left(\left|\psi_{3}\right\rangle_{4,1}\right) \\
& =\left(\frac{3 \sqrt{15}}{16}|\rho\rangle_{4}-\frac{11}{16}|7\rangle_{4}\right) \otimes|-\rangle \\
& =\left(\frac{3}{4}|\gamma\rangle_{4}-\frac{14}{16}|7\rangle_{4}\right) \otimes|-\rangle
\end{aligned}
$$

And then we apply $\boldsymbol{\Gamma}_{4}$.

$$
\begin{aligned}
\left|\psi_{5}\right\rangle_{4} & =\left(2|\gamma\rangle_{4}\left\langle\left.\gamma\right|_{4}-I\right)\left(\frac{3}{4}|\gamma\rangle_{4}-\frac{14}{16}|7\rangle_{4}\right)\right. \\
& =\frac{3}{2}|\gamma\rangle_{4}\langle\gamma \mid \gamma\rangle_{4}-\frac{7}{4}|\gamma\rangle_{4}\langle\gamma \mid 7\rangle_{4}-\frac{3}{4}|\gamma\rangle_{4}+\frac{7}{8}|7\rangle_{4} \\
& =\frac{5}{16}|\gamma\rangle_{4}+\frac{7}{8}|7\rangle_{4} \\
& =\frac{5 \sqrt{15}}{64}|\rho\rangle_{4}+\frac{61}{64}|7\rangle_{4}
\end{aligned}
$$

Thus, after two iterations of $\boldsymbol{G}$ we end up with a state whose possibility of returning the index $i_{0}$ is

$$
p=\left(\frac{61}{64}\right)^{2}=\frac{3721}{4096} \approx 0.9084
$$

which gives us a fairly enough chance of completing the execution of Grover's Search Algorithm successfully. However, how can we be sure that we have obtained the maximum probability of retrieving the desired element from the database if we cannot measure the amplitudes inside our quantum register? Even more, whence comes the required order of $\mathcal{O}\left(\sqrt{2^{n}}\right)$ needed in the number of iterations of $\boldsymbol{G}$ ?

Both questions are pivotal in the correct performance of the algorithm. Let us show their significance with a simple example: what happens if we continue applying the $\boldsymbol{G}$ gate to our quantum system?

If we apply $\boldsymbol{G}$ once more, we will have the following two states, the first after $\boldsymbol{O}_{f}$ and the second after $\boldsymbol{\Gamma}_{4}$.

$$
\left|\psi_{6}\right\rangle=\frac{5}{16}|\gamma\rangle_{4}-\frac{33}{32}|7\rangle_{4}
$$

$$
\left|\psi_{7}\right\rangle=-\frac{13 \sqrt{15}}{256}|\rho\rangle_{4}-\frac{251}{256}|7\rangle_{4}
$$

As can be seen, the probability of obtaining index 7 now is

$$
p=\left(\frac{251}{256}\right)^{2} \approx 0.9613
$$

Yet, if we are still not satisfied with a $96 \%$ chance of success, we can run over $\boldsymbol{G}$ once again, and obtain first

$$
\left|\psi_{8}\right\rangle=-\frac{13}{64}|\gamma\rangle_{4}-\frac{238}{256}|7\rangle_{4}
$$

and finally

$$
\left|\psi_{9}\right\rangle=-\frac{342 \sqrt{15}}{2048}|\rho\rangle_{4}+\frac{1562}{2048}|7\rangle_{4},
$$

which gives us a probability

$$
p=\left(\frac{1562}{2048}\right)^{2} \approx 0.5817
$$

of obtaining $|7\rangle_{4}$. Yes, it seems that to unabatedly perform numberless iterations of $\boldsymbol{G}$ does not guarantee a continuous increment in the probability of success. ${ }^{2}$ Even more, it can waste all previously done work. We shall see why this has happened in the next section.

### 4.6.3 Proof of correctness

In this section we sketch a proof of the correctness of Grover's algorithm. The main ideas behind this proof are taken from [28], and will come in handy in the next subsection, where different and more general versions of the database search algorithm are discussed.

Theorem 4.6.1. Grover's Search Algorithm for a unique solution needs $m \sim \mathcal{O}\left(\sqrt{2^{n}}\right)$ iterations of $\boldsymbol{G}$ for maximizing the probability of obtaining the desired element with unknown index $j_{0}$.

Proof. First, we are interested in redefining all the possible states that occur during the execution of the algorithm as a function of the different amplitudes involved. As was shown earlier, the only amplitude that will differ from the rest after every Grover's iteration is the one associated with the basis state that identifies the searched element. Thus, suffices to define the generic state in the following way:

$$
|\psi(\alpha, \beta)\rangle_{n}=\alpha\left|j_{0}\right\rangle_{n}+\beta \sum_{\substack{j=0 \\ j \neq j_{0}}}^{2^{n}-1}|j\rangle_{n} .
$$

[^2]With amplitudes $\alpha$ and $\beta$ constrained to

$$
|\alpha|^{2}+\left(2^{n}-1\right)|\beta|^{2}=1
$$

Note that we are only having into account the first register, the one with $n$ qubits. The remaining qubit will behave as explained before, starting at $|1\rangle$ and remaining as $|-\rangle$ throughout the rest of the algorithm, but for the sake of simplicity will be omitted during the proof.

Let us see what happens when we apply all quantum gates that make up the Grover transform $\boldsymbol{G}_{n}$ to a generic state $|\psi(\alpha, \beta)\rangle_{n}$. First, we employ $\boldsymbol{O}_{f}$, which recognizes the searched element and flips its amplitude. Thus, after $\boldsymbol{O}_{f}$ we obtain

$$
\left|\psi^{\prime}(\alpha, \beta)\right\rangle_{n}=-\alpha\left|j_{0}\right\rangle_{n}+\beta \sum_{\substack{j=0 \\ j \neq j_{0}}}^{2^{n}-1}|j\rangle_{n}
$$

In order to apply the $\boldsymbol{\Gamma}_{n}$ quantum gate, it is interesting to previously see our current state as a function of $|\gamma\rangle_{n}$, as was done before:

$$
\left|\psi^{\prime}(\alpha, \beta)\right\rangle_{n}=-(\alpha+\beta)\left|j_{0}\right\rangle_{n}+\sqrt{2^{n}} \beta|\gamma\rangle_{n}
$$

We are finally in condition of applying $\boldsymbol{\Gamma}_{n}$ :

$$
\begin{aligned}
\left|\psi^{\prime \prime}(\alpha, \beta)\right\rangle_{n} & =\boldsymbol{\Gamma}_{n}\left(\left|\psi^{\prime}(\alpha, \beta)\right\rangle_{n}\right) \\
& =\boldsymbol{\Gamma}_{n}\left(-(\alpha+\beta)\left|j_{0}\right\rangle_{n}+\sqrt{2^{n}} \beta|\gamma\rangle_{n}\right) \\
& =\left(2|\gamma\rangle_{n}\left\langle\left.\gamma\right|_{n}-\boldsymbol{I}^{\otimes n}\right)\left(-(\alpha+\beta)\left|j_{0}\right\rangle_{n}+\sqrt{2^{n}} \beta|\gamma\rangle_{n}\right)\right. \\
& =(\alpha+\beta)\left|j_{0}\right\rangle_{n}+\left(2 \sqrt{2^{n}} \beta-\frac{2}{\sqrt{2^{n}}}(\alpha+\beta)-\sqrt{2^{n}} \beta\right)|\gamma\rangle_{n} \\
& =\left(\frac{2^{n-1}-1}{2^{n-1}} \alpha+\frac{2^{n}-1}{2^{n-1}} \beta\right)\left|j_{0}\right\rangle_{n}+\left(-\frac{1}{2^{n-1}} \alpha+\frac{2^{n-1}-1}{2^{n-1}} \beta\right)|\gamma\rangle_{n}
\end{aligned}
$$

Now that we know the effect $\boldsymbol{G}_{n}$ makes to a generic state, we are in condition of predicting in which iteration of the algorithm we have more possibilities of obtaining the desired element $i_{0}$. If we define

$$
\left|\psi_{k+1}\left(\alpha_{k+1}, \beta_{k+1}\right)\right\rangle_{n}=\boldsymbol{G}_{n}\left(\left|\psi_{k}\left(\alpha_{k}, \beta_{k}\right)\right\rangle_{n}\right)
$$

where

$$
\alpha_{1}=\beta_{1}=\frac{1}{\sqrt{2^{n}}}
$$

and

$$
\begin{aligned}
& \alpha_{k+1}=\frac{2^{n-1}-1}{2^{n-1}} \alpha_{k}+\frac{2^{n}-1}{2^{n-1}} \beta_{k} \\
& \beta_{k+1}=-\frac{1}{2^{n-1}} \alpha_{k}+\frac{2^{n-1}-1}{2^{n-1}} \beta_{k}
\end{aligned}
$$

for $j \geq 1$, then we can try to find a more tractable closed-form formula for the amplitude of $i_{0}$. Note that, for $j=0$, it is not possible to define $\left|\psi_{0}\right\rangle$ as a function of $\alpha_{0}$ and $\beta_{0}$, thus only the cases where $j \geq 1$ will be defined as such.

If we designate $\theta$ such that

$$
\sin ^{2} \theta=\frac{1}{2^{n}},
$$

we can easily prove by induction that

$$
\alpha_{j}=\sin ((2 j-1) \theta)
$$

and that

$$
\beta_{j}=\frac{1}{\sqrt{2^{n}-1}} \cos ((2 j-1) \theta) .
$$

Let us suppose now that, for an unknown step $j=m+1$ (note that $m$ is equivalent to the number of times we have applied $\boldsymbol{G}_{n}$ ), we want to assure that $\alpha_{m}=1$. This occurs when

$$
(2 m+1) \theta=\frac{\pi}{2}
$$

and expressly, when

$$
m=\frac{\pi-2 \theta}{4 \theta} .
$$

Obviously, we can not perform a non-integer number of iterations of $\boldsymbol{G}_{n}$. If we take

$$
m=\left\lfloor\frac{\pi}{4 \theta}\right\rfloor
$$

we can conclude that the number of iterations of $\boldsymbol{G}_{n}$ needed for achieving the maximum probability of success is close $\frac{\pi}{4} \sqrt{2^{n}}$ (note that

$$
\theta \approx \sin \theta=\frac{1}{\sqrt{2^{n}}}
$$

when $2^{n}$ is large enough). Thus, we can conclude that the number $m$ of iterations of $\boldsymbol{G}_{n}$ has order

$$
m \sim \mathcal{O}\left(\sqrt{2^{n}}\right)
$$

### 4.6.4 Mutiple solutions

The main limitation of Grover's Search Algorithm deals with the number of solutions: it assumes that there is one and only one element in the database that matches our search. As will be seen in Chapter 5, there are many cases in which Grover's Search may prove useful, but in which the number of solutions is unknown, or maybe we do not even know if there is indeed a solution. In this subsection we proceed to explain an alternate version of Grover's Algorithm that originally appeared in [28] which takes care of this drawback.

Let us suppose that we have an unstructured database, indexed by $0,1, \ldots, 2^{n}-1$. We are interested in finding an element inside the database that fulfills a certain
property, but we do not know if such an element exists, or if there are more than one. We name $A \subseteq\left\{0,1, \ldots, 2^{n}-1\right\}$ the set of possible solutions, with $|A|=t$ and $t \in\left\{0,1, \ldots, 2^{n}-1\right\}$. At first sight, one can only hope to just obtain the same performance results as in the original Grover's Algorithm just by applying $\boldsymbol{G}$ the same number of steps. However, it is easy to find a counterexample showing that the probability of success after $\frac{\pi}{4} \sqrt{2^{n}}$ iterations changes dramatically when $t \neq 1$.

In order to show how this variation of the algorithm works, we define $B=\bar{A}$, with $|B|=2^{n}-t$. Following a similar approach, we can assume that every quantum state of our system after first applying globally the Hadamard transform can be expressed as

$$
|\psi(\alpha, \beta)\rangle_{n}=\alpha \sum_{i \in A}|i\rangle_{n}+\beta \sum_{i \in B}|i\rangle_{n},
$$

where

$$
t \alpha^{2}+\left(2^{n}-t\right) \beta^{2}=1
$$

We only take into account the first $n$ qubits, as previously done. We would like to clarify that the algorithm is essentially the same, so there is no need for explaining it again. The only substantial change is the expected number of iterations of $\boldsymbol{G}$ needed for maximizing the probability of success. Thus, if we apply $\boldsymbol{O}_{f}$ to a certain state, we end up with the following configuration:

$$
\left|\psi^{\prime}(\alpha, \beta)\right\rangle_{n}=-\alpha \sum_{i \in A}|i\rangle_{n}+\beta \sum_{i \in B}|i\rangle_{n}
$$

Just like before, after a complete iteration of $G$ the quantum system is in the state:
$\boldsymbol{\Gamma}_{n}\left(\left|\psi^{\prime}(\alpha, \beta)\right\rangle_{n}\right)=\left(\frac{2^{n-1}-t}{2^{n-1}} \alpha+\frac{2^{n}-t}{2^{n-1}} \beta\right) \sum_{i \in A}|i\rangle_{n}+\left(-\frac{t}{2^{n-1}} \alpha_{j}+\frac{2^{n-1}-t}{2^{n-1}} \beta_{j}\right) \sum_{i \in B}|i\rangle_{n}$
As done previously, if we define

$$
\boldsymbol{G}_{n}\left(\left|\psi_{j}\left(\alpha_{j}, \beta_{j}\right)\right\rangle_{n}\right)=\left|\psi_{j+1}\left(\alpha_{j+1}, \beta_{j+1}\right)\right\rangle_{n},
$$

we can induce a recursive formula for the general state of the system, where

$$
\alpha_{1}=\beta_{1}=\frac{1}{\sqrt{2^{n}}}
$$

and

$$
\begin{aligned}
& \alpha_{j+1}=\frac{2^{n-1}-t}{2^{n-1}} \alpha_{j}+\frac{2^{n}-t}{2^{n-1}} \beta_{j} \\
& \beta_{j+1}=-\frac{t}{2^{n-1}} \alpha_{j}+\frac{2^{n-1}-t}{2^{n-1}} \beta_{j}
\end{aligned}
$$

If we define $\theta$ such that

$$
\sin ^{2} \theta=\frac{t}{2^{n}}
$$

then we can arrive at the following closed-up formula, just by using induction and some trigonometric identities:

$$
\begin{gathered}
\alpha_{j}=\frac{1}{\sqrt{t}} \sin ((2 j-1) \theta) \\
\beta_{j}=\frac{1}{\sqrt{2^{n}-t}} \cos ((2 j-1) \theta)
\end{gathered}
$$

Theorem 4.6.2. Let $t$ be the unknown number of solutions, and $\theta$ be as previously defined. Let $m$ be an arbitrary positive integer and $j$ be an integer chosen at random following the discrete uniform distribution $\mathcal{U}\{1, m\}$. Then, if $j-1$ corresponds to the number of times we have applied $\boldsymbol{G}$ to the state $|\gamma\rangle_{n}$ and we observe the state, the probability of obtaining one of the $t$ solutions in $A$ is

$$
P_{m}=\frac{1}{2}-\frac{\sin (4 m \theta)}{4 m \sin (2 \theta)}
$$

Proof. After $j-1$ iterations of $\boldsymbol{G}$, the probability of obtaining one of the possible solutions is

$$
t \alpha_{j}^{2}=\sin ^{2}((2 j-1) \theta) .
$$

If $1 \leq j \leq m$ is chosen randomly, then the average probability of success is given by

$$
\begin{aligned}
P_{m} & =\sum_{j=1}^{m} \frac{1}{m} \sin ^{2}((2 j-1) \alpha) \\
& =\frac{1}{2 m} \sum_{j=1}^{m}(1-\cos ((2 j-1) \theta)) \\
& =\frac{1}{2}-\frac{\sin (4 m \theta)}{4 m \sin (2 \theta)} .
\end{aligned}
$$

In the last step, we have used the following trigonometric identity:

$$
\sum_{j=1}^{m} \cos ((2 j-1) \alpha)=\frac{\sin (2 m \alpha)}{2 \sin \alpha}
$$

Thus, Grover's Search Algorithm for multiple solutions follows the next scheme:

```
\(m \leftarrow 1\)
\(\lambda \leftarrow \lambda \in\left(1, \frac{4}{3}\right)\)
\(j \leftarrow \mathcal{U}\{1, m\}\)
\(|\psi\rangle \leftarrow\left(\boldsymbol{G}^{j-1}\right)\left(|\gamma\rangle_{n}\right)\)
Apply the \(\boldsymbol{G}\) quantum gate \(j-1\) times to \(|\gamma\rangle_{n}\)
\(i \leftarrow\) Value of the first register
if \(i \in A\) then
    return \(i\)
else
    \(m \leftarrow \min \left(\lambda m, \sqrt{2^{n}}\right)\)
    go to 3
end if
```

The average number of iterations of Grover's algorithm is given via the following result:

Theorem 4.6.3. Let $t \leq 3 \times 2^{n-2}$, the expected time for finding a solution with the previous algorithm has order $\mathcal{O}\left(\sqrt{2^{n} / t}\right)$.

Proof. [28] Let

$$
m_{0}=\frac{1}{\sin (2 \theta)}=\frac{2^{n-1}}{\sqrt{\left(2^{n}-t\right) t}}<\sqrt{\frac{2^{n}}{t}}
$$

then the expected total number of Grover iterations that we need to reach the critical point is at most

$$
\frac{1}{2} \sum_{s=1}^{\left\lceil\log _{\lambda} m_{0}\right\rceil} \lambda^{s-1}<\frac{1}{2} \frac{\lambda}{\lambda-1} m_{0}=3 m_{0}
$$

and the expected number of Grover iterations needed to succeed once the critical point has been reached is

$$
\frac{1}{2} \sum_{u=0}^{\infty} \frac{3^{u}}{4^{u+1}} \lambda^{u+\left\lceil\log _{\lambda} m_{0}\right\rceil}<\frac{\lambda}{8-6 \lambda} m_{0}=\frac{3}{2} m_{0}
$$

Thus, the expected number of Grover iterations is upper bounded by

$$
\frac{9}{2} m_{0} \sim \mathcal{O}\left(\sqrt{\frac{2^{n}}{t}}\right)
$$

Grover's algorithm, which is also known as quantum amplitude amplification, is specially useful in problems where the best known classical solution is to iterate over all possible candidates in the worst case. Although the acceleration is not exponential, but quadratic, we do know that it is a strict improvement with respect to the classical approach, provided that we are able to identify a solution in polynomial time. The superiority of Shor's algorithm, on the other hand, relies on the unproven conjecture that factoring is not in P. An adiabatic version of Grover's algorithm can be found in [50] and [100].

### 4.7 Quantum Counting

### 4.7.1 Definition

Product of the work of Gilles Brassard, Peter Høyer and Alain Tapp, the Quantum Counting algorithm is a variation of Grover's search in which we use the quantum Fourier transform for counting the solutions to the database search problem, in case that this number is unknown to us. It was first sketched in [28] and thoroughly described in [29]. Additionaly, some details of the proof of its correctness that we present here are taken from [44].

The counting problem can be seen as the following: let us suppose that we have an unstructured database, whose elements are indexed by $\left\{0,1, \ldots, 2^{n}-1\right\}$, and that we want to know how many elements fulfill a certain property. Note that we are interested in the number of solutions, not in returning any of them. If $A \subseteq\left\{0, \ldots, 2^{n}-1\right\}$ is the set of indices that fulfill our query, the quantum counting problem can be seen as the problem of calculating $t=|A|$. We shall also define $B=\left\{0, \ldots, 2^{n}-1\right\} \backslash A$ as the set of indices that do not fulfill the property. Therefore, $|B|=2^{n}-t$.

SETUP
$\left|\psi_{0}\right\rangle_{p, n} \leftarrow|0\rangle_{p} \otimes|0\rangle_{n}$

The quantum counting algorithm starts with $p+n$ qubits initialized at 0 , where $p$ depends on $n$ as will be shown later.

## STEP 1

$\left|\psi_{1}\right\rangle_{p, n} \leftarrow \boldsymbol{H}^{\otimes p+n}\left(\left|\psi_{0}\right\rangle_{p, n}\right)$

As usual, the first step of the algorithm involves the Hadamard gate, which gives us the state

$$
\begin{aligned}
\left|\psi_{1}\right\rangle_{p, n} & =\boldsymbol{H}^{\otimes p+n}\left(\left|\psi_{0}\right\rangle_{p, n}\right) \\
& =|\gamma\rangle_{p} \otimes|\gamma\rangle_{n},
\end{aligned}
$$

where we recall that

$$
|\gamma\rangle_{n}=\frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1}|k\rangle_{n}
$$

If we use the notations

$$
|a\rangle_{n}=\frac{1}{\sqrt{t}} \sum_{k \in A}|k\rangle_{n},
$$

$$
\begin{aligned}
& |b\rangle_{n}=\frac{1}{\sqrt{2^{n}-t}} \sum_{k \in B}|k\rangle_{n}, \\
& \left|\mu^{+}\right\rangle_{n}=\frac{1}{\sqrt{2}}\left(|b\rangle_{n}-i|a\rangle_{n}\right)
\end{aligned}
$$

and

$$
\left|\mu^{-}\right\rangle_{n}=\frac{1}{\sqrt{2}}\left(|b\rangle_{n}+i|a\rangle_{n}\right)
$$

and define $\omega$ such that $\sin ^{2}(\pi \omega)=t / 2^{n}$, we can express $|\gamma\rangle_{n}$ as:

$$
\begin{aligned}
|\gamma\rangle_{n} & =\frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1}|k\rangle_{n} \\
& =\frac{1}{\sqrt{2^{n}}}\left(\sum_{k \in A}|k\rangle_{n}+\sum_{k \in B}|k\rangle_{n}\right) \\
& =\sin (\pi \omega)\left(\frac{1}{\sqrt{t}} \sum_{k \in A}|k\rangle_{n}\right)+\cos (\pi \omega)\left(\frac{1}{\sqrt{2^{n}-t}} \sum_{k \in B}|k\rangle_{n}\right) \\
& =\sin (\pi \omega)|a\rangle_{n}+\cos (\pi \omega)|b\rangle_{n} \\
& =\frac{i \sin (\pi \omega)}{\sqrt{2}}\left(\left|\mu^{+}\right\rangle_{n}-\left|\mu^{-}\right\rangle_{n}\right)+\frac{\cos (\pi \omega)}{\sqrt{2}}\left(\left|\mu^{+}\right\rangle_{n}+\left|\mu^{-}\right\rangle_{n}\right) \\
& =\frac{e^{i \pi \omega}}{\sqrt{2}}\left|\mu^{+}\right\rangle_{n}+\frac{e^{-i \pi \omega}}{\sqrt{2}}\left|\mu^{-}\right\rangle_{n}
\end{aligned}
$$

STEP 2
$\left|\psi_{2}\right\rangle_{p, n} \leftarrow \boldsymbol{C}_{p, n}\left(\left|\psi_{1}\right\rangle_{p, n}\right)$

For the next step, we need a new unitary transformation called the counting gate, which is represented by $\boldsymbol{C}_{p, n}$. This quantum gate has the following effect on a quantum state of the form $|m\rangle_{p} \otimes|\psi\rangle_{n}$, where $|m\rangle_{p}$ is a basis state on $p$ qubits, $|\psi\rangle_{n}$ is any quantum state on $n$ qubits and $\boldsymbol{G}_{n}$ is the Grover gate described in the previous algorithm.

$$
\boldsymbol{C}_{p, n}:|m\rangle_{p} \otimes|\psi\rangle_{n} \rightarrow|m\rangle_{p} \otimes\left(\boldsymbol{G}_{n}\right)^{m}|\psi\rangle_{n}
$$

Let us see what happens when we apply this new quantum gate to our previous quantum system.

$$
\begin{aligned}
\left|\psi_{2}\right\rangle_{p, n} & =\boldsymbol{C}_{p, n}\left(\left|\psi_{1}\right\rangle_{p, n}\right) \\
& =\boldsymbol{C}_{p, n}\left(|\gamma\rangle_{p} \otimes|\gamma\rangle_{n}\right) \\
& =\frac{1}{\sqrt{2^{p}}} \sum_{j=0}^{2^{p}-1}\left[|j\rangle_{p} \otimes \boldsymbol{G}_{n}^{j}\left(|\gamma\rangle_{n}\right)\right] \\
& =\frac{1}{\sqrt{2^{p}}} \sum_{j=0}^{2^{p}-1}\left[|j\rangle_{p} \otimes \boldsymbol{G}_{n}^{j}\left(\frac{e^{i \pi \omega}}{\sqrt{2}}\left|\mu^{+}\right\rangle_{n}+\frac{e^{-i \pi \omega}}{\sqrt{2}}\left|\mu^{-}\right\rangle_{n}\right)\right] \\
& =\frac{1}{\sqrt{2^{p+1}}} \sum_{j=0}^{2^{p}-1}\left[|j\rangle_{p} \otimes\left(e^{i \pi \omega} \boldsymbol{G}_{n}^{j}\left(\left|\mu^{+}\right\rangle_{n}\right)+e^{-i \pi \omega} \boldsymbol{G}_{n}^{j}\left(\left|\mu^{-}\right\rangle_{n}\right)\right)\right] \\
& =\frac{1}{\sqrt{2^{p+1}}} \sum_{j=0}^{2^{p}-1}\left[|j\rangle_{p} \otimes\left(e^{i \pi \omega(2 j+1)}\left|\mu^{+}\right\rangle_{n}+e^{-i \pi \omega(2 j+1)}\left|\mu^{-}\right\rangle_{n}\right)\right] \\
& =\frac{e^{i \pi \omega}}{\sqrt{2^{p+1}}} \sum_{j=0}^{2^{p}-1} e^{2 \pi i \omega j}|j\rangle_{p} \otimes\left|\mu^{+}\right\rangle_{n}+\frac{e^{-i \pi \omega}}{\sqrt{2^{p+1}}} \sum_{j=0}^{2^{p}-1} e^{2 \pi i(1-\omega) j}|j\rangle_{p} \otimes\left|\mu^{-}\right\rangle_{n}
\end{aligned}
$$

In order to understand what happened in the last identities of the equation, we should see the effect that $\boldsymbol{G}_{n}^{j}$ has on the states $\left|\mu^{+}\right\rangle_{n}$ and $\left|\mu^{-}\right\rangle_{n}$. First:

$$
\begin{aligned}
\boldsymbol{G}_{n}\left(|a\rangle_{n}\right) & =\left(2|\gamma\rangle\left\langle\left.\gamma\right|_{n}\right)-\boldsymbol{I}\right)\left(-|a\rangle_{n}\right) \\
& =-2|\gamma\rangle\langle\gamma \mid a\rangle_{n}+|a\rangle_{n} \\
& =-2 \sin (\pi \omega)|\gamma\rangle_{n}+|a\rangle_{n} \\
& =-2 \sin (\pi \omega)\left(\cos (\pi \omega)|b\rangle_{n}+\sin (\pi \omega)|a\rangle_{n}\right)+|a\rangle_{n} \\
& =-2 \sin (\pi \omega) \cos (\pi \omega)|b\rangle_{n}+\left(1-2 \sin ^{2}(\pi \omega)\right)|a\rangle_{n} \\
& =-\sin (2 \pi \omega)|b\rangle_{n}+\cos (2 \pi \omega)|a\rangle_{n}
\end{aligned}
$$

$$
\begin{aligned}
\boldsymbol{G}_{n}\left(|b\rangle_{n}\right) & =\left(2|\gamma\rangle\left\langle\left.\gamma\right|_{n}\right)-\boldsymbol{I}\right)\left(|b\rangle_{n}\right) \\
& =2|\gamma\rangle\langle\gamma \mid b\rangle_{n}-|b\rangle_{n} \\
& =2 \cos (\pi \omega)|\gamma\rangle_{n}-|b\rangle_{n} \\
& =2 \cos (\pi \omega)\left(\cos (\pi \omega)|b\rangle_{n}+\sin (\pi \omega)|a\rangle_{n}\right)-|b\rangle_{n} \\
& =\left(2 \cos ^{2}(\pi \omega)-1\right)|b\rangle_{n}+2 \sin (\pi \omega) \cos (\pi \omega)|a\rangle_{n} \\
& =\cos (2 \pi \omega)|b\rangle_{n}+\sin (2 \pi \omega)|a\rangle_{n}
\end{aligned}
$$

Which leads us to

$$
\begin{aligned}
\boldsymbol{G}_{n}\left(\left|\mu^{+}\right\rangle_{n}\right) & =\frac{1}{\sqrt{2}}\left(\boldsymbol{G}_{n}\left(|b\rangle_{n}\right)-i \boldsymbol{G}_{n}\left(|a\rangle_{n}\right)\right) \\
& =\frac{1}{\sqrt{2}}\left(\cos (2 \pi \omega)|b\rangle_{n}+\sin (2 \pi \omega)|a\rangle_{n}+i \sin (2 \pi \omega)|b\rangle_{n}-i \cos (2 \pi \omega)|a\rangle_{n}\right) \\
& =\frac{e^{2 i \pi \omega}}{\sqrt{2}}\left(|b\rangle_{n}-i|a\rangle_{n}\right) \\
& =e^{2 i \pi \omega}\left|\mu^{+}\right\rangle_{n}
\end{aligned}
$$

and

$$
\begin{aligned}
\boldsymbol{G}_{n}\left(\left|\mu^{-}\right\rangle_{n}\right) & =\frac{1}{\sqrt{2}}\left(\boldsymbol{G}_{n}\left(|b\rangle_{n}\right)+i \boldsymbol{G}_{n}\left(|a\rangle_{n}\right)\right) \\
& =\frac{1}{\sqrt{2}}\left(\cos (2 \pi \omega)|b\rangle_{n}+\sin (2 \pi \omega)|a\rangle_{n}-i \sin (2 \pi \omega)|b\rangle_{n}+i \cos (2 \pi \omega)|a\rangle_{n}\right) \\
& =\frac{e^{2 i \pi \omega}}{\sqrt{2}}\left(|b\rangle_{n}+i|a\rangle_{n}\right) \\
& =e^{-2 i \pi \omega}\left|\mu^{-}\right\rangle_{n}
\end{aligned}
$$

## STEP 3

$$
\left|\psi_{3}\right\rangle_{p, n} \leftarrow\left(\boldsymbol{F}_{p}^{-1} \otimes \boldsymbol{I}^{\otimes n}\right)\left(\left|\psi_{2}\right\rangle_{p, n}\right)
$$

The next step involves the inverse quantum Fourier transform $\boldsymbol{F}_{n}^{-1}$ already explained in Section 4.5, which has the following effect on an $n$-qubit basis state.

$$
\boldsymbol{F}_{n}^{-1}:|j\rangle_{n} \rightarrow \frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1} e^{-2 \pi i \frac{j}{2^{n}} k}|k\rangle_{n}
$$

We recall that, applied to a certain type of quantum state, the inverse quantum Fourier transform can give us certain information about the distribution of its amplitudes.

$$
\boldsymbol{F}_{n}^{-1}\left(\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{2^{n}-1} e^{2 \pi i \frac{k}{2^{n} j}}|j\rangle_{n}\right)=\boldsymbol{F}_{n}^{-1}\left(\boldsymbol{F}_{n}|k\rangle_{n}\right)=|k\rangle_{n}
$$

Let us see what happens when we apply it to our current quantum state:

$$
\begin{aligned}
\left|\psi_{3}\right\rangle_{p, n}= & \left(\boldsymbol{F}_{p}^{-1} \otimes \boldsymbol{I}^{\otimes n}\right)\left(\left|\psi_{3}\right\rangle_{p, n}\right) \\
= & \left(\boldsymbol{F}_{p}^{-1} \otimes \boldsymbol{I}^{\otimes n}\right) \\
= & \frac{e^{i \pi \omega}}{\sqrt{2^{p+1}}} \sum_{j=0}^{2^{p}-1} e^{2 \pi i \omega j} \boldsymbol{F}_{p}^{-1}|j\rangle_{p} \otimes\left|\mu^{+}\right\rangle_{n}+\frac{e^{-i \pi \omega}}{\sqrt{2^{p+1}}} \sum_{j=0}^{2^{p}-1} e^{2 \pi i(1-\omega) j} \boldsymbol{F}_{p}^{-1}|j\rangle_{p} \otimes\left|\mu^{+}\right\rangle_{n} \\
= & \frac{e^{i \pi \omega}}{\sqrt{2^{p+1}}} \sum_{l=0}^{2^{p}-1} \sum_{j=0}^{2^{p}-1} e^{2 \pi i\left(\omega-\frac{l}{\left.2^{p}\right)}\right)}|l\rangle_{p} \otimes\left|\mu^{+}\right\rangle_{n}+ \\
& \frac{-e^{i \pi \omega}}{\sqrt{2^{p+1}}} \sum_{l=0}^{2^{p}-1} \sum_{j=0}^{2^{p}-1} e^{2 \pi i\left((1-\omega)-\frac{l}{2^{p}}\right) j}|l\rangle_{p} \otimes\left|\mu^{+}\right\rangle_{n}
\end{aligned}
$$

STEP 4

```
\(\tilde{l} \leftarrow\) measure the first register of \(\left|\psi_{3}\right\rangle_{p, n}\)
if \(\tilde{l}>2^{p-1}\) then
    \(\tilde{l} \leftarrow 2^{p}-\tilde{l}\)
end if
\(\tilde{t} \leftarrow 2^{n} \sin ^{2}\left(\frac{\pi \tilde{l}}{2^{p}}\right)\)
return \(\tilde{t}\)
```

As can be concluded from the previous step, we could have obtained the value $2^{p} \omega$ or $2^{p}(1-\omega)$ if $\omega$ were an integer. However, as that is not the case, we end up with $\tilde{l}=2^{p} \tilde{\omega}$ or $\tilde{l}=2^{p}(1-\tilde{\omega})$, where $\tilde{\omega}$ is an estimator of $\omega$, and from which we can get an estimator $\tilde{t}$ for $t$. Thus ends the quantum counting algorithm, remains to be proven how good is that estimator, and the probability of obtaining it.

### 4.7.2 Proof of correctness

Theorem 4.7.1. Let $f:\left\{0,1, \ldots, 2^{n}-1\right\} \rightarrow\{0,1\}$ be the indicator function of $a$ certain set $A \subseteq\left\{0,1, \ldots, 2^{n}-1\right\}$ with $t=|A|=\left|f^{-1}(1)\right|$, let $p \geq 2$ and let $\tilde{t}$ be the return value of the previously described algorithm. Then, with probability of at least $8 / \pi^{2}$, it follows that

$$
|t-\tilde{t}| \leq \frac{2 \pi}{2^{p}} \sqrt{t\left(2^{n}-t\right)}+\frac{\pi^{2}}{2^{2 p}}\left|2^{n}-2 t\right| .
$$

Proof. Let us suppose that we have a quantum state of the form

$$
\frac{1}{2^{p}} \sum_{l=0}^{2^{p}-1} \sum_{k=0}^{2^{p}-1} e^{2 \pi i\left(\omega-\frac{l}{2^{p}}\right) k}|l\rangle_{p} .
$$

As the amplitudes of such a state can be expressed as

$$
\alpha_{l}=\frac{1}{2^{p}} \sum_{k=0}^{2^{p}-1} e^{2 \pi i\left(\omega-\frac{l}{2^{p}}\right) k}=\frac{1-e^{2 \pi i 2^{p}\left(\omega-\frac{l}{2^{p}}\right)}}{2^{p}\left(1-e^{2 \pi i\left(\omega-\frac{l}{2^{p}}\right)}\right)},
$$

its probability distribution can be seen as

$$
\left|\alpha_{l}\right|^{2}=\frac{\sin ^{2}\left(2^{p} \pi\left(\omega-\frac{l}{2^{p}}\right)\right)}{2^{2 p} \sin ^{2}\left(\pi\left(\omega-\frac{l}{2^{p}}\right)\right)} .
$$

As $l_{1}=\left\lfloor 2^{p} \omega\right\rfloor$ and $l_{2}=\left\lceil 2^{p} \omega\right\rceil$ are the closest values of $l$ to $2^{p} \omega$, we can deduce that

$$
\begin{aligned}
P\left(\left|\frac{\tilde{l}}{2^{p}}-\omega\right| \leq \frac{1}{2^{p}}\right) & =P\left(\left|\tilde{l}-2^{p} \omega\right| \leq 1\right) \\
& =P\left(\tilde{l}=l_{1}\right)+P\left(\tilde{l}=l_{2}\right) \\
& =\left|\alpha_{l_{1}}\right|^{2}+\left|\alpha_{l_{2}}\right|^{2} \\
& =\frac{\sin ^{2}\left(2^{p} \pi\left(\omega-\frac{l_{1}}{2^{p}}\right)\right)}{2^{2 p} \sin ^{2}\left(\pi\left(\omega-\frac{l_{1}}{2^{p}}\right)\right)}+\frac{\sin ^{2}\left(2^{p} \pi\left(\omega-\frac{l_{2}}{2^{p}}\right)\right)}{2^{2 p} \sin ^{2}\left(\pi\left(\omega-\frac{l_{2}}{2^{p}}\right)\right)} \\
& =\frac{\sin ^{2}\left(2^{p} \pi \Delta\right)}{2^{2 p} \sin ^{2}(\pi \Delta)}+\frac{\sin ^{2}\left(2^{p} \pi\left(\frac{1}{2^{p}}-\Delta\right)\right)}{2^{2 p} \sin ^{2}\left(\pi\left(\frac{1}{2^{p}}-\Delta\right)\right)} \\
& \geq \frac{1}{2^{2 p}\left(\frac{1}{\sin ^{2}\left(\frac{\pi}{2^{p+1}}\right)}+\frac{1}{\sin ^{2}\left(\frac{\pi}{2^{p+1}}\right)}\right)} \\
& =\frac{2}{2^{2 p} \sin ^{2}\left(\frac{\pi}{2^{p+1}}\right)} \\
& >\frac{2}{2^{2 p}\left(\frac{\pi}{2^{p+1}}\right)^{2}} \\
& =\frac{8}{\pi^{2}}
\end{aligned}
$$

Where $\Delta=\left(2^{p} \omega-l_{1}\right) / 2^{p}$ and whose minimum is attained at $\Delta=1 / 2^{p+1}$. Thus, we have at least a probability of $8 / \pi^{2}$ of obtaining $l_{1}$ or $l_{2}$ with an error less than $1 / 2^{p}$.

It follows that, with $\Lambda=\left|\tilde{l} / 2^{p}-\omega\right| \leq 1 / 2^{p}$ and with probability of at least $8 / \pi^{2}$,

$$
\begin{aligned}
|t-\tilde{t}| & =2^{n}\left|\sin ^{2}(\pi \omega)-\sin ^{2}\left(\pi \frac{\tilde{l}}{2^{p}}\right)\right| \\
& =2^{n}\left|\sin ^{2}(\pi \omega)-\sin ^{2}(\pi \omega \pm \pi \Lambda)\right| \\
& =2^{n}\left|\sin ^{2}(\pi \omega)-(\sin (\pi \omega) \cos (\pi \Lambda) \pm \sin (\pi \Lambda) \cos (\pi \omega))^{2}\right| \\
& \leq 2^{n}|\sin (2 \pi \Lambda) \sin (\pi \omega) \cos (\pi \omega)|+2^{n} \sin ^{2}(\pi \Lambda)\left|1-\sin ^{2}(\pi \omega)\right| \\
& \leq 2^{n+1} \pi \Lambda \sqrt{\frac{t}{2^{n}}\left(1-\frac{t}{2^{n}}\right)}+2^{n}(\pi \Lambda)^{2}\left|1-\frac{t}{2^{n-1}}\right| \\
& \leq \frac{\pi}{2^{p-1}}\left(\sqrt{t\left(2^{n}-t\right)}+\frac{\pi}{2^{p}}\left|2^{n-1}-t\right|\right)
\end{aligned}
$$

## 5

# Quantum Algorithms for the Combinatorial Invariants of Numerical Semigroups 

"Do you guys just put the word quantum in front of everything?"<br>- Ant-Man and the Wasp


#### Abstract

"There were stone cups along the rim of the pool. Arya filled one and brought it to him, so he could drink. The young man stared at her for a long moment when she offered it to him. 'Valar morghulis,' he said. 'Valar dohaeris,' she replied." - George R. R. Martin, A Song of Ice and Fire: A Feast for Crows


### 5.1 Introduction

What we present here in this chapter are the principal contributions of this doctoral thesis. As explained in the Introduction, our main scope was to study a certain group of computationally hard problems, and more concretely those connected with the theory of numerical semigroups, from the perspective of quantum computation. The algorithms we have thus developed are capable of obtaining the solution for the Sylvester denumerant, the numerical semigroup membership, the Apéry set and the Frobenius number of any numerical semigroup with the help of a hypothetical (or not so hypothetical, as will be seen later) quantum computer.

The first two algorithms lean on the quantum circuit model and are based respectively on Grover's database search and on quantum counting, which were previously explained in detail in Chapter 4. Both of them rely on a generation of all elements of the numerical semigroup up to a certain bound inside the quantum computer thanks to quantum parallelism. This way, we can ask a certain type of questions via an oracle to the distribution of the elements of the numerical semigroup, and then infer the solution to these combinatorial problems.

The last two algorithms follow a completely different approach, as both are based in the quantum adiabatic model, and are specifically adapted so that they would
run in the quantum computing hardware developed by the Canadian company DWave Systems. What we propose is to solve these two problems from the point of view of mathematical optimization, while at the same time deconstructing the structure of the problem in order to embed it inside the currently available hardware.

Along with a description of the algorithms, we present some tables of numerical results and hypothetical performance over the classical version, simulated with a C++ library specially developed for this Ph.D. thesis. This library is called numsem and can be found at a public GitHub repository [92] along with all the documentation needed for the correct replication of the results here presented.

### 5.2 The numsem library

In this section we give a brief description of the numsem library [92], specifically implemented for numerical semigroups and which helps us to classically compute the combinatorial invariants described in this doctoral thesis and also replicate the numerical analyses presented in this chapter. The numsem library has been programmed in C++ and has been tested in Ubuntu 14.04.2. In order to install it, we have just to clone the repository by using the git command (provided that we have previously installed git inside our computer):

```
git clone https://github.com/jqnoc/numsem.git
```

After we have downloaded the contents from the repository, we have to type the following installation commands:

```
make
cd bin
numsem
```

Thus, we end up in the directory where the actual executable file is. Let us suppose that we want to test the numerical semigroup $S=\langle 7,11,17,23\rangle$ or obtain its combinatorial invariants. We have first to create a file with the generators (we can also just put random integers inside, and let numsem decide whether they generate a numerical semigroup or not). In this case, the contents of the file should be like this (the order does not matter):

## 7

11
17
23

Then, if the file with the generators is called generators.txt, we just have to write the following command:

```
numsem generators.txt
```

and obtain the output:

NumSem v0.1.0
Copyright (C) Joaquin Ossorio-Castillo. All rights reserved.
This software is free for non-commercial purposes.
Full license information can be found in the LICENSE.txt file. https://github.com/jqnoc/numsem/

Numerical semigroup: $S=<7,11,17,23>$
Total number of generators: 4
The correct use of the library is triggered with the option --help, and also when the options are not written correctly. To date, the available options are:

```
Use:
    numsem *file* [options]
    *file*: the file with the generators of the numerical semigroup S
Available options:
    --help: print the help
    -f: calculate Frobenius number of S
    -ga: calculate set of gaps of S
    -gn: calculate genus of S
    -ap *s*: calculate the Apery set of s with respect to S (only
        with AMPL)
    -d *t*: calculate Sylvester denumerant for t and S
    -ds *t*: calculate Sylvester denumerant for t and S and print
        all solutions
    -dg *b*: calculate Sylvester function from 0 to b
    -m *t*: calculate if t is in S
    -ampl: use AMPL and Gurobi for Frobenius, genus or Apery set
    -json: write results to a .json file
```

We now proceed to explain some of them, the rest will be described throughout the rest of the chapter. The calculation of the Frobenius number, for example, has been implemented in two ways. The default one is quite straightforward and hardly efficient, as it just simply finds the maximum of the set of gaps. The second one is only applied if the option -ampl is also activated, and will use one of the algorithms proposed in Section 5.4. This second option is more efficient, as will be explained later. Same goes for the Apéry set and the genus of $S$, they have a default method and an alternative method with the option -ampl.

Depending on the options used, the program returns a .json file with all the
computed information. This file has the following format:

```
{
    "generators": [7, 11, 17, 23],
    "frobenius": 27,
    "genus": 17,
    "multiplicity": 7,
    "embedding_dimension": 4,
    "gaps": [1, 2, 3, 4, 5, 6, 8, 9, 10, 12, 13, 15, 16, 19, 20, 26,
        27]
}
```


### 5.3 Sylvester Denumerant and Numerical Semigroup Membership

Let $S=\left\langle a_{1}, \ldots, a_{n}\right\rangle$ be a numerical semigroup. As explained in Chapter 2, the Sylvester denumerant problem resides in determining if an integer $t \in \mathbb{Z}_{\geq 0}$ is in $S$ and, if the answer is positive, calculate the number of solutions of the linear Diophantine equation

$$
\sum_{i=1}^{n} \lambda_{i} a_{i}=t
$$

where $\lambda_{i} \in \mathbb{Z}_{\geq 0}$. As previously stated, we will assume that $i<j$ implies $a_{i}<a_{j}$ and that $t \geq a_{n}$ without loss of generality. We recall that this problem is in NP-hard, and that we do not know a polynomial time algorithm for deciding if a candidate solution is in fact a solution. Therefore, the Sylvester denumerant problem is not known to be in NP, and thus finding a polynomial time algorithm (quantum or not) that solves it would be surprising.

In this subsection we present an algorithm for the calculation of the Sylvester denumerant in the general case. It is a variation of the well-known brute-force approach, with the difference that it gets help from a hypothetical quantum computer. The main idea behind the algorithm is to generate all possible elements of the numerical semigroup up to a certain set of bounds, with the bounds depending on each generator respectively. This generation, which would require an exponential number of calculations in the classical version of the algorithm, can be done in one step inside a quantum computer thanks to the Hadamard gate and quantum paralellism.

First, we shall give an upper bound to all possible solutions for the $\lambda_{i}$ variables. In order to achieve that, we define

$$
b_{i}=1+\left\lfloor\log _{2}\left(\frac{t}{a_{i}}\right)\right\rfloor,
$$

which tells us the number of binary digits needed for representing all possible values
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of $\lambda_{i}$ respectively. Thus, we can calculate

$$
b=\sum_{i=1}^{n} b_{i}
$$

as the total number of qubits needed. As

$$
\begin{aligned}
b & =\sum_{i=1}^{n} b_{i} \\
& =\sum_{i=1}^{n}\left(1+\left\lfloor\log _{2}\left(\frac{t}{a_{i}}\right)\right\rfloor\right) \\
& =n+\sum_{i=1}^{n}\left(\left\lfloor\log _{2}\left(\frac{t}{a_{i}}\right)\right\rfloor\right) \\
& \leq n+\sum_{i=1}^{n}\left(\log _{2}(t)-\log _{2}\left(a_{i}\right)\right) \\
& =n\left(1+\log _{2}(t)\right)-\sum_{i=1}^{n} \log _{2}\left(a_{i}\right),
\end{aligned}
$$

we can deduce that, in this algorithm, the size of our quantum register grows exponentially with respect to the size of the number of generators of the numerical semigroup, and polynomially with respect of the size of $t$. Thus, fixing the numerical semigroup and just increasing the value of $t$ is not an issue in terms of the computational memory needed, what is really challenging in terms of qubit requirements is adding generators to a numerical semigroup and trying to find the Sylvester denumerant for a fixed $t$. This is not surprising, as the simple task of storing a solution for the aforementioned equation will always take an exponential memory in terms of $n$ (an algorithm that calculates the Sylvester denumerant without finding the actual solutions may exist, though, but it is not this case).

## SETUP

$$
\left|\psi_{0}\right\rangle_{p, b} \leftarrow|0\rangle_{p} \otimes|0\rangle_{b}
$$

Our system will have the same setup as in the quantum counting algorithm, where $b$ is the size previously calculated and where $p$ depends on $b$ in such a way that the desired probability of obtaining the correct result is big enough.

STEP 1

$$
\left|\psi_{1}\right\rangle_{p, b} \leftarrow \boldsymbol{H}^{\otimes p+n}\left(\left|\psi_{0}\right\rangle_{p, b}\right)
$$

$$
\left|\psi_{1}\right\rangle_{p, b}=|\gamma\rangle_{p} \otimes|\gamma\rangle_{b}
$$

As has been already said, thanks to the Hadamard transformation we can obtain all computational basis states of our quantum system inside our register. As the dimension $b$ is calculated with respect to the generators of the numerical semigroup and the integer $t$, these basis states correspond each one uniquely to a combination for all possible values of the variables $\lambda_{i}$. A representation of this feature is shown in Figure 5.1, where $q_{1}, q_{2}, \ldots, q_{b_{1}}$ are the $b_{1}$ binary digits of $\lambda_{i}$, and so on.

## STEP 2

$$
\left|\psi_{2}\right\rangle_{p, b} \leftarrow \boldsymbol{C}_{p, b}\left(\left|\psi_{1}\right\rangle_{p, b}\right)
$$

For the next step, we need the counting gate $\boldsymbol{C}_{p, n}$, previously defined as

$$
\boldsymbol{C}_{p, n}:|m\rangle_{p} \otimes|\psi\rangle_{n} \rightarrow|m\rangle_{p} \otimes\left(\boldsymbol{G}_{n}\right)^{m}|\psi\rangle_{n},
$$

where $\boldsymbol{G}_{n}$ is again the Grover gate. This Grover gate depends in turn on the Oracle gate $\boldsymbol{O}_{f}$ used in the algorithms described in Chapter 4, and yields the following result when applied to a basis state:

$$
\boldsymbol{O}_{f}:|j\rangle_{n} \otimes|k\rangle_{m} \rightarrow|j\rangle_{n} \otimes|k \oplus f(j)\rangle_{m} .
$$

We recall that the oracle gate is problem specific, and depends on a certain function $f$ capable of recognising a solution for our problem. What we are going to do is to define $f$ in such a way that it identifies if a certain combination of the variables $\lambda_{i}$ encoded into our quantum register are a solution for the numerical semigroup membership problem. In other words:

$$
f(j)= \begin{cases}1 & \text { if } \sum_{i=1}^{n} \lambda_{i} a_{i}=t \\ 0 & \text { otherwise }\end{cases}
$$

The rest of the algorithm continues as previously explained, but what interests us now is the size of the first register, $p$, which depends on $b$ but also on the probability of obtaining the correct solution for the Sylvester denumerant. Thanks to [28] and [29], we know that in order to have a reasonable probability of succeeding, $p \sim \sqrt{2^{b}}$. Thus, the computational order of the algorithm remains the same in both memory size and time.

Concerning the performance of the algorithm, let us compare the iterations required for the brute force approach to calculate the Sylvester denumerant for a fixed semigroup and an increasing value of $t$, against the hypothetical performance of the quantum variant. Let $S=\langle 376,381,393,399\rangle$ be a numerical semigroup and let $t=10000$, we can calculate $d(10000 ; 376,381,393,399)$ with the

| $\lambda_{1}$ | $\lambda_{2}$ | $\ldots$ | $\lambda_{n}$ |
| :---: | :---: | :---: | :---: |
| $q_{1}\left\|q_{2}\right\| \ldots \mid q_{b_{1}}$ | $\ldots q_{b_{1}+b_{2}}$ |  | $q_{b_{n-1}+1}{ }^{\top} \ldots q^{\text {a }}$ |

Figure 5.1: Representation of the values of $\lambda_{i}$ with respect to the $b$ qubits

```
d(10000; 376, 381, 393, 399) = 9
10*(376) + 4*(381) + 12*(393) + 0*(399)
4*(376) + 13*(381) + 8*(393) + 1*(399)
10*(376) + 5*(381) + 9*(393) + 2*(399)
4*(376) + 14*(381) + 5*(393) + 3*(399)
10*(376) + 6*(381) + 6*(393) + 4*(399)
4*(376) + 15*(381) + 2*(393) + 5*(399)
10*(376) + 7*(381) + 3*(393) + 6*(399)
10*(376) + 8*(381) + 0*(393) + 8*(399)
16*(376) + 0*(381) + 1*(393) + 9*(399)
```

Figure 5.2: numsem output for $d(10000 ; 376,381,393,399)$
numsem library, which will give us the output seen in Figure 5.2. Thus, we obtain $d(10000 ; 376,381,393,399)=9$ and the values of $\lambda_{i}$ for all nine solutions.

What we are going to do know is to calculate $d(t ; 376,381,393,399)$ for all values of $t$ up to a certain bound, in order to test the time performance of the brute-force approach and compare it to a hypothetical performance of the quantum approach. First, we can see in Figures 5.3, 5.4 and 5.5 the Sylvester denumerant function for the numerical semigroup $S=\langle 376,381,393,399\rangle$ in the interval (1,20000), computed with numsem and plotted using Jupyter Notebooks [75]. This function has been proven to be a quasi-polynomial function in the variable $t$ of degree $n-1$ in the general case; however, computing all the coefficients of the polynomial is a computationally hard problem (see [98, [16, 17, 13]).

Additionally, in Figure 5.6 we show the operations needed (i.e., the number of possible solutions we have to check) for the computation of $d(t ; 376,381,393,399)$ with numsem, along with the theoretical iterations needed for the quantum version which has been calculated taking into account the asymptotical behavior of the quantum counting algorithm. Please note that both are exponential with respect to $t$, but in the quantum algorithm the exponent would be divided by 2 (as was proven in Chapter 4). For example, for $t=10000$ we would need more than 492,000 classical iterations, and just 702 quantum iterations. However, in the classical case we would obtain the actual solutions for the linear Diophantine equation of the numerical semigroup, while in the quantum case we would just obtain the value of the Sylvester denumerant (or one of the possible solutions, if there are any, as will be seen now).

Regarding the membership problem of a semigroup $S$, we already know that if $t>f(S)$, then $t \in S$, but the computation of $f(S)$ is extremely hard. Moreover, if $t<f(S)$, the membership problem remains unsolved even if we already know the value of $f(S)$ (although, as proven by Jorge Ramírez-Alfonsín [97], it is possible to solve the NSMP in polynomial time if we already have an oracle for the Frobenius problem).


Figure 5.3: Sylvester quasi-polynomial


Figure 5.4: Sylvester quasi-polynomial (detail)


Figure 5.5: Sylvester quasi-polynomial (detail)


Figure 5.6: Sylvester denumerant iteration comparison
membership problem for a certain $t \in \mathbb{Z}_{\leq 0}$. We have to just calculate the Sylvester Denumerant for $t$ and, if $d(S ; t)>0$ return YES and otherwise return NO. This is quite straightforward but, how about solving the NSMP constructively, not only answering YES or NO to the question of whether there exist those $\lambda_{i}, \ldots, \lambda_{n}$, but also giving one of its possible combinations if the answer is YES. For that purpose, we will make use of Grover's Quantum Search algorithm, already explained in Section 4.6.

Using Grover's Algorithm, we can provide a solution for the NSMP linear Diophantine equation in the same $\sqrt{2^{b}}$ steps as for the Sylvester denumerant. The actual order of both algorithms with respect to $t$, the number of generators $n$ of the numerical semigroup, and the generators $a_{1}, \ldots, a_{n}$ is:

$$
\sqrt{2^{n\left(1+\log _{2}(t)\right)-\sum_{i=1}^{n} \log _{2}\left(a_{i}\right)}}
$$

We can also go further and obtain all solutions to the Diophantine equation. First, we run the quantum algorithm for the Sylvester denumerant. Then, we apply the quantum algorithm for the NSMP iteratively until we have obtained as much different solutions as the value of the denumerant. This is a well-known problem in probability theory [51] known as the coupon collector's problem; if the denumerant is $d$, then the expected number of trials $k \geq d$ for obtaining all $d$ solutions grows as

$$
\Theta(d \log (d)) .
$$

For example, if $d=10$, the expected number of runs of the quantum algorithm for the NSMP before obtaining all different solutions is 33 .

### 5.4 Apéry Set and Frobenius Problem

The next algorithm shows the possibilities of calculating the Apéry set and the Frobenius number of a numerical semigroup with an actual adiabatic quantum computer. As described in Section 3.5, current D-Wave quantum annealers solve a certain kind of mathematical optimization problems known as Ising spin problems, namely

$$
H\left(s_{1}, \ldots, s_{n}\right)=\sum_{i=1}^{n} h_{i} s_{i}+\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} J_{i j} s_{i} s_{j}
$$

with $s_{i} \in\{-1,1\}$, where the objective is to find the minimum of $H\left(s_{1}, \ldots, s_{n}\right)$.
On the other hand, we recall that the Apéry set with respect to $s \in S \backslash\{0\}$, where $S=\left\langle a_{1}, \ldots, a_{n}\right\rangle$ is a numerical semigroup, is defined as

$$
A p(S, s)=\{x \in S \mid x-s \notin S\}
$$

The question is, how could we be able to translate this problem to the Ising spin model solved by the D-Wave machine? We have already proved in Lemma 2.1.11 that $\operatorname{Ap}(S, s)=\left\{\omega_{0}, \ldots, \omega_{n-1}\right\}$, where

$$
\omega_{i}=\min \{x \in S: x \equiv i \bmod s\} .
$$

How about transforming the definition of $\omega_{i}$ into the answer of a mathematical optimization problem?

Definition 5.4.1. 93] An integer linear program, or ILP, is defined in its canonical form as the optimization problem:

$$
\begin{aligned}
\min & c^{T} x \\
\text { subject to: } & A x=b
\end{aligned}
$$

where $x \in \mathbb{Z}_{\geq 0}^{n}, A \in \mathbb{Z}^{n} \times \mathbb{Z}^{m}, b \in \mathbb{Z}^{m}$ and $c \in \mathbb{Z}^{n}$.
Thus, it is straightforward to see that the calculation of each of the $\omega_{i}$ can be redefined as the following ILP:

$$
\begin{aligned}
\min & \sum_{j=1}^{n} a_{j} x_{j} \\
\text { subject to: } & \sum_{j=1}^{n} a_{j} x_{j}=i+s k,
\end{aligned}
$$

with $x_{j} \in \mathbb{Z}_{\geq 0}$ for all $j=1, \ldots, n$ and $k \in \mathbb{Z}_{\geq 0}$.
This mathematical optimization problem represents a way of calculating the Apéry set in its own right and, although integer linear programming is in NP-hard and its recognition version (deciding whether $A x=b$ has a feasible solution or not regardless of its optimality) is in NP-complete [93], this computational complexity arises in the general case. In our context, it may prove to be an easier problem; however, details on this remain to be worked out. This approach for the calculation of the Apéry set first appeared in [61], although Greenberg's work dealt with the direct calculation of the Frobenius number by means of $\operatorname{Ap}\left(S, a_{1}\right)$, as will be discussed later.

We have tested this algorithm using state-of-the-art optimization software for integer optimization. In our case, the optimization problem for $\omega_{i}$ was modeled using AMPL [53, 54], an algebraic modeling language for solving mathematical optimization problems. AMPL has a clear advantage, as our problem is entirely parameterized and AMPL allows us to describe the generic problem in a .mod file while defining the actual values for the parameters in a separate .dat file. This way, we have just to change the parameters inside the . dat file in order to solve a new instance of the Apéry set. The .mod file we propose is shown in Figure 5.7 (the names of the parameters and variables of the problem are maintained so that no further explanation is required).

Let us suppose that we are interested in the numerical semigroup $S=\langle 11,19,23\rangle$, and that we want to calculate the Apéry set of $s=30$ (i.e., $A p(S, 30)$ ). The calculation of, for example, $\omega_{5} \in A p(S, 30)$, will have the associated . dat file depicted in Figure 5.8. In order to compute $\omega_{5}$, we also need a .run file that will load the model and the data of the problem, and which will also call the solver for solving the problem. In our case, the solver we have chosen is Gurobi [3] which, among
other things, solves integer linear problems up to a global optimum. The .run file we have used is shown in Figure 5.9, and the corresponding output we obtain can be seen in Figure 5.10. This output tells us that $\omega_{5}=65$ and also that a representation of 65 with respect to the generators of the semigroup is

$$
65=0 \times(11)+1 \times(19)+2 \times(23) .
$$

We can also write an alternative .run file that will directly calculate and display

```
param n;
set N := 1..n;
param a {N};
param s;
param i;
var X {N} integer, >= 0;
var K integer;
minimize T:
    sum {j in N} a[j]*X[j];
subject to C:
    sum {j in N} a[j]*X[j] = i + s*K;
```

Figure 5.7: File apery_set_member.mod

```
param n := 3;
param a :=
    11
    2 19
    3 23;
```

Figure 5.8: File numerical_semigroup.dat

```
model apery_set_member.mod;
data numerical_semigroup.dat;
let s := 30;
let i := 5;
option solver gurobi;
solve;
display X;
display K;
```

Figure 5.9: File apery_set_member.run
the whole content of the Apéry set for a certain $s \in S$. First, we have to drop the param i $:=5$; line from the .run file, as it will be changed in each iteration of the main loop, and modify the .run so that it will look like the one in Figure 5.11 . Thus, we obtain $\operatorname{Ap}(S, 30)=\{0,11,19,22,23,33,34,38,42,44,45,46,55,56$, $57,61,65,66,67,69,77,78,80,84,88,89,92,100,103,111\}$ (see Figure 5.12 for the actual output).

This algorithm also provides a way for calculating the Frobenius number of a

```
Gurobi 8.0.0: optimal solution; objective 65
3 simplex iterations
1 branch-and-cut nodes
X [*] :=
1 0
2 1
3
;
K = 2
```

Figure 5.10: Output for apery_set_member.run

```
model apery_set_member.mod;
data numerical_semigroup.dat;
let s := 30;
option solver gurobi;
param apery_set {0..s-1};
for {l in 0..s-1} {
        let i := l;
        solve;
        let apery_set[l] := T;
}
display apery_set;
```

Figure 5.11: File apery_set.run

| apery_set $[*]$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 4 | 34 | 8 | 38 | 12 | 42 | 16 | 46 | 20 | 80 | 24 | 84 | 28 | 88 |
| 1 | 61 | 5 | 65 | 9 | 69 | 13 | 103 | 17 | 77 | 21 | 111 | 25 | 55 | 29 | 89 |
| 2 | 92 | 6 | 66 | 10 | 100 | 14 | 44 | 18 | 78 | 22 | 22 | 26 | 56 |  |  |
| 3 | 33 | 7 | 67 | 11 | 11 | 15 | 45 | 19 | 19 | 23 | 23 | 27 | 57 |  |  |
| $;$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Figure 5.12: Output for apery_set.run
numerical semigroup. We recall that, for any numerical semigroup $S$ and any integer $s \in S \backslash\{0\}$, then

$$
f(S)=\max \{A p(S, s)\}-s
$$

Thus, as the difficulty of obtaining $f(S)$ this way increments with respect to the number $s$ we choose (we have to solve $s$ ILPs), the smartest way of proceeding is by solving it in the case where $s=\min \left(S \backslash\{0\}\right.$ ) (i.e., $s=a_{1}$, as done by [61]). The AMPL file that represents this approach is shown in Figure 5.13. In our case, the output (Figure 5.14) tells us that $f(S)=81$. All these files can be found in the public GitHub repository [92]; however, a license for both AMPL and Gurobi is needed in order to run them and obtain the same results (or any result at all).

What we have shown is a classical algorithm for obtaining the Apéry set and the Frobenius number in a general manner that depends on a black box that solves an ILP with global optimality. From now on we will explain the steps we have followed in order to solve this ILP with an adiabatic quantum computer and, specifically, with a D-Wave 2X machine (and also the obstacles we have encountered in that path). In order to transform this ILP problem into the Ising model solved by the D-Wave hardware, one step further involves changing its integer variables into a new set of binary variables with at most a polynomial cost.

Definition 5.4.2. [93] A binary linear program, or 0-1LP, is defined in its canonical form as:

$$
\begin{aligned}
\min & c^{T} x \\
\text { subject to: } & A x=b
\end{aligned}
$$

```
model apery_set_member.mod;
data numerical_semigroup.dat;
let s := a[1];
option solver gurobi;
param m default 0;
for {l in 0..s-1} {
    let i := l;
    solve;
    if T > m then let m := T;
}
param f := m - s;
display f;
```

Figure 5.13: File frobenius_number.run

Figure 5.14: Output for frobenius_number.run
where $x \in\{0,1\}^{n}, A \in \mathbb{Z}^{n} \times \mathbb{Z}^{m}, b \in \mathbb{Z}^{m}$ and $c \in \mathbb{Z}^{n}$.
Both problems are polynomially equivalent, as shown in [93] (Theorem 13.6), where an upper bound for the number of binary variables representing each integer variable from the original ILP problem is given. However, we can tight this number of binary variables by using our knowledge of the problem and one of the lower bounds of the Frobenius number given in [98] (ideally, we could use $f(S)$ ). In 1935, Russian mathematician Issai Schur proved in a lecture in Berlin [30, 98] the following result:

Theorem 5.4.3. (I. Schur, 1935) Let $S=\left\langle a_{1}, \ldots, a_{n}\right\rangle$ be a numerical semigroup. Then,

$$
f(S) \leq\left(a_{1}-1\right)\left(a_{n}-1\right)-1
$$

Thus, if we define

$$
t_{j}=1+\left\lfloor\log _{2}\left(\frac{\left(a_{1}-1\right)\left(a_{n}-1\right)+s-1}{a_{j}}\right)\right\rfloor
$$

for every $j \in\{1, \ldots, n\}$, and

$$
u=1+\left\lfloor\log _{2}\left(\frac{\left(a_{1}-1\right)\left(a_{n}-1\right)+s-i-1}{s}\right)\right\rfloor
$$

we have given an upper bound for the number of bits needed to describe every variable $x_{j}$ in the worst case (we can also run every known bound for the Frobenius number, and stick to the minimum of them, but for now let us just use Schur's result). It follows that the transformation of our problem from ILP form to 0-1LP delivers the minimization problem shown below:

$$
\begin{array}{ll}
\min & \sum_{j=1}^{n} a_{j} \sum_{\substack{l=0}}^{t_{j}} 2^{l} x_{j l} \\
\text { subject to: } & \sum_{j=1}^{n} a_{j} \sum_{l=0}^{t_{j}} 2^{l} x_{j l}=i+s \sum_{m=0}^{u} 2^{m} k_{m}
\end{array}
$$

with $x_{j l} \in\{0,1\}$ and $k_{m} \in\{0,1\}$ for all $j, l$ and $m$ contained in the summation indices.

Let us come back to the definition of the Ising model. In it, we have binary variables which can have the values -1 or 1 . On the other hand, in our $0-1 \mathrm{LP}$ for calculating the elements of the Apéry set the variables can be in 0 or 1 . It is usually more advantageous to redefine the Ising spin problem as a quadratic unconstrained binary optimizacion problem, or QUBO, which consists of the minimization of the objective function

$$
Q\left(x_{1}, \ldots, x_{n}\right)=c_{0}+\sum_{i=1}^{n} c_{i} x_{i}+\sum_{1 \leq i<j \leq n} q_{i j} x_{i} x_{j}
$$

with $x_{i} \in\{0,1\}$, thus changing the possible states of its variables from 1 and -1 to 1 and 0 . The transformation follows from $s_{i}=1-2 x_{i}$, and can be easily checked. In
fact, the documentation from D-Wave allows to program our problem directly into a QUBO formulation [1], besides the Ising model formulation. One detail remains to be figured out: QUBO problems have no constraints, but ours have one. How to proceed?

The most common way to transform a constrained optimization problem into an unconstrained one is by penalizing the constraints, putting them in the objective function. In this manner, we can force the fulfillment of the constraints of the problem by punishing the error committed in them. In our example, as we have a single equality constraint, namely

$$
\sum_{j=1}^{n} a_{j} x_{j}=i+s k
$$

we can force it to the objective function this way:

$$
\min \sum_{j=1}^{n} a_{j} x_{j}+\lambda^{(\nu)}\left(\sum_{j=1}^{n} a_{j} x_{j}-i-s k\right)^{2}
$$

where $\lambda^{(\nu)}$ is updated after every iteration in the following way, until no change in $\lambda$ is obtained:

$$
\lambda^{(\nu+1)}=\lambda^{(\nu)}+\alpha \cdot\left|\sum_{j=1}^{n} a_{j} x_{j}-i-s k\right|
$$

with $\alpha>0$.
In 0-1LP form, we obtain the following QUBO problem:

$$
\min \sum_{j=1}^{n} a_{j} \sum_{l=0}^{t_{j}} 2^{l} x_{j l}+\lambda^{(\nu)}\left(\sum_{j=1}^{n} a_{j} \sum_{l=0}^{t_{j}} 2^{l} x_{j l}-i-s \sum_{m=0}^{u} 2^{m} k_{m}\right)^{2}
$$

with its corresponding penalty updating formula:

$$
\lambda^{(\nu+1)}=\lambda^{(\nu)}+\alpha \cdot\left|\sum_{j=1}^{n} a_{j} \sum_{l=0}^{t_{j}} 2^{l} x_{j l}-i-s \sum_{m=0}^{u} 2^{m} k_{m}\right|
$$

with $\alpha>0$.
Now, we are going to test the performance of this new procedure for obtaining the Apéry set (and the Frobenius number) via a classical solver. For that, we have just to modify the original apery_set_member.mod file into a new one with an unconstrained ILP, with the constraint penalized in the objective function as previously exaplained. This new AMPL file can be found in Figure 5.15, along with its corresponding .run file in Figure 5.16. Additionaly, we are going to keep track of the number of iterations of the algorithm (i.e., $\nu$ ), and on the values of $\lambda^{(\nu)}$ needed for the algorithm to stop. This way, if we start with $\lambda^{(0)}=0$, the output for this algorithm is found in Figure 5.17. On the other hand, if we start with $\lambda^{(0)}=100$,

```
param n;
set N := 1..n;
param a {N};
param s; #
param i; #
param lambda;
param rest;
var X {N} integer, >= 0;
var K integer;
minimize T:
    sum {j in N} a[j]*X[j]
    + lambda*((sum {j in N} a[j]*X[j] - i - s*K)^2);
```

Figure 5.15: File apery_set_member_lagr.mod
the output is shown in Figure 5.18.
Foreseeably, the Apéry set we obtain for $S$ and $s=30$ is correct, but that should not be a surprise as both optimization problems are equivalent to the original one. What is of interest here is that a low starting point for $\lambda$ implies a relatively large number of iterations, which translates in more calls to our integer linear programming solver than in the original constrained version. However, if we start with a large enough value of $\lambda$, we can obtain the same results without additional calls to the solver and just one iterarion for each of the elements of the Apéry set. On the other hand, if we exceed in the value for $\lambda$, we would also need just one iteration per $\omega_{i}$, but the solver would need more time in order to find the global optimum. The latter behavior can be observed when taking into account the number of simplex iterarions and branch-and-cut nodes that Gurobi needs for each of the problems.

Nevertheless, this unconstrained reformulation of the problem is not meant to be solved by Gurobi or any other integer linear programming solver, but rather by an ideal adiabatic quantum computer, and more concretely by one of the few D-Wave machines that currently exist worldwide. Our unconstrained problem, in QUBO form, is shown below (please note that, if $x \in\{0,1\}$, then $x=x^{2}$ ):

$$
\begin{aligned}
c_{0}+\sum_{m=0}^{u} c_{m} k_{m} & +\sum_{j=1}^{n}\left(\sum_{l=0}^{t_{j}} c_{j l} x_{j l}\right)+\sum_{1 \leq j<j^{\prime} \leq n}\left(\sum_{0 \leq l<l^{\prime} \leq \min \left(t_{j}, t_{j^{\prime}}\right)} i q_{j l, j^{\prime} l^{\prime}} x_{j l} x_{j^{\prime} l^{\prime}}\right) \\
+ & \sum_{j=1}^{n}\left[\sum_{l=0}^{t_{j}}\left(\sum_{m=0}^{u} q_{j l, m} x_{j l} k_{m}\right)\right]+\sum_{0 \leq m<m^{\prime} \leq u} q_{m, m^{\prime}},
\end{aligned}
$$

where

$$
\begin{aligned}
c_{0} & =\lambda^{(\nu)} i^{2} \\
c_{m} & =\lambda^{(\nu)}\left(2^{2 m} s^{2}+2^{m+1} i s\right) \\
c_{j l} & =2^{l} a_{j}+\lambda^{(\nu)}\left(2^{2 l} a_{j}^{2}-2^{l+1} a_{j} i\right) \\
q_{m, m^{\prime}} & =2^{m+m^{\prime}+1} \lambda^{(\nu)} s^{2} \\
q_{j l, m} & =2^{l+m+1} \lambda^{(\nu)} a_{j} s \\
q_{j l, j^{\prime} l^{\prime}} & =2^{l+l^{\prime}+1} \lambda^{(\nu)} a_{j} a_{j^{\prime}} .
\end{aligned}
$$

Right now, an ideal quantum annealer should be able to solve our QUBO problem for finding the members of the Apéry set, provided that such a computer has a sufficiently large enough amount of qubits, and also that the graph connecting the qubits is complete. However, to date there are no quantum annealers that fulfill those requirements (they may be available in the future, though). The latest quantum annealers commercially available are the D-Wave 2X, with 1152 and 3360 couplers (connections between adjacent qubits), and the D-Wave 2000Q, which has 2048 qubits and 6016 couplers. Their graphs are far from being complete, as every

```
model apery_set_member_lagr.mod;
data numerical_semigroup.dat;
let s := 30;
param apery_set {0..s-1};
param lambdas {0..s-1};
param iterations {0..s-1};
param it default 0;
option solver gurobi;
for {l in 0..s-1} {
    let i := l;
    let lambda := 0;
    let it := 0;
    let rest := 1;
    repeat {
        solve;
        let rest := abs(sum {j in N} a[j]*X[j] - i - s*K);
        let lambda := lambda + rest;
        let it := it + 1;
    } while rest != 0;
    let apery_set[l] := T;
    let lambdas[l] := lambda;
    let iterations[l] := it;
}
display apery_set;
display iterations;
display lambdas;
```

Figure 5.16: File apery_set_lagr.run
qubit in their grids are at most connected with six other qubits, as shown in Figure

| apery_set [*] := |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 4 | 34 | 8 | 38 |  | 42 | 16 | 46 | 20 | 80 | 24 | 84 | 28 | 88 |  |
| 1 | 61 | 5 | 65 | 9 | 69 |  | 103 | 17 | 77 | 21 | 111 | 25 | 55 |  | 89 |  |
| 2 | 92 | 6 | 66 | 10 | 100 |  | 44 | 18 | 78 | 22 | 22 | 26 | 56 |  |  |  |
| 3 | 33 | 7 | 67 | 11 | 11 |  | 45 | 19 | 19 | 23 | 23 | 27 | 57 |  |  |  |
| iterations [*] := |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 01 | 3 | 2 | 6 | 2 | $9 \quad 2$ | 1 | 222 | 15 | 2 | 18 | 2 |  | 11 | 2440 | 27 | 2 |
| 163 | 4 | 2 | 7 | 2 | 1022 | 1 | 321 | 16 | 2 | 19 | 2 | 22 | 2 | 252 | 28 | 2 |
| 22 | 5 | 2 | 8 | 2 | 112 | 1 | 42 | 17 | 2 | 20 | 44 | 23 | 2 | 262 | 29 | 3 |
| ; |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| lambdas [*] := |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0 | 4 | 34 | 8 | 68 | 12 | 32 | 16 | 46 | 20 | 62 | 24 | 62 | 28 | 58 |  |
| 1 | 62 | 5 | 35 | 9 | 39 | 13 | 62 | 17 | 47 | 21 | 90 | 25 | 85 | 29 | 90 |  |
| 2 | 62 | 6 | 66 | 10 | 90 | 14 | 104 | 18 | 78 | 22 | 112 | 26 | 56 |  |  |  |
| 3 | 93 | 7 | 67 | 11 | 101 |  | 45 | 19 | 79 | 23 | 23 | 27 | 57 |  |  |  |
| ; |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Figure 5.17: Output for apery_set_lagr.run and $\lambda^{(0)}=0$

| apery_set [*] := |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 4 | 34 | 8 | 38 |  | 42 | 16 | 46 | 20 | 80 | 24 | 84 | 28 | 88 |
| 1 | 61 | 5 | 65 | 9 | 69 |  | 103 | 17 | 77 | 21 | 111 | 25 | 55 | 29 | 89 |
| 2 | 92 | 6 | 66 | 10 | 100 |  | 44 | 18 | 78 | 22 | 22 | 26 | 56 |  |  |
| 3 | 33 | 7 | 67 | 11 | 11 |  | 45 | 19 | 19 | 23 | 23 | 27 | 57 |  |  |
| ; |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| iterations [*] := |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 1 | 31 | 6 | 1 | 91 | 12 | 1 | 151 | 18 | 1 | 21 |  | 241 | 27 | 1 |
| 1 | 1 | 41 | 7 | 1 | 101 | 13 | 1 | 16 | 19 | 1 | 22 |  | 251 | 28 | 1 |
| 2 | 1 | 51 | 8 | 1 | 111 | 14 | 1 | 171 | 120 | 1 | 23 |  | 261 | 29 | 1 |
| ; |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| lambdas [*] := |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 100 | 4 | 100 | 8 | 100 |  | 100 | 16 | 100 | 20 | 100 | 24 | 100 | 28 | 100 |
|  | 100 | 5 | 100 | 9 |  |  | 100 |  | 100 | 21 | 100 | 25 | 100 | 29 | 100 |
| 2 | 100 | 6 | 100 | 10 | 100 |  | 100 | 18 | 100 | 22 | 100 | 26 | 100 |  |  |
|  | 100 | 7 | 100 | 11 | 100 |  | 100 | 19 | 100 | 23 | 100 | 27 | 100 |  |  |
| ; |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Figure 5.18: Output for apery_set_lagr.run and $\lambda^{(0)}=100$
5.21 (it may be less than that, as some qubits may be off after the last recalibration of the machine).

The importance of the completeness of the graph is problem dependant. Our QUBO instance, for example, has a complete connectivity graph between its variables. With an ideal quantum annealer we would have no problem, but with the D-Wave machine it is mandatory to transform our problem graph into an alternative graph that could be embedded into the Chimera graph. In other words, we have to solve an instance of the subgraph isomorphism problem, which happens to be in NP-complete. Even more, our problem may not be embeddable inside the D-Wave (for example, for the 1152 qubit Chimera grid of the D-Wave 2X, the largest complete graph that can be embedded into it is believed to be the $K_{33}$ ). Research on the subject of embedding a problem graph into D-Wave's Chimera graph can be found in [34] and [35], where the concepts of embedding and parameter setting are explained.

There is a way to skip these limitations, by solving subinstances of our graph instead of the complete graph. For that, D-Wave released a graph partitioning open source library called qbsolv [26]. Its corresponding executable needs a certain kind of file format (called .qubo), to work. For example, if our QUBO instance is defined by

$$
2.6 x_{0}+4.5 x_{1}-1.8 x_{2}+3.5 x_{0} x_{1}+2 x_{1} x_{2},
$$

where $x_{0}, x_{1}, x_{2} \in\{0,1\}$, its corresponding .qubo file is the one shown in Figure 5.19. The format is quite: the first line always starts with p qubo 0 , followed by the number of variables, the number of nonzero diagonals, and the number of nonzero couplings. The output obtained by qbsolv for this file can be seen in Figure 5.20

```
p qubo 0 3 3 2
0 0 2.6
1 14.5
2 2 -1.8
0 13.5
122.0
```

Figure 5.19: Example of .qubo file

```
3 bits, find Min, SubMatrix= 47, -a o, timeout=2592000.0 sec
001
-1.80000 Energy of solution
O Number of Partitioned calls, 1 output sample
0.03002 seconds of classic cpu time
```

Figure 5.20: Output for the example .qubo file

## Submit Problem

| Submit problem to DW2X Configure 三options |
| :--- | :--- |



Qubist 3.0 - Timezone: America Nancouver
Copyright © D-Wave Systems Inc.|

Figure 5.21: Introducing a problem inside the D-Wave 2X

Please note that, in the previous paragraph, we have shown the solution that qbsolv obtains for a certain instance of the problem. This is because qbsolv has an auxiliary internal optimization solver based on the tabu search [58], which gives a solution for the subproblems and then unifies all the solutions into the complete one for all the variables. However, this classical method does not guarantee a global solution, and is of no help to us in the general case. We can decide if qbsolv tries to solve the problem with its tabu search, of if we prefer to connect to a D-Wave machine.

Finally, our QUBO subproblem is solved with the D-Wave 2X via one of the possible inputs allowed. The first one is shown in Figure 5.21, while the second one is again a .qubo file obtained internally with qbsolv. As part of the project Joint Research Unit Repsol-ITMATI (code file: IN853A 2014/03), we had the opportunity to try the D-Wave 2X machine based on the University of Southern California. However, due to the amount of subproblems needed to solve a proper instance of the Frobenius problem or the Apéry set, it was impractical to do so with the scarce amount of time given and the current size of the graph of the D-Wave 2X machine. In the last chapter we discuss the conclusions at which we arrived during the process.

## 6

## Conclusions and Future Work

What we have presented in this doctoral dissertation is a preliminary study of the capabilities of quantum computation when it comes to solve numerical semigrouprelated problems. In order to do that, we have first defined what numerical semigroups are, and then, drawing upon the principles of computational complexity theory, we prove that the problems we want to answer with hypothetical quantum computers are in fact hard to solve. Thus, this work is a first attempt at solving one of the most computationally demanding problems in basic algebra with this emerging and somewhat promising computing paradigm. As have been explained, calculating the Sylvester denumerant and the Frobenius number of a numerical semigroup are not even known to be in the computational class NP (i.e., just deciding if a certain integer is the Frobenius number or the Sylvester denumerant is a challeging problem).

With that in mind, it is important to clarify that we did not expect in any moment to find polynomial-time quantum algorithms for those problems. As with the Sankara stones, doing so would have triggered a series of actions that would have eventually led us to never-ending fortune and glory. It is also important to take into account that quantum computing is not a panacea for computationally hard problems. In fact, there are not many problems that have quantum algorithms faster than their classical counterparts (without the involvement of oracles). Even more, in those few special cases it remains to be proven yet that a classical algorithm comparable to the quantum one in terms of efficiency does not exist. The best example is Shor's algorithm: right now, it is the only known polynomial time algorithm for the factoring problem; however, even though the general number field sieve (i.e., the most efficient classical factoring algorithm) is super-polynomial, it has not been proven that there are no classical polynomial factoring algorithms. Proving so will answer the question of whether there are NP problems not in P.

During these years we have also followed a lead (unrelated to quantum computing) that, if finally proven true, would strengthen the hard nature of the Frobenius problem. There exist the possibility that the Frobenius number is not just one of the problems in the class NP-hard, but also a problem in the class PSPACE-hard (please note that NP $\subseteq$ PSPACE and that the equality, although not properly discarded yet, would be startling). Details of this remain, however, to be worked out yet; due to time limitations we did not arrive to any definite -and, of course, math-
ematically proven - conclusion during the span of this doctoral dissertation.
As with quantum computing, to date the only algorithm that is proven to be strictly more efficient that its classical counterpart is Grover's Search. However, in order to use this algorithm, one must have a way of identifying in a reasonable time (i.e., polynomial with respect to the size of the input) whether a possible solution is in fact a solution. This, of course, limits its usage to problems in the class NP, and is the reason why we have solved the Sylvester denumerant problem with the help of an oracle for the NSMP. There exists, however, the possibility that powerful quantum gate algorithms exist in their own right for the Sylvester denumerant (without having to find the actual solutions for the NSMP) and also for the Frobenius problem, but the search must continue from this point. The lack of results since Shor and Grover gave birth to their clever ideas is, nonetheless, discouraging, and may be an indicative that the only advantage of quantum computers with respect to classical ones would and ever would be a quadratic speedup in database searches. Furthermore, there are other problems that arise when trying to construct a quantum computer in practice; we have not covered them here, but we refere to [6] for a brief and clever introduction.

Regarding the algorithms for the Apéry set and the Frobenius number, there are two aspects that need to be improved prior to completing a study of its feasibility and performance. First, the current graph (i.e., Chimera graph) architecture of the available adiabatic quantum computers (i.e., the D-Wave machines) extremely obstruct the resolution of problems that have an almost full connectivity index between its variables, as in this case (the use of qbsolv is just a temporary workaround, or it should be as so). And second, current adiabatic quantum computers do not guarantee global optimality, as opposed to the theoretical result deducted from the adiabatic theorem; in reality, the D-Wave just make a few runs of the process (instead of just one, as would be in the theoretical case) and, following a certain probability distribution, try to guarantee that the best of the solutions obtained by those runs is in fact the global solution to the problem. This solution, however, cannot be proven to be the global optimum (as global optimality is not known to be in the class NP), which makes useless our attempt to find those two combinatorial invariants via current adiabatic quantum computers. In the future, with more reliable quantum annealers, however, this solution may prove to be effective and faster, but for now it is just a theoretical method.
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