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#### Abstract

The purpose of this article is to give a new proof of a null controllability result for a 1D free-boundary problem of the Stefan kind for a heat PDE. We introduce a method based on local inversion that, in contrast with other previous arguments, does not rely on any compactness property and can be generalized to higher dimensions.


## 1. Introduction

1.1. Motivation. Let $u_{0}:\left[0, L_{0}\right] \mapsto \mathbb{R}$, the open interval $\omega_{0} \Subset\left(0, L_{0}\right)$ and $T>0$ be given. The main goal in this paper is to find a control $v=v(x, t)$ such that the solution $(u, \ell)$ to the Stefan problem

$$
\left\{\begin{array}{ll}
u_{t}-u_{x x}=v \mathbb{1}_{\mathcal{O}} & \text { in } \quad Q_{\ell},  \tag{1.1}\\
u(0, t)=u(\ell(t), t)=0 & \text { for } \quad t \in(0, T), \\
u(x, 0)=u_{0}(x) & \text { for } \quad x \in\left(0, L_{0}\right), \\
\ell^{\prime}(t)=-\frac{1}{k} u_{x}(\ell(t), t) & \text { for } \quad t \in(0, T), \quad \text { (Stefan condition) } \\
\ell(0)=L_{0} &
\end{array} \quad\right.
$$

satisfies

$$
\begin{equation*}
u(x, T)=0, \quad x \in(0, \ell(T)) \tag{1.2}
\end{equation*}
$$

Here and in the sequel, $Q_{\ell}$ and $\mathcal{O}$ respectively denote

$$
Q_{\ell}=\{(x, t): 0<x<\ell(t), \quad 0<t<T\} \quad \text { and } \quad \mathcal{O}=\omega_{0} \times(0, T)
$$

and $\mathbb{1}_{\mathcal{O}}$ is the characteristic function of $\mathcal{O}$.
Although this problem has already been considered in [12], it will be re-visited in this paper. In [12], problem (1.1) is reformulated and solved by introducing a suitable space $\mathcal{L}$ of functions $\ell:[0, T] \mapsto \mathbb{R}$ and a fixed-point mapping $\Lambda: \mathcal{L} \mapsto \mathcal{L}$ as follows:

$$
\begin{equation*}
\Lambda(\ell)=L_{0}-\frac{1}{k} \int_{0}^{\cdot} u_{x}^{\ell}(\ell(s), s) d s \tag{1.3}
\end{equation*}
$$

where $\left(u^{\ell}, v^{\ell}\right)$ is a well-chosen minimal energy solution to the null control problem:

$$
\left\{\begin{array}{lll}
u_{t}(x, t)-u_{x x}(x, t)=v(x, t) \mathbb{1}_{\mathcal{O}} & \text { in } & Q_{\ell}  \tag{1.4}\\
u(0, t)=u(\ell(t), t)=0 & \text { for } & t \in(0, T) \\
u(x, 0)=u_{0}(x) & \text { for } & x \in\left(0, L_{0}\right) \\
u(x, T)=0 & \text { for } & x \in(0, \ell(T))
\end{array}\right.
$$

The strategy to choose $\left(u^{\ell}, v^{\ell}\right)$ relies on the Fursikov-Imanuvilov formulation of the null controllability problem for the heat equation, see [18]. The authors prove that, for any small $u_{0}$, $\Lambda$ possesses at least one fixed point in $\mathcal{L}$, say $\ell^{\star}$. To this end, they check that the assumptions of Schauder's Fixed-Point Theorem are satisfied. As a by-product, a solution ( $\ell^{\star}, u^{\ell^{\star}}, v^{\ell^{\star}}$ ) to (1.1)-(1.2) is proved to exist.

Unfortunately, it seems difficult to apply these ideas in a higher dimensional setting. Indeed, it is not clear at all how can we give a similar definition of $\Lambda$ and get, again, a continuous compact mapping (note that $\Lambda$ is compact in the one-dimensional case, among other reasons, because the functions in $\mathcal{L}$ can be viewed as parametrizations of curves, not surfaces).

For these reasons, with an extension in mind to other more interesting and realistic problems, we introduce in this paper another strategy that, instead of compactness, relies on local inversion, that is, completeness and contractivity. More precisely, we will use Liusternik's Inverse Function Theorem in Banach spaces.

An interesting by-product of the method used in this paper is that it leads in a natural way to a convergent iterative algorithm for the computation of null controls. This will be explained with more detail below, at the end of Section 4.

The controllability of linear and nonlinear PDEs has been the objective of many papers the last decades. In the context of the linear and semilinear heat PDEs, the main contributions have been obtained in $[10,23,7,18,13,6]$. For parabolic free-boundary problems, controllability questions have been considered only in a few papers; see however [3, 20, 12].

On the other hand, the solution of problems of the kind (1.1)-(1.2) is connected to several interesting applications. Among others, we can mention solidification processes (see [14, 15]) and also the following:

- The behavior of free surface flows, see $[21,28,31]$.
- Fluid-solid interaction and related problems, see [5, 24, 30].
- Tumor growth modelling and other problems from mathematical biology, see [16, 17], etc.

In the sequel, $C$ denotes a generic positive constant; $C_{0}, C_{1}$, etc. are other positive (specific) constants; when it makes sense, the extension by zero in space of any function $f$ is denoted by $f^{*}$.

The main result in this paper is as follows:
Theorem 1.1. The free-boundary system (1.1)-(1.2) is locally null-controllable. More precisely, given a constant $L_{\star}$ such that sup $\omega_{0}<L_{\star}<L_{0}$, there exists $\epsilon>0$ such that, if $u_{0} \in H_{0}^{1}\left(0, L_{0}\right)$ and $\left\|u_{0}\right\|_{H_{0}^{1}\left(0, L_{0}\right)}<\epsilon$, then there exist $\ell$, $v$ and $u$, with

$$
\ell \in C^{1}([0, T]), \quad L_{\star}<\inf _{t \in[0, T]} \ell(t), \quad v \in L^{2}(\mathcal{O}), \quad u \circ \Phi_{\ell}^{-1} \in C^{0}\left([0, T] ; H_{0}^{1}\left(0, L_{0}\right)\right),{ }^{1}
$$

that satisfy (1.1) and (1.2).
For the proof, we will first use a suitable change of variables that transforms (1.4) in a parabolic problem in a fixed cylindrical domain. Then, we will introduce two appropriate Banach spaces $\mathcal{X}, \mathcal{Y}$ and a mapping $\mathcal{F}: D \subset \mathcal{X} \mapsto \mathcal{Y}$ (defined on an appropriate subset $D$ ), and we will rewrite (1.1)-(1.2) as an equation of the form

$$
\begin{equation*}
F(z, \ell, v)=\left(0, u_{0}\right), \quad(z, \ell, v) \in D \subset \mathcal{X} . \tag{1.5}
\end{equation*}
$$

Finally, we will check that the assumptions of Liusternik's Theorem are satisfied by $\mathcal{F}: D \subset$ $\mathcal{X} \mapsto \mathcal{Y}$ and, consequently, for any small $u_{0}$, (1.1)-(1.2) is solvable.

This paper is organized as follows. In Section 2, we give the details of the announced change of variables and we recall some previous results. In Section 3, we consider and solve a constrained null controllability problem for a linear parabolic system; this will be needed later to prove that the hypotheses of Liusternik's Theorem are fulfilled. Section 4 deals with the proof of Theorem 1.1. In Section 5, we present some additional comments and extensions. Finally, Section 6 is devoted to recall some technical results.

## 2. Some previous results

As already mentioned, we will use a suitable change of variables in order to transform the non-cylindrical problem (1.4) into a cylindrical one.
2.1. Reduction to a fixed cylindrical domain. Let $\ell \in C^{1}([0, T])$ be given. We will construct a diffeomorphism $\Phi_{\ell}$ that maps the set $Q_{\ell}$ onto $Q_{L_{0}}=\left(0, L_{0}\right) \times(0, T)$ and coincides with the identity on the square $\left[0, L_{\star}\right] \times[0, T]$ for a fixed $L_{\star}$ such that $\sup \omega_{0}<L_{\star}<L_{0}$; see the figure below.

Construction of $\Phi_{\ell}$ : Fix a small $\delta>0$. Given $y>L_{\star}+2 \delta$, define $g(\cdot, y)$ as the linear interpolation of the points $\left(L_{\star}-\delta, L_{\star}-\delta\right),\left(L_{\star}+\delta, L_{\star}+\delta\right),\left(y-\delta, L_{0}-\delta\right),\left(y+\delta, L_{0}+\delta\right)$. Consider $g(\cdot, y)$ as defined on the whole line by extending the end segments toward infinity.

Specifically,

$$
g(x, y)= \begin{cases}x, & \text { if } x \leq L_{*}+\delta \\ L_{*}+\delta+\frac{\left(L_{*}-L_{0}+2 \delta\right)\left(x-L_{*}-\delta\right)}{\left(L_{*}+2 \delta-y\right)}, & \text { if } L_{*}+\delta<x<y-\delta, \\ x-y+L_{0}, & \text { if } x>y-\delta\end{cases}
$$
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(A) Dotted region $Q_{\ell}$ and dashed region $\mathcal{O} \subset Q_{\ell}$. (B) Dotted region $Q_{L_{0}}$ and dashed region $\mathcal{O} \subset Q_{L_{0}}$.

On the other hand, let $\varphi$ be a nonnegative even smooth function with compact support contained in $(-\delta, \delta)$, which integral on this interval is equal to one: $\varphi \in C^{\infty}(\mathbb{R}), \varphi(x)=$ $\varphi(-x), \operatorname{supp} \varphi \subset(-\delta, \delta)$ and $\int_{\mathbb{R}} \varphi(x) d x=1$.

Let us define

$$
H(x, y)=(\varphi * g(\cdot, y))(x)
$$

It can be seen that $H$ is a smooth function on $\mathbb{R} \times\left(L_{\star}+2 \delta, \infty\right)$. Note that $H(y, y)=L_{0}$ and $H_{x}(y, y)=1$ for every $y>L_{\star}+2 \delta$. Moreover,

$$
\nabla H(x, y)=\left(\left(\varphi^{\prime} * g(\cdot, y)\right)(x),\left(\varphi * \partial_{y} g(\cdot, y)\right)(x)\right)
$$

where

$$
\partial_{y} g(x, y)= \begin{cases}0, & \text { if } x \leq L_{*}+\delta \\ \frac{\left(L_{*}-L_{0}+2 \delta\right)\left(x-L_{*}-\delta\right)}{\left(L_{*}+2 \delta-y\right)^{2}}, & \text { if } L_{*}+\delta<x<y-\delta \\ -1, & \text { if } x>y-\delta\end{cases}
$$

(see the figure below).

(A) Typical plot of $g(\cdot, y)$.

(B) Typical plot of $\partial_{y} g(\cdot, y)$.

The desired diffeomorphism is given as follows:

$$
\Phi_{\ell}: Q_{\ell} \mapsto \quad Q_{L_{0}}, \quad \Phi_{\ell}(x, t)=(H(x, \ell(t)), t)
$$

The change of variables $(\xi, t)=\Phi_{\ell}(x, t)$ transforms (1.4) into

$$
\left\{\begin{array}{lll}
M^{\ell} z=\tilde{v} \mathbb{1}_{\mathcal{O}}, & \text { in } \quad Q_{L_{0}},  \tag{2.1}\\
z(0, t)=z\left(L_{0}, t\right)=0, & \text { for } t \in(0, T), \\
z(\xi, 0)=u_{0}(\xi), & \text { for } \quad \xi \in\left(0, L_{0}\right), \\
z(\xi, T)=0, & \text { for } \quad \xi \in\left(0, L_{0}\right),
\end{array}\right.
$$

where

$$
\begin{equation*}
M^{\ell} z=z_{t}+a^{\ell} z_{\xi}-b^{\ell} z_{\xi \xi}, \tag{2.2}
\end{equation*}
$$

$z=u \circ \Phi_{\ell}^{-1}, \tilde{v}=v \circ \Phi_{\ell}^{-1}$ and

$$
\begin{align*}
a^{\ell}(\xi, t) & =H_{y}\left(H^{-1}(\xi, \ell(t)), \ell(t)\right) \ell^{\prime}(t)-H_{x x}\left(H^{-1}(\xi, \ell(t)), \ell(t)\right),  \tag{2.3}\\
b^{\ell}(\xi, t) & =H_{x}^{2}\left(H^{-1}(\xi, \ell(t)), \ell(t)\right) \tag{2.4}
\end{align*}
$$

Here, $H^{-1}$ denotes the inverse of $H$ with respect to the first coordinate (i.e. $H^{-1}(\xi, y):=(\varphi *$ $\left.g(\cdot, y))^{-1}(\xi)\right)$.

Observe that $a^{\ell} \in C(\bar{Q})$ and $b^{\ell} \in C^{1}(\bar{Q})$ whenever $\ell \in C^{1}[0, T]$.
Remark 2.1. Note that a slight modification in the construction of $\Phi$ actually permits to consider also controls acting on noncilindrical domains $\mathcal{O}$.
2.2. Liusternik's Inverse Function Theorem. Let us consider the mapping

$$
\begin{equation*}
\mathcal{F}(z, v, \ell)=\left(M^{\ell+L_{0}} z-v \mathbb{1}_{\mathcal{O}}, z(0)\right) \tag{2.5}
\end{equation*}
$$

Note that $\mathcal{F}(0,0,0)=(0,0)$.
Later, our approach will be to locally invert this mapping, with the aim to ensure, for any small initial data $u_{0}$, the existence of a triplet $(z, v, \ell)$ such that $\mathcal{F}(z, v, \ell)=\left(0, u_{0}\right)$.

To accomplish this goal, we will apply the following local inversion result in Banach spaces, which is a consequence of the so-called Liusternik-Graves Theorem (see for instance [1]):
Theorem 2.2. Let $\mathcal{X}$ and $\mathcal{Y}$ be Banach spaces, let $D \subset \mathcal{X}$ be a non-empty open set and let $\mathcal{F}: D \subset \mathcal{X} \mapsto \mathcal{Y}$ be a $C^{1}$ mapping. Assume that $(\bar{x}, \bar{y}) \in D \times \mathcal{Y}$ is such that $\mathcal{F}(\bar{x})=\bar{y}$ and $\mathcal{F}^{\prime}(\bar{x}): \mathcal{X} \mapsto \mathcal{Y}$ is onto. Then, there exists $\delta>0$ such that, for every $y \in \mathcal{Y}$ satisfying $\|y-\bar{y}\| \mathcal{Y}<\delta$, there exists at least one solution $x \in \mathcal{X}$ to the equation

$$
\mathcal{F}(x)=y, \quad x \in \mathcal{X} .
$$

Once the inversion is performed, we take $(z, v, \ell)=\mathcal{F}^{-1}\left(0, u_{0}\right)$ and, returning to the original coordinates, we see that the function $u(x, t):=z \circ \Phi_{\ell+L_{0}}(x, t)$ satisfies (1.1). As a matter of fact, what we can say by now is that the first and third lines of (1.1) are satisfied, but what about the other ones?

A major issue will be to find suitable Banach spaces $\mathcal{X}$ and $\mathcal{Y}$ such that, first, the hypotheses of Theorem 2.2 are fulfilled around $(0,0,0)$ and, second, $(z, v, \ell) \in \mathcal{X}$ implies that $u$ satisfies the remaining lines of (1.1), together with the zero final condition (1.2).

This will be achieved by imposing to the functions in $\mathcal{X}$ to satisfy the final null and boundary conditions together with the Stefan condition. Then, $\mathcal{Y}$ will be chosen such that $\mathcal{F}$ is well defined and $\mathcal{F}^{\prime}(0,0,0)$ is surjective. To get this last property, we need to solve a null controllability problem for a linear parabolic equation with and additional integral constraint, which requires the use of an improved Carleman's inequality, proved in Proposition 3.2.

## 3. Constrained null controllability of linear parabolic equations

Let us fix $u_{0} \in H_{0}^{1}\left(0, L_{0}\right)$ and $h \in L^{2}\left(\rho_{0}^{2} ; Q\right)$. The goal of this section is to solve the linear null controllability problem

$$
\left\{\begin{array}{lll}
M^{L_{0}} z(\xi, t)=v(\xi, t) \mathbb{1}_{\mathcal{O}}+h(\xi, t) & \text { in } \quad Q_{L_{0}}  \tag{3.1}\\
z(0, t)=z\left(L_{0}, t\right)=0 & \text { for } & t \in(0, T) \\
z(\xi, 0)=u_{0}(\xi) & \text { for } & \xi \in\left(0, L_{0}\right) \\
z(\xi, T)=0 & \text { for } & \xi \in\left(0, L_{0}\right)
\end{array}\right.
$$

with the additional constraint ${ }^{2}$

$$
\begin{equation*}
\int_{0}^{T} z_{\xi}\left(L_{0}, s\right) d s=0 \tag{3.2}
\end{equation*}
$$

Here $M^{L_{0}}$ denotes the operator defined by (2.2) when $\ell(t) \equiv L_{0}$. That is

$$
M^{L_{0}}=\partial_{t}+a^{L_{0}} \partial_{\xi}-b^{L_{0}} \partial_{\xi \xi}
$$

It is not difficult to see (from (2.3), (2.4) and the definition of $H$ ) that $a^{L_{0}}=0$ and $b^{L_{0}}=1$. Nevertheless, we maintain the notation given above because most calculations performed below remain valid if we replace the constant $L_{0}$ for a fixed function $\ell_{0}$ such that $\ell_{0}(0)=L_{0}$.

The main tool will be a modified (or improved) Carleman's estimate that will be established for the solutions to an adjoint problem. Ideas of this kind seem to have been used for the first time in [27] and has led since then to the solution of several constrained control problems; see for example [26, 25].

Let us first introduce some notation. Thus, let us fix a nonnegative function $\alpha_{0} \in C^{2}\left(\left[0, L_{0}\right]\right)$ such that $\alpha_{0}(0)=\alpha_{0}\left(L_{0}\right)=0$ and $\left|\alpha_{0}^{\prime}(x)\right|>0$ for all $x \in\left[0, L_{0}\right] \backslash \omega_{0}$. Given $\lambda>0$, let us set

$$
\phi(x, t):=\frac{e^{\lambda \alpha_{0}(x)}}{m(t)}, \quad \tilde{\alpha}(x, t):=e^{2 \lambda\left\|\alpha_{0}\right\|_{\infty}}-e^{\lambda \alpha_{0}(x)} \quad \text { and } \quad \alpha(x, t):=\frac{\tilde{\alpha}(x)}{m(t)}
$$

where $m \in C^{\infty}([0, T])$ is such that

$$
m(t)= \begin{cases}T^{2} / 4 & \text { for } t \in[0, T / 2]  \tag{3.3}\\ t(T-t) & \text { for } t \in[T / 2, T]\end{cases}
$$

Then the following well known global Carleman estimate holds (see [18]):

[^1]Proposition 3.1 (Carleman inequality). There exist positive constants $\tilde{\lambda}$, $\tilde{s}$ and $C$ (depending on $L_{\star}, \omega_{0}$ and $T$ ) such that, for any $s \geq \tilde{s}$ and $\lambda \geq \tilde{\lambda}$,

$$
\begin{align*}
& \iint_{Q_{L_{0}}} e^{-2 s \alpha}\left[(s \phi)^{-1}\left(\left|p_{t}\right|^{2}+\left|p_{\xi \xi}\right|^{2}\right)+\lambda^{2}(s \phi)\left|p_{\xi}\right|^{2}+\lambda^{4}(s \phi)^{3}|p|^{2}\right] d \xi d t \\
\leq & C\left(\iint_{Q_{L_{0}}} e^{-2 s \alpha}\left|\left(M^{L_{0}}\right)^{*}(p)\right|^{2} d \xi d t+\iint_{\mathcal{O}} e^{-2 s \alpha} \lambda^{4}(s \phi)^{3}|p|^{2} d \xi d t\right) \tag{3.4}
\end{align*}
$$

for any $p \in H^{2,1}\left(Q_{L_{0}}\right)$ such that $p(0, t)=p\left(L_{0}, t\right)=0$ for $0 \leq t \leq T$.
In general, $\left(M^{\ell_{0}}\right)^{*}(p):=-p_{t}-\left(a^{\ell_{0}} p\right)_{\xi}-\left(b^{\ell_{0}} p\right)_{\xi \xi}$ corresponds to the formal adjoint of $M^{\ell_{0}}$. The preceding result remains in force for such operators because of the regularity of $a_{0}^{\ell}$ and $b^{\ell_{0}}$ mentioned at the end of Subsection 2.1. In our current setting we have $\left(M^{L_{0}}\right)^{*}(p):=-p_{t}-p_{\xi \xi}$.

From here on we use the following notation for the weight functions in (3.4):

$$
\rho=e^{s \alpha}, \quad \rho_{0}=\lambda^{-2} e^{s \alpha}(s \phi)^{-3 / 2}, \quad \rho_{1}=\lambda^{-1} e^{s \alpha}(s \phi)^{-1 / 2}, \quad \rho_{2}=e^{s \alpha}(s \phi)^{1 / 2}
$$

In order to solve the constrained problem (3.1)-(3.2), we will first ignore the integral restriction. Thus, from the results in [18], we know that there exists $(\bar{z}, \bar{v})$ in $L^{2}\left(\rho^{2} ; Q_{L_{0}}\right) \times L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right)$ (that will be fixed from now on and up to the end of this section), such that

$$
\begin{cases}M^{L_{0}} \bar{z}=\bar{v} \mathbb{1}_{\mathcal{O}}+h, & \text { in } \quad Q_{L_{0}},  \tag{3.5}\\ \bar{z}(0, t)=\bar{z}\left(L_{0}, t\right)=0, & \text { for } \quad t \in(0, T), \\ \bar{z}(\xi, 0)=u_{0}(\xi), & \text { for } \quad \xi \in\left(0, L_{0}\right),\end{cases}
$$

and

$$
\begin{equation*}
\|\bar{z}\|_{L^{2}\left(\rho^{2} ; Q_{L_{0}}\right)}^{2}+\|\bar{v}\|_{L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right)}^{2} \leq C\left(\iint_{Q_{0}} \rho_{0}^{2}|h|^{2} d \xi d t+\int_{0}^{L_{0}}\left|u_{0}\right|^{2} d \xi\right) \tag{3.6}
\end{equation*}
$$

Moreover, it is not difficult to see that

$$
\begin{equation*}
\bar{\eta}^{2}:=\left(\int_{0}^{T} \bar{z}_{\xi}\left(L_{0}, s\right) d s\right)^{2} \leq C\left(\iint_{Q_{0}} \rho_{0}^{2}|h|^{2} d \xi d t+\int_{0}^{L_{0}}\left|u_{0}\right|^{2} d \xi\right) \tag{3.7}
\end{equation*}
$$

Let us denote by $Z(v)$ the solution (in $L^{2}\left(0, T ; H^{2}\left(0, L_{0}\right)\right)$ ) to the problem

$$
\left\{\begin{array}{lll}
M^{L_{0}} z=v \mathbb{1}_{\mathcal{O}} & \text { in } \quad Q_{L_{0}}  \tag{3.8}\\
z(0, t)=z\left(L_{0}, t\right)=0 & \text { for } \quad t \in(0, T) \\
z(\xi, 0)=0 & \text { for } \quad \xi \in\left(0, L_{0}\right)
\end{array}\right.
$$

and let us introduce the family of admissible controls

$$
\mathcal{V}_{\mathrm{ad}}=\left\{v \in L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right): \int_{0}^{T}(Z(v))_{\xi}\left(L_{0}, s\right) d s=\bar{\eta}\right\}
$$

In terms of the linear (nonlocal) differential operator

$$
N: L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right) \mapsto L^{2}(0, T), \quad N(v)=(Z(v))_{\xi}\left(L_{0}, s\right)
$$

one has

$$
\mathcal{V}_{\mathrm{ad}}=\left\{v \in L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right):\left\langle N^{*} 1, v\right\rangle_{L^{2}\left(\rho_{0}^{-2} ; \mathcal{O}\right) \times L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right)}=\bar{\eta}\right\}
$$

where $N^{*}: L^{2}(0, T) \mapsto L^{2}\left(\rho_{0}^{-2} ; \mathcal{O}\right)$ denotes the adjoint of $N$ and 1 is the unit constant function.
To simplify the notation, we write the previous duality product in the form $\langle\cdot, \cdot\rangle_{\rho_{0}^{-2} \times \rho_{0}^{2}}$. Note that $\left\langle w^{*}, v\right\rangle_{\rho_{0}^{-2} \times \rho_{0}^{2}}$ coincides with $\iint_{\mathcal{O}} w^{*} v d \xi d t$; in particular, we see that $\langle p, p\rangle_{\rho_{0}^{-2} \times \rho_{0}^{2}}$ is well defined for any $p \in C^{2}\left(\overline{Q_{0}}\right)$.

It is possible to give an explicit expression for the operator $N^{*}$. In fact, integrating the identity

$$
M^{L_{0}}(y) \varphi-y\left(M^{L_{0}}\right)^{*}(\varphi)=(y \varphi)_{t}+y \varphi_{\xi \xi}-y_{\xi \xi} \varphi
$$

on $Q_{L_{0}}$, where $y=Z(v)$ and $\varphi$ is the solution of

$$
\begin{cases}\left(M^{L_{0}}\right)^{*} \varphi=0 & \text { in } \quad Q_{L_{0}}  \tag{3.9}\\ \varphi(0, t)=0 \quad \varphi\left(L_{0}, t\right)=h(t) & \text { for } t \in(0, T) \\ \varphi(\xi, 0)=0 & \text { for } \quad \xi \in\left(0, L_{0}\right)\end{cases}
$$

we obtain

$$
\left.\iint_{Q_{L_{0}}} v \varphi\right|_{\mathcal{O}} d \xi d t=-\int_{0}^{T} Z(v)_{\xi}\left(L_{0}, t\right) h(t) d t
$$

In other words, $N^{*}(h)=-\left.\varphi\right|_{\mathcal{O}}$ where $\varphi$ is the solution of (3.9).

Now, let us introduce the space

$$
\mathcal{P}_{0}:=\left\{p \in C^{2}\left(\overline{Q_{0}}\right): p(0, t)=p\left(L_{0}, t\right)=0 \quad \forall t \in[0, T]\right\}
$$

endowed with the scalar product

$$
\begin{align*}
\langle\langle p, \bar{p}\rangle\rangle= & \iint_{Q_{L_{0}}} \rho^{-2}\left(M^{L_{0}}\right)^{*}(p)\left(M^{L_{0}}\right)^{*}(\bar{p}) d \xi d t \\
& +\iint_{Q_{L_{0}}} \rho_{0}^{-2}\left(p-\widehat{P}\left(\left.\rho_{0}^{-2} p\right|_{\mathcal{O}}\right)\left(\bar{p}-\widehat{P}\left(\left.\rho_{0}^{-2} \bar{p}\right|_{\mathcal{O}}\right) \mathbb{1}_{\mathcal{O}} d \xi d t\right.\right. \tag{3.10}
\end{align*}
$$

where $\widehat{P}(q)$ stands for

$$
\widehat{P}(q)=\frac{\left\langle N^{*} 1, q\right\rangle_{\rho_{0}^{-2} \times \rho_{0}^{2}}}{\left\|N^{*} 1\right\|_{L^{2}\left(\rho_{0}^{-2}\right)}^{2}} N^{*} 1
$$

Clearly, the first integral in (3.10) is finite for $p, \bar{p} \in P_{0}$. For the well definition of the second integral, it is enough to note that $p \in P_{0}$ implies that $\left.\rho_{0}^{-2} p\right|_{\mathcal{O}} \in L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right)$, therefore $\widehat{P}\left(\left.\rho_{0}^{-2} p\right|_{\mathcal{O}}\right)$ is well defined and belongs to $L^{2}\left(\rho_{0}^{-2} ; \mathcal{O}\right)$.

Let us check that $\left\langle\langle\cdot, \cdot\rangle\right.$ is in fact a scalar product in $\mathcal{P}_{0}$. Suppose that $\langle\langle p, p\rangle\rangle=0$ for some $p \in \mathcal{P}_{0}$. Then

$$
\begin{cases}\left(M^{L_{0}}\right)^{*}(p)=0, & \text { in } \quad Q_{L_{0}} \\ p(0, t)=p\left(L_{0}, t\right)=0, & \text { for } \quad t \in(0, T)\end{cases}
$$

and $p=\beta N^{*} 1$ in $\mathcal{O}$, where $\beta=\frac{\left\langle N^{*} 1,\left.\rho_{0}^{-2} p\right|_{\mathcal{O}}\right\rangle_{\rho_{0}^{-2} \times \rho_{0}^{2}}}{\left\|N^{*} 1\right\|_{L^{2}\left(\rho_{0}^{2}\right)}^{2}}$.
It follows from the characterization of $N^{*}$ given above that $N^{*} 1=-\left.\tilde{\varphi}\right|_{\mathcal{O}}$, where $\tilde{\varphi}$ is the solution of (3.9) with $h(t) \equiv 1$. As a consequence,

$$
\begin{cases}\left(M^{L_{0}}\right)^{*}(p+\beta \tilde{\varphi})=0, & \text { in } Q_{L_{0}} \\ p+\beta \tilde{\varphi}=0, & \text { in } \mathcal{O}\end{cases}
$$

By unique continuation, which is a direct consequence of Carleman's inequality (3.4), we have $p=$ $-\beta \tilde{\varphi}$ in $Q_{L_{0}}$. Hence, in particular, $p\left(L_{0}, t\right)=-\beta \tilde{\varphi}\left(L_{0}, t\right)$, which implies $\beta=0$ and, consequently, $p=0$.

In the sequel, we will use a well known uniqueness-compactness result. It is the following:
Let $X$ and $Y$ be reflexive Banach spaces and assume that $A, B \in \mathcal{L}(X ; Y), A$ is
injective and $B$ is compact. Also, assume that one has

$$
\begin{equation*}
\|z\|_{X} \leq C_{1}\left(\|A z\|_{Y}+\|B z\|_{Y}\right) \quad \forall z \in X \tag{3.11}
\end{equation*}
$$

Then, there exists $C_{2}>0$ such that

$$
\|z\|_{X} \leq C_{2}\|A z\|_{Y} \quad \forall z \in X
$$

Indeed, if this were not the case, there would exist $z_{1}, z_{2}, \ldots$ in $X$ such that

$$
\left\|z_{n}\right\|_{X}=1 \quad \text { and } \quad\left\|A z_{n}\right\|_{Y}<\frac{1}{n} \quad \forall n \geq 1
$$

We can assume that, for some $z_{*} \in X, z_{n} \rightarrow z_{*}$ weakly in $X$ and $B z_{n} \rightarrow B z_{*}$ strongly in $Y$ as $n \rightarrow+\infty$. Since $A z_{*}=0$, we necessarily have $z_{*}=0$ and therefore $\left\|B z_{n}\right\|_{Y} \rightarrow 0$.

But we also have from (3.11) that

$$
1=\left\|z_{n}\right\|_{X} \leq C_{1}\left(\left\|A z_{n}\right\|_{Y}+\left\|B z_{n}\right\|_{Y}\right) \leq C_{1}\left(\frac{1}{n}+\left\|B z_{n}\right\|_{Y}\right) \quad \forall n \geq 1
$$

whence we arrive to a contradiction.
In the sequel, we will denote by $P$ the completion of $P_{0}$ for the scalar product $\langle\langle\cdot, \cdot\rangle$ :

$$
\mathcal{P}:=\overline{\mathcal{P}}_{0}\langle\langle\cdot \cdot\rangle\rangle
$$

Proposition 3.2 (Carleman inequality). There exist positive constants $\lambda_{0}$, $s_{0}$ and $C$ (depending on $L_{0}, \omega$ and $T$ ) such that, for any $s \geq s_{0}$ and $\lambda \geq \lambda_{0}$, one has:

$$
\begin{align*}
& I(p)=\iint_{Q_{L_{0}}} e^{-2 s \alpha}\left[(s \phi)^{-1}\left(\left|p_{t}\right|^{2}+\left|p_{\xi \xi}\right|^{2}\right)+\lambda^{2}(s \phi)\left|p_{\xi}\right|^{2}+\lambda^{4}(s \phi)^{3}|p|^{2}\right] d \xi d t \\
& \leq C\left(\iint_{Q_{L_{0}}} e^{-2 s \alpha}\left|\left(M^{L_{0}}\right)^{*}(p)\right|^{2} d \xi d t+\iint_{\mathcal{O}} e^{-2 s \alpha} \lambda^{4}(s \phi)^{3}\left|p-\widehat{P}\left(\left.\rho_{0}^{-2} p\right|_{\mathcal{O}}\right)\right|^{2} d \xi d t\right) \tag{3.12}
\end{align*}
$$

for any $p \in \mathcal{P}$.

Proof. Recall that

$$
\widehat{P}(p)=\frac{\left\langle N^{*} 1, p\right\rangle_{\rho_{0}^{-2} \times \rho_{0}^{2}}}{\left\|N^{*} 1\right\|_{L^{2}\left(\rho_{0}^{-2}\right)}^{2}} N^{*} 1 \quad \forall p \in P
$$

The image of $\widehat{P}$ is a one-dimensional vector space; thus, $\widehat{P}$ can be viewed as a compact operator.
On the other hand, in view of the usual Carleman's estimates (Proposition 3.1), we have

$$
\begin{align*}
I(p) & \leq C\left(\iint_{Q_{L_{0}}} \rho^{-2}\left|\left(M^{L_{0}}\right)^{*}(p)\right|^{2} d \xi d t+\iint_{\mathcal{O}} \rho_{0}^{-2}|p-\widehat{P} p|^{2} d \xi d t\right.  \tag{3.13}\\
& \left.+\iint_{\mathcal{O}} \rho_{0}^{-2}|\widehat{P} p|^{2} d \xi d t\right)
\end{align*}
$$

We can rewrite this in the form

$$
I(p) \leq C\left(\|A p\|_{L^{2}\left(Q_{L_{0}}\right) \times L^{2}(\mathcal{O})}^{2}+\|B p\|_{L^{2}\left(Q_{L_{0}}\right)}^{2}\right)
$$

where the linear operators $A$ and $B$, are respectively given by

$$
A p:=\left(\rho^{-1}\left(M^{L_{0}}\right)^{*}(p),\left.\rho_{0}^{-1}(p-\widehat{P} p)\right|_{\mathcal{O}}\right)
$$

and

$$
B p:=\left.\rho_{0}^{-1} \widehat{P} p\right|_{\mathcal{O}}
$$

for all $p \in \mathcal{P}_{0}$.
We thus see that $A$ and $B$ are respectively injective and compact. Hence, the uniquenesscompactness argument can be applied in this framework. This means that we can write an inequality similar to (3.13) where the last integral is skipped. In other words, there exists a new constant $C$ such that

$$
\begin{align*}
I(p) & \leq C\left(\iint_{Q_{L_{0}}} \rho^{-2}\left|\left(M^{L_{0}}\right)^{*}(p)\right|^{2} d \xi d t+\iint_{\mathcal{O}} \rho_{0}^{-2}|p-\widehat{P} p|^{2} d \xi d t\right) .  \tag{3.14}\\
& =C\langle p, p\rangle
\end{align*}
$$

for all $p \in \mathcal{P}$.
The main result of this section is the following:
Theorem 3.3. Assume that $u_{0} \in H_{0}^{1}\left(0, L_{0}\right)$ and $\rho_{0} h \in L^{2}\left(Q_{L_{0}}\right)$. Then, there exist $v \in L^{2}(\mathcal{O})$ and $z \in L^{2}\left([0, T] ; H_{0}^{1}\left(0, L_{0}\right) \cap H^{2}\left(0, L_{0}\right)\right)$ such that $z_{t} \in L^{2}\left([0, T] ; L^{2}\left(0, L_{0}\right)\right)$ satisfying (3.1) and (3.2). Furthermore, the following estimate holds:

$$
\begin{equation*}
\|\rho z\|_{L^{2}\left(Q_{L_{0}}\right)}^{2}+\left\|\rho_{0} v\right\|_{L^{2}(\mathcal{O})}^{2} \leq C\left(\iint_{Q_{0}} \rho_{0}^{2}|h|^{2} d \xi d t+\int_{0}^{L_{0}}\left|u_{0}\right|^{2} d \xi\right) \tag{3.15}
\end{equation*}
$$

Proof. Let $\mathcal{L}$ be the linear form given by

$$
\mathcal{L}: \mathcal{P} \mapsto \mathbb{R}, \quad \mathcal{L}(q):=\iint_{\mathcal{O}} \bar{v} q d \xi d t
$$

Using Schwarz's inequality, the estimate (3.6) and the Carleman's estimate in Proposition (3.2), we get:

$$
\begin{align*}
|\mathcal{L}(q)| & \leq\left(\iint_{Q_{0}} \rho_{0}^{2}|\bar{v}|^{2} d \xi d t\right)^{1 / 2}\left(\iint_{Q_{0}} \rho_{0}^{-2}|q|^{2} d \xi d t\right)^{1 / 2} \\
& \leq C\left(\iint_{Q_{0}} \rho_{0}^{2}|h|^{2} d \xi d t+\int_{0}^{L_{0}}\left|u_{0}\right|^{2} d \xi\right)^{1 / 2}\langle\langle q, q\rangle\rangle^{1 / 2} \tag{3.16}
\end{align*}
$$

Therefore, $\mathcal{L} \in \mathcal{P}^{\prime}$ and, from Lax-Milgram's Theorem, we deduce the existence of a unique $p$ satisfying

$$
\langle p, q\rangle\rangle=\mathcal{L}(q) \quad \forall q \in \mathcal{P}, \quad p \in \mathcal{P}
$$

Then,

$$
\begin{gathered}
\iint_{Q}\left(\rho^{-2}\left(M^{L_{0}}\right)^{*}(p)\left(M^{L_{0}}\right)^{*}(q)+\rho_{0}^{-2}\left(p-\widehat{P}\left(\left.\rho_{0}^{-2} p\right|_{\mathcal{O}}\right)\right)\left(q-\widehat{P}\left(\left.\rho_{0}^{-2} q\right|_{\mathcal{O}}\right)\right) \mathbb{1}_{\mathcal{O}}\right) d \xi d t \\
=\iint_{\mathcal{O}} \bar{v} q d \xi d t \quad \forall q \in \mathcal{P}
\end{gathered}
$$

Let us introduce $\tilde{z}:=\rho^{-2}\left(M^{L_{0}}\right)^{\star}(p)$ and $\tilde{v}:=\left(\bar{v}-\rho_{0}^{-2}\left(p-\widehat{P}\left(\left.\rho_{0}^{-2} p\right|_{\mathcal{O}}\right)\right)\right) \mathbb{1}_{\mathcal{O}}$. In particular, $\left\langle N^{*} 1, \tilde{v}\right\rangle_{\rho_{0}^{-2} \times \rho_{0}^{2}}=\bar{\eta}$, that is, $\tilde{v}$ belongs to $\mathcal{V}_{\text {ad }}$. Noting that

$$
\iint_{Q} \rho_{0}^{-2}\left(p-\widehat{P}\left(\left.\rho_{0}^{-2} p\right|_{\mathcal{O}}\right)\right) \widehat{P}\left(\left.\rho_{0}^{-2} q\right|_{\mathcal{O}}\right) \mathbb{1}_{\mathcal{O}} d \xi d t=0
$$

we see that

$$
\iint_{Q} \tilde{z}\left(M^{L_{0}}\right)^{*}(q) d \xi d t=\iint_{Q} q \tilde{v} \mathbb{1}_{\mathcal{O}} d \xi d t \quad \forall q \in \mathcal{P}
$$

Consequently, $\tilde{z}$ is a solution by transposition of

$$
\left\{\begin{array}{lll}
M^{L_{0}} \tilde{z}(\xi, t)=\tilde{v}(\xi, t) \mathbb{1}_{\mathcal{O}} & \text { in } & Q_{L_{0}}  \tag{3.17}\\
\tilde{z}(0, t)=\tilde{z}\left(L_{0}, t\right)=0 & \text { for } & t \in(0, T) \\
\tilde{z}(\xi, 0)=0 & \text { for } & \xi \in\left(0, L_{0}\right)
\end{array}\right.
$$

Actually, since $\tilde{v} \in L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right),(3.17)$ possesses a unique weak solution $\theta$ satisfying

$$
\theta \in L^{2}\left(0, T ; H^{2}\left(0, L_{0}\right)\right), \quad \theta_{t} \in L^{2}\left(0, T ; L^{2}\left(0, L_{0}\right)\right)
$$

which has to coincide with $\tilde{z}$.
As an additional consequence of (3.16), we also have that

$$
\begin{equation*}
\|\rho \tilde{z}\|_{L^{2}\left(Q_{L_{0}}\right)}^{2}+\left\|\rho_{0}(\tilde{v}-\bar{v})\right\|_{L^{2}(\mathcal{O})}^{2} \leq C\left(\iint_{Q_{0}} \rho_{0}^{2}|h|^{2} d \xi d t+\int_{0}^{L_{0}}\left|u_{0}\right|^{2} d \xi\right) . \tag{3.18}
\end{equation*}
$$

The proof of Theorem 3.3 follows from (3.5)-(3.7), (3.17) and (3.18), by taking $z=\bar{z}-\tilde{z}$ and $v=\bar{v}-\tilde{v}$.

We will end this section by establishing some important estimates for the state-control pairs $(z, v)$ that satisfy (3.1).

Lemma 3.4. Suppose that $(z, v) \in L^{2}\left(\rho^{2} ; Q_{L_{0}}\right) \times L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right)$ solves (3.1) with $u_{0} \in H_{0}^{1}\left(0, L_{0}\right)$ and $h \in L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)$. Then

$$
\begin{align*}
&\left\|\hat{\rho} z_{\xi}\right\|_{L^{2}\left(Q_{L_{0}}\right)}^{2} \leq C\left(\left\|u_{0}\right\|_{L^{2}\left(0, L_{0}\right)}^{2}+\|h\|_{L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)}^{2}+\|z\|_{L^{2}\left(\rho^{2} ; Q_{L_{0}}\right)}^{2}+\|v\|_{L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right)}^{2}\right)  \tag{3.19}\\
&\left\|\rho^{\star} z_{t}\right\|_{L^{2}\left(Q_{L_{0}}\right)}^{2} \leq C\left(\left\|u_{0}\right\|_{H_{0}^{1}\left(0, L_{0}\right)}^{2}+\|h\|_{L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)}^{2}+\|z\|_{L^{2}\left(\rho^{2} ; Q_{L_{0}}\right)}^{2}+\|v\|_{L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right)}^{2}\right)  \tag{3.20}\\
&\left\|\rho^{\star} z_{\xi \xi}\right\|_{L^{2}\left(Q_{L_{0}}\right)}^{2} \leq C\left(\left\|u_{0}\right\|_{H_{0}^{1}\left(0, L_{0}\right)}^{2}+\|h\|_{L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)}^{2}+\|z\|_{L^{2}\left(\rho^{2} ; Q_{L_{0}}\right)}^{2}+\|v\|_{L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right)}^{2}\right), \tag{3.21}
\end{align*}
$$

where $\hat{\rho}=m \rho$ and $\rho^{\star}=m^{2} \rho$.
Proof. Let us prove each estimate separately.

- Proof of (3.19): Multiplying the first line of (3.1) by $\hat{\rho}^{2} z$, and integrating in space, we have

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int_{0}^{L_{0}} \hat{\rho}^{2}|z|^{2} d \xi & +\int_{0}^{L_{0}} b^{\ell} \hat{\rho}^{2}\left|z_{\xi}\right|^{2} d \xi=\int_{0}^{L_{0}}\left(v \mathbb{1}_{\mathcal{O}}+h\right) \hat{\rho}^{2} z d \xi+\int_{0}^{L_{0}} \hat{\rho} \hat{\rho}_{t}|z|^{2} d \xi \\
& -2 \int_{0}^{L_{0}} b^{\ell} \hat{\rho} \hat{\rho}_{\xi} z z_{\xi} d \xi-\int_{0}^{L_{0}}\left(b_{\xi}^{\ell}+a^{\ell}\right) \hat{\rho}^{2} z z_{\xi} d \xi
\end{aligned}
$$

The following estimates are obtained by calculating explicitly $\hat{\rho}_{t}$ and $\hat{\rho}_{\xi}$, and then using Hölder and Young inequalities:

$$
\begin{gathered}
\int_{0}^{L_{0}}\left|\hat{\rho} \hat{\rho}_{t}\right||z|^{2} d \xi \leq C \int_{0}^{L_{0}} \rho^{2}|z|^{2} d \xi \\
\int_{0}^{L_{0}}\left|\hat{\rho} \hat{\rho}_{\xi} z z_{\xi}\right| d \xi \leq C \beta \int_{0}^{L_{0}} \rho^{2}\left|z_{\xi}\right|^{2} d \xi+\frac{C}{4 \beta} \int_{0}^{L_{0}} \rho^{2}|z|^{2} d \xi
\end{gathered}
$$

and

$$
\int_{0}^{L_{0}}\left|H \hat{\rho}^{2} z\right| d \xi \leq C \beta \int_{0}^{L_{0}} \rho_{0}^{2} H^{2} d \xi+\frac{C}{4 \beta} \int_{0}^{L_{0}} \rho^{2}|z|^{2} d \xi
$$

where $\beta$ is any positive number and $H$ is any function.
Since $a^{\ell}, b^{\ell}$ and $b_{\xi}^{\ell}$ are bounded and $b^{\ell}$ is positive and bounded from below, we can choose $\beta$ in the previous estimates such that, after integrating in $(0, t)$ for $0<t<T$ and taking limits as $t$ goes to $T$, we arrive at (3.19).

- Proof of (3.20): Multiplying the first line of (3.1) by $\left(\rho^{\star}\right)^{2} z_{t}$ and integrating in space, we have:

$$
\begin{aligned}
\int_{0}^{L_{0}}\left(\rho^{\star}\right)^{2}\left|z_{t}\right|^{2} d \xi & +\frac{1}{2} \frac{d}{d t} \int_{0}^{L_{0}} b^{\ell}\left(\rho^{\star}\right)^{2}\left|z_{\xi}\right|^{2} d \xi=\int_{0}^{L_{0}}\left(v \mathbb{1}_{\mathcal{O}}+h\right)\left(\rho^{\star}\right)^{2} z_{t} d \xi-2 \int_{0}^{L_{0}} \rho^{\star} \rho_{\xi}^{\star} z_{\xi} z_{t} d \xi \\
& +\int_{0}^{L_{0}} b^{\ell} \rho^{\star} \rho_{t}^{\star}\left|z_{\xi}\right|^{2} d \xi+\frac{1}{2} \int_{0}^{L_{0}} b_{t}^{\ell}\left(\rho^{\star}\right)^{2}\left|z_{\xi}\right|^{2} d \xi-\int_{0}^{L_{0}}\left(b_{\xi}^{\ell}+a^{\ell}\right)\left(\rho^{\star}\right)^{2} z_{t} z_{\xi} d \xi
\end{aligned}
$$

Now, we argue as in the previous paragraph. First, we get

$$
\begin{gathered}
\int_{0}^{L_{0}}\left|\rho^{\star} \rho_{t}^{\star}\right|\left|z_{\xi}\right|^{2} d \xi \leq C \int_{0}^{L_{0}} \hat{\rho}^{2}\left|z_{\xi}\right|^{2} d \xi, \quad \int_{0}^{L_{0}}\left(\rho^{\star}\right)^{2}\left|z_{\xi}\right|^{2} d \xi \leq C \int_{0}^{L_{0}} \hat{\rho}^{2}\left|z_{\xi}\right|^{2} d \xi \\
\int_{0}^{L_{0}}\left|\rho^{\star} \rho_{\xi}^{\star} z_{\xi} z_{t}\right| d \xi \leq C \beta \int_{0}^{L_{0}}\left(\rho^{\star}\right)^{2}\left|z_{t}\right|^{2} d \xi+\frac{C}{4 \beta} \int_{0}^{L_{0}} \hat{\rho}^{2}\left|z_{\xi}\right|^{2} d \xi
\end{gathered}
$$

and

$$
\int_{0}^{L_{0}}\left|\left(\rho^{\star}\right)^{2} z_{t} H\right| d \xi \leq C \beta \int_{0}^{L_{0}}\left(\rho^{\star}\right)^{2}\left|z_{t}\right|^{2} d \xi+\frac{C}{4 \beta} \int_{0}^{L_{0}} \rho_{0}^{2} H^{2} d \xi
$$

Consequently,

$$
\begin{gathered}
\int_{0}^{L_{0}}\left(\rho^{\star}\right)^{2}\left|z_{t}\right|^{2} d \xi+\frac{d}{d t} \int_{0}^{L_{0}} b^{\ell}\left(\rho^{\star}\right)^{2}\left|z_{\xi}\right|^{2} d \xi \leq C\left(\int_{0}^{L_{0}}\left(v^{2} \mathbb{1}_{\mathcal{O}}+h^{2}\right)\left(\rho^{\star}\right)^{2} d \xi\right. \\
\left.+\int_{0}^{L_{0}} \hat{\rho}^{2}\left|z_{\xi}\right|^{2} d \xi+\int_{0}^{L_{0}}\left(\rho^{\star}\right)^{2}\left|z_{\xi}\right|^{2} d \xi\right)
\end{gathered}
$$

Integrating in time and using (3.19), (3.15) and Poincaré's inequality, we find that

$$
\begin{aligned}
\int_{0}^{t} \int_{0}^{L_{0}} & \left(\rho^{\star}\right)^{2}\left|z_{t}\right|^{2} d \xi d s+\int_{0}^{L_{0}}\left(\rho^{\star}\right)^{2}\left|z_{\xi}\right|^{2} d \xi \\
& \leq C\left(\left\|u_{0}\right\|_{H_{0}^{1}\left(0, L_{0}\right)}^{2}+\|z\|_{L^{2}\left(\rho^{2} ; Q_{L_{0}}\right)}^{2}+\|v\|_{L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right)}^{2}\right. \\
& \left.+\|h\|_{L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)}^{2}+\int_{0}^{t} \int_{0}^{L_{0}}\left(\rho^{\star}\right)^{2}\left|z_{\xi}\right|^{2} d \xi d s\right)
\end{aligned}
$$

Finally, from Gronwall's inequality, taking limits as $t$ goes to $T$, we deduce (3.20).

- Proof of (3.21): Now, let us multiply the first line of $(3.1)$ by $-\left(\rho^{\star}\right)^{2} z_{\xi \xi}$ and let us integrate in space. We see that

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int_{0}^{L_{0}}\left(\rho^{\star}\right)^{2}\left|z_{\xi}\right|^{2} d \xi & +\int_{0}^{L_{0}} b^{\ell}\left(\rho^{\star}\right)^{2}\left|z_{\xi \xi}\right|^{2} d \xi \\
& =-\int_{0}^{L_{0}}\left(v \mathbb{1}_{\mathcal{O}}+h\right)\left(\rho^{\star}\right)^{2} z_{\xi \xi} d \xi-2 \int_{0}^{L_{0}} \rho^{\star} \rho_{\xi}^{\star} z_{\xi} z_{t} d \xi \\
& +\int_{0}^{L_{0}} \rho^{\star} \rho_{t}^{\star}\left|z_{\xi}\right|^{2} d \xi+\int_{0}^{L_{0}} a^{\ell}\left(\rho^{\star}\right)^{2} z_{\xi} z_{\xi \xi} d \xi
\end{aligned}
$$

Using (3.19) and (3.20) and arguing in a very smilar way, we get:

$$
\begin{aligned}
\int_{0}^{L_{0}}\left(\rho^{\star}\right)^{2}\left|z_{\xi}\right|^{2} d \xi & +\int_{0}^{t} \int_{0}^{L_{0}}\left(\rho^{\star}\right)^{2}\left|z_{\xi \xi}\right|^{2} d \xi d s \\
& \leq C\left(\left\|u_{0}\right\|_{H_{0}^{1}\left(0, L_{0}\right)}^{2}+\|h\|_{L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)}^{2}+\int_{0}^{t} \int_{0}^{L_{0}} \hat{\rho}^{2}\left|z_{\xi}\right|^{2} d \xi d s\right)
\end{aligned}
$$

Again, from Grönwall's inequality, (3.21) is easily found.
We end this section by pointing out that the ideas used throughout it can be adapted to solve control problems under more general constraints (for instance, a finite number of onedimensional restrictions as (3.2)). In fact, the key point here is that $\widehat{P}$, the projection induced by the constraints, must to be compact.

## 4. Proof of the main result

Let us begin this section by mentioning that in order to prove our main result, equation (1.1) can be allowed to evolve, during a short time interval, without the influence of the control (i.e $v \equiv 0)$. Then, from regularity of the Stefan problem, in spite of Theorem 1.1 been stated with initial data in $H_{0}^{1}\left(0, L_{0}\right)$, to prove this result we can assume, without loss of generality, much more regularity for the initial data.

Let $\mathcal{X}$ be the space of triplets $(z, v, \ell)$ satisfying:
(i) $z \in L^{2}\left(\rho^{2} ; Q_{L_{0}}\right)$ and
a) $z(\cdot, 0) \in C_{0}^{2+\alpha}\left(\left[0, L_{0}\right]\right), z \in \mathcal{C}^{2+\alpha, 1+\alpha / 2}\left(\left[L_{*}, L_{0}\right] \times[0, T]\right) .{ }^{3}$
b) $z(0, t)=z\left(L_{0}, t\right)=0$ for $t \in(0, T)$.
c) $M^{L_{0}} z \in L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)$.
(ii) $v \in L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right)$.
(iii) $\ell \in C^{1+\alpha / 2}([0, T])$ and
a) $\ell(t)=-\int_{0}^{t} z_{\xi}\left(L_{0}, s\right) d s$.
b) $\ell(T)=0$.

On the other hand, let us set $\mathcal{Y}:=F \times C_{0}^{2+\alpha}\left(\left[0, L_{0}\right]\right)$, where

$$
F:=\left\{h \in L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right): h \in \mathcal{C}^{\alpha, \alpha / 2}\left(\left[L_{*}, L_{0}\right] \times[0, T]\right)\right\}
$$

It is clear that $\mathcal{X}$ and $\mathcal{Y}$ are Banach spaces for the norms

$$
\begin{gathered}
\|(z, v, \ell)\|_{\mathcal{X}}^{2}:=\|z\|_{L^{2}\left(\rho^{2} ; Q_{L_{0}}\right)}^{2}+\left\|M^{L_{0}} z\right\|_{L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)}^{2}+\|z(\cdot, 0)\|_{C_{0}^{2+\alpha}\left(\left[0, L_{0}\right]\right)}^{2} \\
\quad+\|z\|_{\mathcal{C}^{2+\alpha, 1+\alpha / 2}\left(\left[L_{*}, L_{0}\right] \times[0, T]\right)}^{2}+\|v\|_{L^{2}\left(\rho_{0}^{2} ; \mathcal{O}\right)}^{2}+\|\ell\|_{C^{1+\alpha / 2}([0, T])}^{2}, \\
\left\|\left(h, u_{0}\right)\right\|_{\mathcal{Y}}^{2}:=\|h\|_{L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)}^{2}+\|h\|_{\mathcal{C}^{\alpha, \alpha / 2}\left(\left[L_{*}, L_{0}\right] \times[0, T]\right)}^{2}+\left\|u_{0}\right\|_{C_{0}^{2+\alpha}([0, T])}^{2}
\end{gathered}
$$

Lemma 4.1. For each $n \geq 0$, there exists $d_{n}>0$ such that, for any $(z, v, \ell) \in \mathcal{X}$, one has:

$$
\left\|\ell m^{-(n+1 / 2)}\right\|_{\infty} \leq d_{n}\|(z, v, \ell)\|_{\mathcal{X}}
$$

(recall the definition of $m$ in (3.3)).
Proof. In view of the embedding of $H^{1}(a, b)$ in $C^{0}[a, b]$, we have

$$
\begin{equation*}
\left|\ell^{\prime}(t)\right|^{2} \leq\left|z_{\xi}\left(L_{0}, t\right)\right|^{2} \leq C \int_{L_{*}}^{L_{0}}\left(\left|z_{\xi}(\xi, t)\right|^{2}+\left|z_{\xi \xi}(\xi, t)\right|^{2}\right) d \xi \tag{4.1}
\end{equation*}
$$

Let us introduce $\bar{\rho}(t):=\exp \left\{\frac{\kappa}{T-t}\right\}$, where $\kappa$ is chosen such that $0<2 \kappa<\min _{x \in\left[0, L_{0}\right]}\{\tilde{\alpha}(x)\}$ and $\bar{\rho} \leq \rho^{1 / 2}$. Then

$$
\begin{aligned}
\int_{0}^{T} \bar{\rho}^{2}\left|\ell^{\prime}(s)\right|^{2} d s & \leq C \iint_{Q_{L_{0}}} \rho\left(\left|z_{\xi}(\xi, t)\right|^{2}+\left|z_{\xi \xi}(\xi, t)\right|^{2}\right) d \xi d t \\
& \leq C\left(\int_{Q_{L_{0}}} \rho^{2} m^{2}\left|z_{\xi}(\xi, t)\right|^{2} d \xi d t+\int_{Q_{L_{0}}} \rho^{2} m^{4}\left|z_{\xi \xi}(\xi, t)\right|^{2} d \xi d t\right) \\
& \leq C\|(z, v, \ell)\|_{\mathcal{X}}^{2}
\end{aligned}
$$

(the last inequality comes from the estimates (3.19) and (3.21)).
Since by hypothesis $\ell(T)=0$, we can write that $\ell(t)=-\int_{t}^{T} \ell^{\prime}(s) d s$. For each $n$, there exists $c_{n}>0$ such that $(T-t)^{-n} \leq c_{n} \bar{\rho}(t)$ for all $t \in[0, T)$. Therefore, using Schwarz's inequality, we see that

$$
\begin{aligned}
|\ell(t)| & \leq\left(\int_{t}^{T}(T-t)^{-2 n}\left|\ell^{\prime}(t)\right|^{2} d s\right)^{1 / 2}\left(\int_{t}^{T}(T-t)^{2 n} d s\right)^{1 / 2} \\
& \leq \sqrt{\frac{C c_{2 n}}{2 n+1}}(T-t)^{n+1 / 2}\|(z, v, \ell)\|_{\mathcal{X}}
\end{aligned}
$$

From the definition of $m$, we also have that

$$
|\ell(t)| \leq \sqrt{\frac{C c_{2 n}}{2 n+1}}(2 / T)^{n+1 / 2} m(t)^{n+1 / 2}\|(z, v, \ell)\|_{\mathcal{X}}
$$

for all $t \in[T / 2, T]$. Finally, using again Schwarz's inequality and the fact that $m$ is a constant times $T^{2} / 4$ in $[0, T / 2]$, we conclude that

$$
|\ell(t)| \leq 2^{2 n+1} T^{-2 n} m(t)^{n+1 / 2}\left\|\ell^{\prime}\right\|_{\infty}
$$

[^2]for all $t \in[0, T / 2]$.
Let us consider the open set
$$
D:=\left\{(z, v, \ell) \in \mathcal{X}: \ell(t)>L_{\star}-L_{0} \text { for all } t \in[0, T]\right\}
$$
and define $\mathcal{F}: D \subset \mathcal{X} \rightarrow \mathcal{Y}$ by
\[

$$
\begin{equation*}
\mathcal{F}(z, v, \ell)=\left(M^{\ell+L_{0}} z-v \mathbb{1}_{\mathcal{O}}, z(0)\right) . \tag{4.2}
\end{equation*}
$$

\]

Remark 4.2. According to item iii) in the definition of $\mathcal{X}, \mathcal{F}$ is a function of $z$ and $v$. Nevertheless, for simplicity of notation, we will keep the three variables $z, v$ and $\ell$ as arguments of $\mathcal{F}$.

Lemma 4.3. The mapping $\mathcal{F}: D \subset \mathcal{X} \mapsto \mathcal{Y}$ is well defined.
Proof. Suppose that $\left(h, z_{0}\right)=F(z, v, \ell)$ for some $(z, v, \ell) \in \mathcal{X}$. It is clear, from the definition of $\mathcal{X}$, that $h \in \mathcal{C}^{\alpha, \alpha / 2}\left(\left[L_{*}, L_{0}\right] \times[0, T]\right)$ and $z_{0} \in C_{0}^{2+\alpha}\left(\left[0, L_{0}\right]\right)$. Therefore, it only remains to show that $M^{\ell+L_{0}} z \in L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)$, for which it is enough to verify

$$
\begin{align*}
& \left(a^{\ell+L_{0}}-a^{L_{0}}\right) z_{\xi} \in L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)  \tag{4.3}\\
& \left(b^{\ell+L_{0}}-b^{L_{0}}\right) z_{\xi \xi} \in L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right) \tag{4.4}
\end{align*}
$$

In view of the a priori estimates (3.19), (3.21) and the fact that $\left|a^{\ell+L_{0}}-a^{L_{0}}\right| \leq c_{0}|\ell|+c_{1}\left|\ell^{\prime}\right|$ and $\left|b^{\ell+L_{0}}-b^{L_{0}}\right| \leq c_{2}|\ell|$, it wil be enough to check that $m(t)\left(|\ell(t)|+\left|\ell^{\prime}(t)\right|\right)$ and $m^{-1}(t)(|\ell(t)|)$ are uniformly bounded on $[0, T]$.

The first assertion is immediately verified and the second one is a consequence of Lemma 4.1.

It is exactly at this point that we can see that the constraint (3.2) is needed. In fact, since $m(T)=0$, we must to impose $\ell(T)=0$ if we want that $m^{-1}(t)(|\ell(t)|)$ be bounded in $[0, T]$. Although, in principle, this can be viewed as a technical restriction, it makes physical sense if we interpret (1.1) as a model for a semi-infinite one-dimensional block of ice, initially at melting temperature $u=0$ for $x \in\left[L_{0}, \infty\right)$ and $u=u_{0}$ for $x \in\left[0, L_{0}\right]$, that we want to drive to temperature $u=0$ for all $x \in[0, \infty)$ at time $T$.

Lemma 4.4. The mapping $\mathcal{F}: D \subset \mathcal{X} \rightarrow \mathcal{Y}$ is continuously differentiable.
Proof. In view of the results in the previous sections, we see that the derivative of $\mathcal{F}$ at any point $(z, v, \ell) \in D$ is given by

$$
\mathcal{F}^{\prime}(z, v, \ell)(\tilde{z}, \tilde{v}, \tilde{\ell})=\left(d a(\ell, \tilde{\ell}) z_{\xi}-d b(\ell, \tilde{\ell}) z_{\xi \xi}+M^{L_{0}+\ell} \tilde{z}-\tilde{v} \mathbb{1}_{\mathcal{O}}, \tilde{z}(0)\right)
$$

for any $(\tilde{z}, \tilde{v}, \tilde{\ell})$ in $\mathcal{X}$. The expressions $d a(\ell, \tilde{\ell})$ and $d b(\ell, \tilde{\ell})$ appearing above are respectively defined in (6.1) and (6.2) and can be written in the form

$$
\begin{equation*}
d a(\ell, \tilde{\ell})(\xi, t)=\hat{a}\left(\ell(t), \ell^{\prime}(t), \xi\right) \cdot\left(\tilde{\ell}(t), \tilde{\ell}^{\prime}(t)\right) \quad \text { and } \quad d b(\ell, \tilde{\ell})(\xi, t)=\hat{b}(\ell(t), \xi) \tilde{\ell}(t) \tag{4.5}
\end{equation*}
$$

where $\hat{a}$ and $\hat{b}$ are smooth functions.
Now, we proceed to verify that $\mathcal{F}^{\prime}: D \subset \mathcal{X} \rightarrow \mathcal{L}(\mathcal{X}, \mathcal{Y})$ is a continuous function. To this end, it is enough to prove that for any $(z, v, \ell) \in D$, if $\left(z_{n}, v_{n}, \ell_{n}\right) \rightarrow(z, v, \ell)$ in $\mathcal{X}$, there exists a sequence $\delta_{n} \rightarrow 0$ such that

$$
\left\|\left(\mathcal{F}^{\prime}\left(z_{n}, v_{n}, \ell_{n}\right)-\mathcal{F}^{\prime}(z, v, \ell)\right)(\tilde{z}, \tilde{v}, \tilde{\ell})\right\|_{\mathcal{Y}}^{2} \leq \delta_{n}\|(\tilde{z}, \tilde{v}, \tilde{\ell})\|_{\mathcal{X}}^{2}
$$

Note that the left hand side of this last inequality corresponds to

$$
\left\|\left(h_{n}-h\right)\right\|_{L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)}^{2}+\left\|\left(h_{n}-h\right)\right\|_{\mathcal{C}^{\alpha, \alpha / 2}\left(\left[L_{*}, L_{0}\right] \times[0, T]\right)}^{2},
$$

where $h_{n}=d a\left(\ell_{n}, \tilde{\ell}\right) z_{\xi}-d b\left(\ell_{n}, \tilde{\ell}\right) z_{\xi \xi}+M^{L_{0}+\ell_{n}} \tilde{z}$ and $h=d a(\ell, \tilde{\ell}) z_{\xi}-d b(\ell, \tilde{\ell}) z_{\xi \xi}+M^{L_{0}+\ell} \tilde{z}$. Therefore, we have to prove the existence of a sequence $\delta_{n} \rightarrow 0$ such that

$$
\left\|\left(h_{n}-h\right)\right\|_{L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)}^{2} \leq \delta_{n}\|(\tilde{z}, \tilde{v}, \tilde{\ell})\|_{\mathcal{X}}^{2} \text { and }\left\|\left(h_{n}-h\right)\right\|_{\mathcal{C}^{\alpha, \alpha / 2}\left(\left[L_{*}, L_{0}\right] \times[0, T]\right)}^{2} \leq \delta_{n}\|(\tilde{z}, \tilde{v}, \tilde{\ell})\|_{\mathcal{X}}^{2}
$$

The first inequality follows from the regularity of $\hat{a}$ and $\hat{b}$ in (4.5), the a priori estimates (3.19) and (3.21) and Lemma 4.1, by noting that $\left\|\left(h_{n}-h\right)\right\|_{L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)}^{2}$ can be bounded from above by 6 times

$$
\begin{aligned}
\delta_{1 n} C_{1}\|\tilde{\ell}\|_{C^{1}[0, T]}^{2}+\delta_{2 n} C_{2}\|\tilde{\ell}\|_{C^{1}[0, T]}^{2} & +\left(\delta_{3 n} C_{3}+\delta_{4 n} C_{4}\right)\|\tilde{\ell}(t) / \sqrt{m(t)}\|_{\infty}^{2} \\
& +\frac{T^{2}}{4} \delta_{5 n}\left\|\tilde{z}_{\xi}\right\|_{L^{2}\left(\hat{\rho}^{2} ; Q_{L_{0}}\right)}^{2}+\delta_{6 n}\left\|\hat{b}\left(L_{0}+\ell\right)\right\|_{\infty}^{2}\left\|\tilde{z}_{\xi \xi}\right\|_{L^{2}\left(\left(\rho^{\star}\right)^{2} ; Q_{L_{0}}\right)}^{2}
\end{aligned}
$$

where,

$$
\begin{array}{ll}
\delta_{1 n}=\sup _{(\xi, t) \in \overline{Q_{L_{0}}}}\left|\hat{a}\left(\ell_{n}(t), \ell_{n}^{\prime}(t), \xi\right)-\hat{a}\left(\ell(t), \ell^{\prime}(t), \xi\right)\right|^{2} & C_{1}=\sup _{n \in \mathbb{N}}\left\|\left(z_{n}\right)\right\|_{\xi}^{2} \|_{L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)}^{2} \\
\delta_{2 n}=\left\|\left(z_{n}-z\right)_{\xi}\right\|_{L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)}^{2} & C_{2}=\sup _{(\xi, t) \in \overline{Q_{L_{0}}}}\left|\hat{a}\left(\ell(t), \ell^{\prime}(t), \xi\right)\right|^{2} \\
\delta_{3 n}=\sup _{(\xi, t) \epsilon \overline{Q_{L_{0}}}}\left|\hat{b}\left(\ell_{n}(t), \xi\right)-\hat{b}(\ell(t), \xi)\right|^{2} & C_{3}=\sup _{n \in \mathbb{N}}\left\|\left(z_{n}\right)_{\xi \xi}\right\|_{L^{2}\left(\left(\rho^{\star}\right)^{2} ; Q_{L_{0}}\right)}^{2} \\
\delta_{4 n}=\left\|\left(z_{n}-z\right)_{\xi \xi}\right\|_{L^{2}\left(\left(\rho^{\star}\right)^{2} ; Q_{L_{0}}\right)}^{2} & C_{4}=\sup _{(\xi, t) \in \overline{Q_{L_{0}}}}|\hat{b}(\ell(t), \xi)|^{2} \\
\delta_{5 n}=\sup _{(\xi, t) \in \overline{Q_{L_{0}}}}\left|a^{L_{0}+\ell_{n}}(\xi, t)-a^{L_{0}+\ell}(\xi, t)\right| & C_{6}=\sup _{0 \leq \theta \leq 1}\left\|\left(L_{0}+\ell\right)+\theta\left(\ell-\ell_{n}\right)\right\|_{\infty}^{2} \\
\delta_{6 n}=\left\|\left(\ell-\ell_{n}\right)(t) / \sqrt{m(t)}\right\|_{\infty}^{2} . &
\end{array}
$$

The second inequality can be obtained in a similar way.

Lemma 4.5. $\mathcal{F}^{\prime}(0,0,0): \mathcal{X} \rightarrow \mathcal{Y}$ is surjective.
Proof. We have to show that, for every $\left(h, u_{0}\right) \in \mathcal{Y}$, there exists $(z, v, \ell) \in \mathcal{X}$ such that:
(1) $M^{L_{0}} z-v \mathbb{1}_{\mathcal{O}}=h$.
(2) $z(0)=u_{0}$.

Since $h \in L^{2}\left(\rho_{0}^{2} ; Q_{L_{0}}\right)$ and $u_{0} \in C_{0}^{2+\alpha}\left(\left[0, L_{0}\right]\right)$ (in particular to $\left.H_{0}^{1}\left(\left(0, L_{0}\right)\right)\right)$, and in view of Theorem 3.3, there exists a pair of functions $(z, v)$ satisfying (a) and (b) above, together with conditions (i) b), (i) c) and (ii) in the definition of $\mathcal{X}$. Moreover, defining

$$
\ell(t)=-\int_{0}^{t} \tilde{z}_{\xi}\left(L_{0}, s\right) d s
$$

it is also guaranteed by Theorem 3.3 that $\ell(T)=0$.
The proof of the Hölder regularity of $z$ and $\ell$ needed to fulfill the definition of $\mathcal{X}$ will be divided in two steps. First, since $u_{0} \in C_{0}^{2+\alpha}\left(\left[0, L_{0}\right]\right)$ and $h \in \mathcal{C}^{\alpha, \alpha / 2}\left(\left[L_{*}, L_{0}\right] \times[0, T]\right)$, Theorem 6.1 implies that $z \in \mathcal{C}^{2+\alpha, 1+\alpha / 2}\left(\left[L_{*}, L_{0}\right] \times[0, T]\right)$. Secondly, applying Theorem 6.2 to the problem

$$
\begin{cases}M^{L_{0}} w(\xi, t)=h(\xi, t) & \text { in } \quad\left(L_{*}, L_{0}\right) \times[0, T] \\ w(0, t)=z\left(L_{*}, t\right) w\left(L_{0}, t\right)=0 & \text { for } t \in(0, T), \\ w(\xi, 0)=u_{0}(\xi) & \text { for } \quad \xi \in\left(L_{*}, L_{0}\right)\end{cases}
$$

we can conclude that $z$ also satisfies condition (i) a) in the definition of $\mathcal{X}$. Finally, the desired regularity for $\ell$ defined above follows from (i) a).

Remark 4.6. Taking into account the formulation (1.5) of the null controllability problem and the fact that $\mathcal{F}^{\prime}(0,0,0)$ is surjective, we can introduce, as in [4], the following quasi-Newton iterates

$$
\left(z^{n+1}, v^{n+1}, \ell^{n+1}\right)=\left(z^{n}, v^{n}, \ell^{n}\right)-\mathcal{G}\left(\mathcal{F}\left(z^{n}, v^{n}, \ell^{n}\right)-\left(h, z_{0}\right)\right), \quad n \geq 0
$$

Here, $\mathcal{G}$ is an inverse to $\mathcal{F}^{\prime}(0,0,0)$. It can be proved that, if the starting triplet $\left(z^{0}, v^{0}, \ell^{0}\right)$ is close enough to $(0,0,0)$, the sequence $\left\{\left(z^{n}, v^{n}, \ell^{n}\right)\right\}$ converges as $n \rightarrow+\infty$ to a solution to (1.5).

## 5. Some additional comments

Note that, instead of (1.1)-(1.2), we can also consider the following free-boundary system, where the PDE is semilinear:

$$
\left\{\begin{array}{lll}
u_{t}-u_{x x}+f(u)=v \mathbb{1}_{\mathcal{O}} & \text { in } \quad Q_{\ell} \\
u(0, t)=u(\ell(t), t)=0 & \text { for } & t \in(0, T),  \tag{5.2}\\
u(x, 0)=u_{0}(x) & \text { for } & x \in\left(0, L_{0}\right) \\
\ell^{\prime}(t)=-\frac{1}{k} u_{x}(\ell(t), t) & \text { for } & t \in(0, T) \\
\ell(0)=L_{0}, & \\
u(x, T)=0, & x \in(0, \ell(T))
\end{array}\right.
$$

Thus, if we assume (for instance) that $f: \mathbb{R} \mapsto \mathbb{R}$ is globally Lipschitz-continuous and $f(0)=0$, the arguments in Sections 2-4 can be adapted to prove a result similar to Theorem 1.1.

On the other hand, it is completely meaningful to consider a problem similar to (1.1)-(1.2) in higher dimensions. Thus, $\Omega_{0} \subset \mathbb{R}^{N}$ be a bounded connected open set, let $G \Subset \Omega_{0}$ be a non-empty open subset, let us assume that $y_{0}: \Omega_{0} \mapsto \mathbb{R}$ and $T>0$ are given and let us consider the system

$$
\left\{\begin{array}{lll}
y_{t}-\Delta y=v \mathbb{1}_{G} & \text { for } & x \in \Omega(t), \quad t \in(0, T),  \tag{5.3}\\
y=0 & \text { for } & x \in \partial \Omega(t), \quad t \in(0, T), \\
& \text { for } & x \in \Omega_{0}, \\
y(x, 0)=y_{0}(x) & \text { for } & x \in \partial \Omega(t), \quad t \in(0, T), \\
\frac{\partial y}{\partial n}=-V \cdot n & \text { Stefan condition) } & \\
\Omega(0)=\Omega_{0}, & &
\end{array}\right.
$$

where $n=n(x, t)$ denotes the outward unit normal and $V=V(x, t)$ is the speed at which $\Omega(t)$ expands at the points $x \in \partial \Omega(t)$. Now, the null controllability problem is to find $y, v$ and $\{\Omega(t)\}_{t \in[0, T]}$ such that one has (5.3) and, moreover,

$$
\begin{equation*}
y(x, T)=0, \quad x \in \Omega(T) \tag{5.4}
\end{equation*}
$$

In a forthcoming paper, we will use techniques similar to those in the previous sections to prove a local controllability result for (5.3)-(5.4).

## 6. Appendix: Some technical Results

6.1. Differentiability of $M^{\ell}$. Now we proceed to study the applications which make correspond to any $\ell \in C^{1}([0, T])$ the coefficients of the differential operator $M^{\ell}$, namely, $\ell \mapsto a^{\ell}$ and $\ell \mapsto b^{\ell}$. From now on, we will use the notations $a^{\ell}$ and $a(\ell)$ indistinctly.

Let us define $d a(\ell, \tilde{\ell})(\xi, t):=\left.\frac{d}{d \epsilon} a^{\ell+\varepsilon \tilde{\ell}}(\xi, t)\right|_{\epsilon=0}$. Using the chain rule we can see that $d a(\ell, \tilde{\ell})(\xi, t)$ is equal to

$$
\begin{align*}
H_{y}(x(\xi, t), \ell(t)) \tilde{\ell}^{\prime}(t)+\nabla H_{y} & (x(\xi, t), \ell(t)) \cdot\left(H_{y}(x(\xi, t), \ell(t)), 1\right) \ell^{\prime}(t) \tilde{\ell}(t) \\
& +\nabla H_{x x}(x(\xi, t), \ell(t)) \cdot\left(H_{y}(x(\xi, t), \ell(t)), 1\right) \tilde{\ell}(t) \tag{6.1}
\end{align*}
$$

where $x(\xi, t)$ denotes $H^{-1}(\xi, \ell(t))$. Analogously, we obtain

$$
\begin{equation*}
d b(\ell, \tilde{\ell})(\xi, t)=2 H_{x}(x(\xi, t), \ell(t)) \nabla H_{x}(x(\xi, t), \ell(t)) \cdot\left(H_{y}(x(\xi, t), \ell(t)), 1\right) \tilde{\ell}(t) \tag{6.2}
\end{equation*}
$$

Now we proceed to verify that $d a(\ell, \tilde{\ell})$ (resp. $d a_{\xi}(\ell, \tilde{\ell})$ and $\left.d b(\ell, \tilde{\ell})\right)$ is in fact the Gâteauxderivative of $a\left(\right.$ resp. $b$ ) at $\ell$ along the direction $\tilde{\ell}$. Here, we deal with $b^{\ell}=H_{x}^{2}\left(H^{-1}(\xi, \ell(t)), \ell(t)\right)$. The other cases can be handled in a similar way.

Let us fix $x=H^{-1}(\xi, \ell(t)), y=\ell(t), h_{1}=H^{-1}(\xi, \ell(t)+\epsilon \tilde{\ell}(t))-H^{-1}(\xi, \ell(t))$ and $h_{2}=\epsilon \tilde{\ell}(t)$. Using the Taylor's first order expansion of $H_{x}^{2}$, we obtain:

$$
\left|b^{\ell+\epsilon \tilde{\ell}}(\xi, t)-b^{\ell}(\xi, t)-\nabla H_{x}^{2}(x, y) \cdot\left(h_{1}, h_{2}\right)\right| \leq C_{1}\left\|\left(h_{1}, h_{2}\right)\right\|^{2}
$$

where $C_{1}$ can be taken as the supremum of $\left\|\operatorname{Hess}\left(H_{x}^{2}\right)\right\|$ on a fixed domain, says $\overline{Q_{\ell+\mid \tilde{\ell}}}$. On the other hand

$$
\left|H^{-1}(\xi, \ell(t)+\epsilon \tilde{\ell}(t))-H^{-1}(\xi, \ell(t))-\nabla H^{-1}(\xi, \ell(t)) \cdot(0, \epsilon \tilde{\ell}(t))\right| \leq C_{2}|\epsilon \tilde{\ell}(t)|^{2}
$$

where $C_{2}:=\sup _{(z, w) \in H^{-1}\left(\overline{Q_{\ell+|\tilde{\mid}|}}\right)}\left\|\operatorname{Hess}\left(H^{-1}(z, w)\right)\right\|$. Therefore,

$$
\begin{aligned}
&\left|b^{\ell+\epsilon \tilde{\ell}}(\xi, t)-b^{\ell}(\xi, t)-\epsilon d b(\ell, \tilde{\ell})\right| \leq\left|b^{\ell+\epsilon \tilde{\ell}}(\xi, t)-b^{\ell}(\xi, t)-\nabla H_{x}^{2}(x, y) \cdot\left(h_{1}, h_{2}\right)\right| \\
&+\left|\nabla H_{x}^{2}(x, y) \cdot\left(h_{1}-\epsilon H_{y}(x, y) \tilde{\ell}(t), 0\right)\right|
\end{aligned}
$$

and thus

$$
\left|\frac{b^{\ell+\epsilon \tilde{\ell}}(\xi, t)-b^{\ell}(\xi, t)}{\epsilon}-d b(\ell, \tilde{\ell})\right| \leq 3 C \epsilon|\tilde{\ell}(t)|^{2}
$$

where we can take

$$
C=C_{1} C_{2} \sup _{(x, t) \in \overline{Q_{\ell+|\tilde{\varepsilon}|}}}\left\|\nabla H_{x}^{2}(x, t)\right\| .
$$

6.2. Hölder regularity of parabolic equations. Given a connected open set $\Omega \subset \mathbb{R}^{n}$, consider the cylinder $Q_{T}=\Omega \times(0, T)$ and denote by $S_{T}=\{(x, t): x \in \partial \Omega, t \in[0, T]\}$ its lateral surface. Let $\mathcal{C}^{\alpha, \alpha / 2}\left(\overline{Q_{T}}\right)$ be, for any $\alpha \in(0,1]$, the space of functions $u: \overline{Q_{T}} \mapsto \mathbb{R}$ such that $D_{t}^{r} D_{x}^{s} u$ is:
i) Continuous on $\bar{\Omega}$ for $0 \leq 2 r+s \leq\lfloor\alpha\rfloor$.
ii) $\gamma$-Hölder continuous in space of index $\gamma=\alpha-\lfloor\alpha\rfloor$ for $2 r+s=\lfloor\alpha\rfloor$.
iii) $\gamma$-Hölder continuous in time of index $\gamma=(\alpha-2 r-s) / 2$ for $0<\alpha-2 r-s<2$.

Obviously, $\mathcal{C}^{\alpha, \alpha / 2}\left(\overline{Q_{T}}\right)$ is a Banach space for the norm

$$
\begin{gathered}
\|\cdot\|_{C^{\alpha, \alpha / 2}\left(\overline{Q_{T}}\right)}=\sum_{0 \leq 2 r+s \leq\lfloor\alpha\rfloor}\left\|D_{t}^{r} D_{x}^{s} u\right\|_{\infty}+\sum_{2 r+s=\lfloor\alpha\rfloor}\left\|D_{t}^{r} D_{x}^{s} u\right\|_{C_{x}^{\alpha-\lfloor\alpha\rfloor}\left(\overline{Q_{T}}\right)} \\
\quad+\sum_{0<\alpha-2 r-s<2}\left\|D_{t}^{r} D_{x}^{s} u\right\|_{C_{x}^{(\alpha-2 r-s) / 2}\left(\overline{Q_{T}}\right)}
\end{gathered}
$$

where $\|\cdot\|_{\infty}$ denotes the norm of the uniform convergence and

$$
\|u\|_{C_{x}^{\gamma}\left(\overline{Q_{T}}\right)}=\sup _{(x, t),(y, t) \in \overline{Q_{T}}} \frac{|u(x, t)-u(y, t)|}{|x-y|^{\gamma}}, \quad\|u\|_{C_{t}^{\gamma}\left(\overline{Q_{T}}\right)}=\sup _{(x, s),(x, t) \in \overline{Q_{T}}} \frac{|u(x, s)-u(x, t)|}{|s-t|^{\gamma}}
$$

Consider the differential operator

$$
\mathcal{L} u=u_{t}-\sum_{i, j=1}^{n} a_{i, j}(x, t) u_{x_{i}, x_{j}}+\sum_{i=1}^{n} a_{i}(x, t) u_{x_{i}}+a(x, t) u .
$$

We will say that the problem

$$
\left\{\begin{array}{l}
\mathcal{L} u=f(x, t)  \tag{6.3}\\
\left.u\right|_{t=0}=\phi(x) \\
\left.u\right|_{S_{T}}=\Phi(x, t)
\end{array}\right.
$$

satisfies the compatibility conditions of order $m \geq 0$ if

$$
\left.u^{(k)}(x)\right|_{x \in S}=\left.\frac{\partial^{k} u}{\partial t^{k}}\right|_{t=0}=\left.\frac{\partial^{k} \Phi}{\partial t^{k}}\right|_{t=0}=\Phi^{(k)}(x) \text { for } k=0, \cdots, m
$$

The next two results are classical and well known (see Theorems III.12.2 and IV.5.2 of [22]):
Theorem 6.1. Suppose $u \in W_{q}^{2,1}\left(Q_{T}\right)$ is a generalized solution of $\mathcal{L} u=f(x, t)$. If $f$ and the coefficients of the operator $\mathcal{L}$ belong to $\mathcal{C}^{\alpha, \alpha / 2}\left(Q_{T}\right)$, then $u$ belongs to $\mathcal{C}^{2+\alpha, 1+\alpha / 2}\left(Q_{T}\right)$.

See also the comments in [22], p. 223, below the statement of Theorem III.12.2.
Theorem 6.2. Suppose that $\alpha>0$, the coefficients of the operator $\mathcal{L}$ belong to $\mathcal{C}^{\alpha, \alpha / 2}\left(\overline{Q_{T}}\right)$ and the boundary $S$ is sufficiently regular (more precisely, of class $\mathcal{C}^{\alpha+2}$ ). Then, for any $f \in$ $\mathcal{C}^{\alpha, \alpha / 2}\left(\overline{Q_{T}}\right), \phi \in \mathcal{C}^{\alpha+2}(\bar{\Omega})$ and $\Phi \in \mathcal{C}^{\alpha+2, \alpha / 2+1}\left(\overline{S_{T}}\right)$ satisfying the compatibility conditions of order $\lceil\alpha / 2\rceil$, (6.3) possesses exactly one solution in $\mathcal{C}^{\alpha+2, \alpha / 2+1}\left(\overline{Q_{T}}\right)$.
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[^0]:    ${ }^{1} \Phi_{\ell}$ is a diffeomorphism constructed in subsection 2.1 for any $\ell \in C^{1}([0, T])$.

[^1]:    ${ }^{2} \mathrm{~A}$ justification for the introduction of this constraint is given in Section 4 after the proof of Lemma 4.3.

[^2]:    ${ }^{3}$ The Hölder spaces $\mathcal{C}^{2+\alpha, 1+\alpha / 2}$ are defined in the Appendix (see Section 6).
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