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Abstract:

The salf-purging technique is not commonly used mainly due to the lack of practical imple-
mentations of itskey component, the threshold voter. A very efficient implementation of thisvoter
is presented which uses a decomposition technique to substantially reduce the circuit complexity

and delay, as compared to aternative implementations.

I ntroduction

Achieving ultrareliable systems is a god of increasing importance in many aress. The sdlf-
purging hybrid gpproach [1] dlowsustoimprovethereliability of digital sysemsandit hasvery sm-
ple switching mechanisms, a straighforward design and is smpler, chegper and more reliable than
other hybrid approaches. Also, the faulty modules can be replaced from the system without affecting
the normal operation of the system. This characteristic of self-purging systemsisextremely attractive

because it eases maintenance and repair.

In the self-purging approach each of the N identical modules hasthe capability to disconnect
itself from the system in the event that its output disagrees with the voted output of the system.
Switchesremove their associated modul e from the system in case the modulefails. The voter pro-
vides the mean for the masking of any fault that occurs in the module outputs. The voting is done
by means of athreshold gate. The choice of the voter threshold iscritical for the tolerance of self-
purging systemsto multiple faults. In general, the best voter threshold is equal to half the number

of the remaining fault-free modules [1].



In spite of the advantages described, the self purging technique is not commonly used in
fault-tolerant digital designs. One reason for thislimited utilization isthat it is difficult to con-
struct athreshold gate becauseit is claimed as an analog element, which is not practical for dig-
ital use. Concerning digital implementations, a direct implementation of the voter can be very
expensive in terms of the number of gates[2]. Therefore, some simplifying solutions have been
reported. Razavi [3] substitutes the threshold gate with adigitally constructed “ strong majority
voter” which automatically adjusts its threshold. However, the system presented is of limited
use because only single module failures per clock cycle are allowed. A solution which can tol-
erate multiple module failures at any timeis presented in [4], but no solution to build the voter
is presented. In this paper avery efficient decomposition technique for the logic function per-

formed by the voter is developed, alowing an extremely compact realization.

The Losg Voter

The voter that produces the system output and provides fault masking is a threshold gate. A
threshold gate (TG) has n two-valued inputs Xy, Xo, ..., X, @&d a single two-valued output, y. It is

defined by n+1 real numbers: threshold T and weights wy, Wy, ..., W, being denoted as
[wi, wy, ..., w,;T],where weight w; is associated with variable x;. The input-output relation of a

TGisdefinedasy=1iff 5 wx;2T and y=0 otherwise, Sum and product in the previous definition
=1

are the conventiona operations, instead of logica ones.

The classical solution to the automatic threshold adjustment uses a smple mechanism as
shown in Figure 1 [1]. Thethreshold voter isdescribed as [ 1,2, 1,2, ...,1,2;N] , and it has been
represented by a non-standard but widely used symbol.

Implementing the Losg voter isadifficult task because thelarge number of inputsit exhibits.
Asweightsfor x; are 1 and weights for y; are 2, the total weight for the gate is 3N. The most eco-
nomical solutionsfor implementing thiskind of votersare based on sorting networks[2]. Thus, the

Losg voter would require a 3N-input SN to be implemented.

Proposed Voter | mplementation

In this section, an efficient and extremely compact decomposition technique for the logic

function performed by the voter is devel oped.



Theorem 1: The output of the voter from a self-purging schemewith N replicated mod-

ules can be obtained from a two-level network composed by two N-input SNs, and a

combinational network L, with 2[%] —‘ inputs, as shown in Figure 2a. The first SN de-

pendsony; variables (i=1, ..., N), and the second one depends on x; variables (i=1, ..., N).

Proof: Let us consider the Losg voter for N modulesgivenby [1, 2, ...,1,2;N], i.e. the voter

N
output is asserted ifz (xl.+2yl.) > N.Letusdividetheinput set{x, y,, ..., xy, yy} intotwo

i=1
dioint subsets, S, = {yp, ...y}, ad S, = {x,...x}. Let a = [JXW and

b=2+ {%J - PEV—‘ be two quantities which will be very useful in the following. Input combi-

nations which assert voter output L are:

{(aor morevariablesin S; areat logic1) or

(a-1 or morevariablesin S, at logic 1) and (bormorevariablesinS, at logicl) or
(a-2 or morevariablesin S at logic 1) and (b+2or morevariablesinS; at logic 1) or
(1 or morevariablesin S; at logic 1) and (N-2or morevariablesinS; at logic 1) or

(N variablesin S at logic 1)}

Thisformulation yields the logic expression for the voter output:
A

r,= 1YY +ry) o) Ty X, L+ 7YY rxey, + T (1)
where TYiV stands for afunction which assertswhen et least r variablesin S, are 1, and TXﬁV hasa
smilar definition but referred to S,. Bt this definition is exactly that corresponding to an N-input
threshold function (inputs from S; or S,) with al the N weights equal to 1 and threshold inr. There
are 2a of such TGs, a of them depending on variables x; and another @ depending on variablesy;.

Thefan-in of adl of themisN, as shown in Figure 2b.

The solution given in Figure 2ais obtained when the conceptual link between threshold
gates and SNs[5] isapplied. An n-input SN is a switching network with n outputs which are a
sorted (non-increasing order) permutation of the inputs. The set of outputsin an n-input SN are

n
n TGs corresponding to (77, T5, ..., 7)), where T\ = 1 if inZm,mZ 1,2,...,n,and 0

i=1



otherwise. Thus, the outputs from both sets of TGsinthefirst level shownif Figure2b are PEV—‘

specific outputs of two SNs: one of the SNs sortsy; variables (i=1, ..., N) and the other sorts x;

variables (i=1, ..., N). n

To evauate the performance of both the traditional and the proposed solutions a compar-
ison of their complexity and delay isin order. Concerning the complexity, the number of 1-bit
comparators (a 1-bit comparator isimplemented by means of a2-input AND gate and a 2-input

OR gate) needed in an-input SN based on Batcher’ s odd-even merge sort is givenin [6]:

Coppi(n) = csortagﬁwmﬂg&cmergeag],{gﬁ L (n>2) @

where Cme,gea?g—‘ EE isthe number of comparators required to merge two sorted sequenc-

esof sizes [g—‘ and EJ , given by:

SRR 100 YR

andC,___(1,1)=1,C

merge

(2,1) =2andC,,,(2) = 1.

merge
Concerning the number of gate levels, the delay time in Batcher’s sorting method for n

elementsis given by:

delay(n) = Sl * |_120g2n—|a 4

When these expressions are applied to a self-purging redundancy scheme for N-modules,
the cost of the voter is given by Cost, = C,,,,(3N), and its delay is
Delay, = E1+|_102g23N—E. In our approach, the cost of the voter is given by

Cost, = 2[C,  (N)+ Cost,., Cost. isthe cost of the combinational circuit at the out-

sort
put. The delay is Delay, = Sl * |_lg)gzN—E+ delay ., where delayc¢ corresponds to the
combinational output circuit. Figure 3a clearly shows the difference in complexity between
both solutions for typical values of the module number, N, and Figure 3b compares the delay

for both approachesfor the samerange of N. Delay of the combinational output circuits depends

on the avail able gates. For a comparison, we have supposed that 4-input OR gates are available.



Example 1: Let us consider the design of a threshold voter from a self-purging scheme
with 5 replicated modules. Thevoter neededis|1,2,1,2,1,2,1,2,1,2; 5] ,i.e, thevoter out-
5

put is asserted when z (xl. +2yl.) >5.
i=1

From definitions for aand » in Theorem 1, we obtain az[g—‘=3 and

b=2+ EJ - E—‘ = 1. A logical expression for the voter output in Eg. (1) gives:
f, = TY,+TY, DX, + TY] (TX; + TX

o0, B0 o0 — N

The sum-of-product for this function has EBD 51 D oo E%D 111 prod

uct terms, of three, four and five literals. However, when the voter isimplemented as a sorting

network, Eq. (2) givesacostof C, (3 x5) = 59 2-input comparators. The implementation

obtained following the decomposition proposed in Theorem 1 provides a cost of

2xC,,.(5) = 18 2-input comparators plus the cost of the combinational circuit at the output,

which can be implemented by two 2-input AND gates and one 4-input OR gate, as shown in

Figure 4. Further reduction in the number of comparatorsin both SN-based sol utions can be ob-

tained by eliminating comparators which are not used, but exact figures do not substantially

modify the above reasonings about complexity. Concerni ng the delay time of both thetradition-

al and the proposed solutions, Eq. (4) gives delay(15) = |'1;g215_|% = 10 timeunitsfor
the first implementation, and delay(5) = %1 |_120g25—|% = 6 time units (5-input SN) plus
two time units (combinational part) for the proposed implementation. |
Conclusions

A low-cost implementation of the classical self-purging approach from Losqg has been
proposed. It is based on both the application of a decomposition technique and the use of the
conceptual link between TGs and SNs. The proposed implementation exhibits an excellent per-

formance when compared to the original solution.
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Figure 2: Two leve realization of self-purging voter, (a) using SN, (b) using TGs
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Figure 3: Cost parameters for the traditional and the proposed solutions
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Figure 4. Proposed realization for the self-purging voter in Example 1





