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Abstract. As software systems have grown large and complex in the last few years, the problems with which Model-Driven Development has to cope have increased at the same pace. In particular, the need to improve the performance and scalability of model transformations has become a critical issue. In previous work we introduced LinTra, a model transformation platform for the parallel execution of out-place model transformations. Nevertheless, in-place model transformations are required in several contexts and domains as well. In this paper we discuss the fundamentals of in-place model transformations in the light of their parallel execution and provide LinTra with an in-place execution mode.
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1 Introduction

Model transformations (MT) are gaining acceptance as model-driven techniques are becoming commonplace [1]. While models capture the views on systems for particular purposes and at given levels of abstraction, model transformations are in charge of the manipulation, analysis, synthesis, and refinement of the models [2].

So far the community has mainly focused on the correct implementation of a model transformation, according to its specification [3–8], although there is an emergent need to consider other (non-functional) aspects such as performance, scalability, usability, maintainability and so forth [9]. In particular, the study of the performance of model transformations is gaining interest as very large models living on the cloud have to be transformed as well. Consequently, new approaches to parallelize model transformations are starting to appear [10–13]. Following this path, in a previous work we introduced LinTra [11,14], a model transformation engine, together with its implementation in Java called jLinTra. LinTra encapsulates all the concurrent mechanisms needed for the parallel execution of model transformations, and in particular users do not need to worry about threads and their synchronization. The engine is based on Linda [15], a mature coordination language for parallel processes.

So far, LinTra only permitted out-place model transformations. In this kind of transformations, input and output models often conform to different metamodels and output models are created from scratch. However, there are many situations in which we need to evolve models, instead of creating them anew. For instance, when migrating and modernizing software using model-driven engineering (MDE) approaches [16,17].
software is reverse-engineered to obtain a model representation of the system. (ii) modernization patterns are applied on the model level, and (iii) the modernized model is translated back into code. Modernization at model level is typically achieved using in-place model transformations, where the initial model is evolved until the final target model is obtained. Models which are reverse-engineered from large systems may be huge, thus high-performing in-place transformation engines are needed. For this reason, in this paper we extend our LinTra language with an in-place semantics.

This paper is structured as follows. Section 2 shortly introduces LinTra and our reference non-recursive in-place semantics. Section 3 shows how LinTra realizes its in-place semantics, while Section 4 illustrates the benefits of parallel in-place transformations. Finally, Section 5 discusses related work before we conclude the paper in Section 6 with an outlook on future work.

2 Background

Previous Work on LinTra. LinTra \cite{11, 14} is a parallel model transformation engine that encapsulates all the concurrent mechanisms, so that users do not need to worry about threads and their synchronization. It uses the Blackboard paradigm \cite{18} to store the input and output models, as well as the required data to keep track of the MT execution that coordinates the agents that are involved in the transformation process. One of the keys of LinTra is the model and metamodel representation, where we assume that entities in the model are independent from each other. Thus, every entity is assigned an identifier, which is used to reference objects and to represent relationships between them. Relationships between entities are represented by storing in the source entity the identifier(s) of its target entity(ies).

In out-place model transformations, there might be dependencies between rules because the element(s) created in a rule are needed to initialize some properties of the elements created by other rules. In LinTra, traceability is implemented implicitly using a bidirectional function that receives as a parameter the entity identifier of the input model and returns the identifier of the output entity, regardless whether the output entities have already been created or not. This means that LinTra does not store information about the traces explicitly; thus, the performance is not affected by the access to memory and the search for trace information.

In order to carry out the transformation process in parallel, LinTra uses the Master-Slave design pattern \cite{18}. The master’s job is to launch slaves and coordinate their work. Each slave is in charge of applying the transformation to submodels of the input model (i.e., partitions) as if each partition is a complete and independent model. Since in LinTra’s out-place mode the complete input model is always available, in case the slaves have data dependencies with elements that are not in the submodels they were assigned, they only have to query the Blackboard to retrieve them.

Non-recursive In-place Transformations. In-place transformations specify how the input model evolves to obtain the output one, i.e., how the input model has to change. There are two kinds of in-place model transformation strategies, non-recursive and recursive, depending on whether recursive matching takes place or not. By recursive matching we understand that the matches of rules are not solely computed based
on the initial input model but on the current model state which probably has been modified by previous application of rules. This is the typical strategy followed in graph or rewriting systems, where a set of rules modifies the state of a configuration of objects (representing the model) one-by-one. Thus, after the application of each rule, the state of the system is changed, and subsequent rules will be applied on the system on this new state. Therefore, the transformation navigates the target model, which is continuously updated by every executed rule.

Regarding non-recursive matching, it shares some characteristics with out-place transformations. In this strategy, there is one input model which is used to directly compute the output model without considering intermediate steps. This is the reason why we chose to follow a non-recursive approach for the LinTra in-place mode. Our decision was also inspired by the ATL refining mode [19][20], used to implement in-place transformations. ATL supports both out-place and in-place modes. In both execution modes, source models are read-only and target models are write-only. This is an important detail that significantly affects the way in which ATL works in refining mode. Indeed, ATL in-place mode does not execute transformations as these are executed in graph or rewriting systems, as explained in detail in [21]. Thus, we follow as well non-recursive matching in LinTra where rules always read (i.e., navigate) the state of the source model, which remains unchanged during all the transformation execution.

3 In-place Model Transformations with LinTra

LinTra follows a non-recursive approach for executing in-place transformations, as the ATL refining mode does. In this section we discuss some semantic issues that might occur in rule-based in-place model transformations in general as they are indeed highly relevant for the parallel execution of in-place transformations.

3.1 Atomic Transformation Actions

When executing a non-recursive in-place transformation, the first decision concerns the elements for which the transformation does not specify what to do. We could either decide to exclude them from the target model or to include them as they are. In jLinTra we decided for the second option, which implies that if we want to exclude objects in the target model, the transformation will have to explicitly remove them. Thus, after the input model is loaded, and once the transformation phase starts, an initialization phase is needed where the identity transformation is applied so that the target area contains a copy of the input model.

After the model is copied, in the following we explain the three operations that may be applied to it: deletion of elements, creation of new elements, and modification of existing elements.

Elements Deletion. When an element is deleted, the outgoing relationships from such element to others are deleted too, since such information is stored as attributes in the deleted element. However, the situation is different when the deleted element has incoming relationships. In such case, the information about relationships to the deleted element is stored in the attributes of other elements. In this case, we can distinguish
two different semantics. Either all the incoming relationships are deleted, for which
the engine needs to traverse the whole model searching for relationships pointing to the
deleted element, or they are not deleted, causing dangling references and, consequently,
an inconsistent model. In the former option, we need to keep track of all the deleted
elements, so that the traversal is realized only once as the last step of the transformation.
The latter option is useful in order to make the user aware that he/she is removing
an element by mistake. LinTra permits both behaviors, since it is aimed at offering a
flexible implementation.

**Elements Creation.** If the developer wants to create a new element, he/she has to
create the instance and set its attributes and relationships. In case of bidirectional rela-
tionships, there are two alternatives: (i) the opposite reference is created automatically,
or (ii) the creation of the opposite relationship must be explicitly specified by the devel-
oper. We permit both behaviors.

**Elements Updates.** Updating an attribute or an ongoing unidirectional relationship
of an element is trivial, since the transformation only has to change the corresponding
attribute of the updated element. However, there are again two choices when updating a
relationship which is bidirectional, since the previous target element of the relationship
would still have a relationship to the updated element unless something is done. Thus,
(i) the relationship from the previous target element should be automatically removed
and a new relationship from the new pointed element to the updated element should be
automatically created, or (ii) the developer has to specify explicitly in the transformation
that the corresponding relationships are removed and created respectively. Again, we
permit both alternative behaviors.

### 3.2 Confluence conflicts

Confluence conflicts typically occur when two rules are applied to the same part of the
model and they treat it differently [22]. Thus, the resulting model may vary depending
on the order in which those rules are applied. The application of a rule can conflict with
the application of another rule in four different ways. Let us explain them for the ATL
refining mode which acts as blueprint for the LinTra in-place transformation strategy.
For the explanations, let us imagine a transformation for reverse engineering Java code.

**Update/Update.** Imagine that a rule sets the public variables to private and capital-
izes the name of the ones that are private. This case is not a problem for the confluence
of non-recursive in-place transformations since only the source model provided by the
user is read—the changes done by the rule that changes the visibility are not visible to
the rule that capitalizes the names of the variables. On the contrary, if a rule sets the
visibility of the variables to private and another rule sets them to public, the transfor-
mation may not be confluent. A possible way to prevent this situation is to force the
precondition of the rules to be exclusive, which leads to non-overlapping matches. This
was the solution adopted by ATL concerning the declarative part. Nevertheless, it is
easy to fool ATL by using the imperative part, which is executed after the declarative
part of the rule.

**Delete/Update.** Suppose that a rule sets the visibility of the variables to private
and another rule removes all the variables. The situation is similar to the second case
we presented for the conflict Update/Update. The two rules are a conflicting pair, thus
the language should prevent this situation from happening or should establish the be-
 behaviour of the transformation. Again, it is possible to produce this case in ATL by using
 the imperative part to set the visibility and writing a declarative rule that removes the
 variables. Both rules are executed so that the visibility is changed and the variables are
 removed. As a result, the variables are not present in the resulting model. Apparently,
 the objects are removed in a later execution phase, after having done all the updates and
 creations specified in the declarative and imperative parts.

**Produce/Forbid.** Imagine that a rule adds a variable to a class and another rule
removes all the empty classes (classes with no variables) from the model. The first rule
is producing an additional structure that is forbidden by the precondition of the second
rule. Once again, the order in which the rules are executed influences the result. This
time, if we try to implement this transformation with ATL using the imperative part of
a rule to add the variables and a declarative rule to remove the empty classes, both rules
are applied but the transformation does not fulfil the purpose for which it was written
(since only the source model is read). As a result, the classes are removed but the newly
created variables remain in the model without any container.

**Delete/Use.** This conflict appears when a rule deletes elements that produce a match
with another rule. Thus, it is the opposite case to **Produce/Forbid.** Depending on the
order in which the rules are executed, the transformation is able to execute a higher or
lower number of rules.

We have illustrated the conflicts that may appear between rules and how ATL tries
to solve them using non-overlapping matches, how they can be avoided or produced,
and which is the final result of the execution. Enforcing to have non-overlapping rules
is not the only solution; another possibility is to statically detect the conflicting rules
using the critical pair analysis approach [23], and subsequently, to deal with the conflicts
making use of layers which is also implicitly done in ATL by using different phases in
the transformation execution.

As jLinTra is realized as an internal transformation language embedded in Java, we
have opted for not imposing any restriction. Thus, our solution is completely flexible
with respect to rule executions. The idea is that high-level model transformation lan-
guages (such as ATL [24], ETL [25], or QVTO [26]) are compiled to an extended set
of the primitives [27] that automatically compile to jLinTra. In these primitives the rule
scheduling is already given (the layers and the rules that belong to each layer). There-
fore, in case that the critical pair analysis is needed, it can be done statically during the
compilation process from the high-level model transformation language to the LinTra
primitives.

### 4 Evaluation

To evaluate our approach we performed an experimental study concerning a transforma-
tion which, in reverse engineered Java applications, removes all the comments, changes
the attributes from public to private and creates the getters and setters.
4.1 Research Questions

The study was performed to quantitatively assess the quality of our approach by measuring the runtime performance of the transformations. We aimed to answer the following research questions (RQs):

1. **RQ1—Parallel vs. sequential in-place transformations**: Is the parallel execution of in-place transformations faster in terms of execution times compared to using the state-of-the-art sequential execution engines? And if there is a positive impact, what is the speedup with respect to the used number of cores for the parallel transformation executions?

2. **RQ2—Parallel in-place vs. parallel out-place transformations**: Is the parallel execution of in-place transformations faster in terms of execution time compared to using their equivalent out-place transformations?

4.2 Experiment Setup

To evaluate our approach, we use an experiment in which Java models are obtained from Java code using MoDISCO [17]. The Java metamodel has a total of 125 classes from which 15 are abstract, 166 relationships among them and 5 enumeration types. As source model we have selected the complete Eclipse project, containing 4,357,774 entities. In order to assess how the transformation scales up with this kind of input, we generated 11 smaller sample source models (with subsets of the Eclipse project) ranging from 100,000 elements to the complete model.

We apply an extended version of the Public2Private transformation – the original one is available in the ATL Zoo[3]—that changes the visibility of every public variable to private and creates the corresponding getter and setter methods. In addition, the transformation also removes all the comments contained in the code. All artifacts can be downloaded from our website[4].

Let us show the effects of this transformation with an example. Listing 1.1 shows the Java code that declares a class called MyClass, a public attribute name and the class’s constructor. The code contains some comments too. After applying the transformation, the Java code that the model represents should look like the fragment presented in Listing 1.2.

**Listing 1.1. Code to be refactored**

```java
1 public class MyClass {
2     //Declaration of variable called name
3     public String name; // This variable contains the name */
4     public MyClass() { /* Description @param ... */ ... }
5 }
```

**Listing 1.2. Refactored code**

```java
1 public class MyClass {
2     private String name;
3     public String getName() { return name; }
4     public void setName(String name) { this.name = name; }
5     public MyClass(){ ... }
6 }
```

An excerpt of the code corresponding to the rules in jLinTra is shown in Listing 1.3.
As stated in Section 2, every slave is in charge of transforming a chunk of the model. For efficiency reasons the changes are made permanent once the whole chunk has been transformed. In order to keep the temporary changes the structures deletedElems, modifiedElems and createdElems (lines 2, 8 and 9) are needed.

Listing 1.3. jLinTra transformation

```java
if (ie instanceof Comment) {
    deletedElems.add(ie);  //Delete Comment
} else if (ie instanceof FieldDeclaration) {
    String modId = ((FieldDeclaration) ie).getModifier();
    Modifier mod = (Modifier) srcArea.read(modId);
    String visibility = mod.getVisibility();
    if (visibility.equals(PUBLIC)) {
        mod.setVisibility(PRIVATE);  modifiedElems.add(mod);  // Modify visibility
        ... createdElems.add(...);  // Create getters and setters
    }
}
```

We have run all our experiments on a machine whose operating system is Ubuntu 12.04 64 bits with 11.7 Gb of RAM and 2 processors with 4 hyperthreaded cores (8 threads) of 2.67GHz each. We discuss the results obtained for the different transformations after executing each one 10 times for every input model and having discarded the first 5 executions as the VM has a warm-up phase where the results might not be optimal. The Eclipse version is Luna. The Java version is 8, where the JVM memory has been increased with the parameter -Xmx11000m in order to be able to allocate larger models in memory.

4.3 Performance Experiments

The in-place transformation described before has been implemented and executed in jLinTra and in ATL, for which we have used the EMFTVM. We have also developed an out-place transformation version in jLinTra in order to compare its performance with the proposed in-place version. Table 1 shows in its left-most column the number of entities of the source models of the transformation. The second, third, and fourth columns correspond to the execution times (in seconds) obtained for ATL and jLinTra (using the in-place and out-place modes), respectively. Note that we have only taken into account the time of the execution of the transformation, meaning that we do not consider the time used for loading the models into memory, nor the time used to serialize them to the disk. The fifth column presents the speedup of jLinTra with respect to ATL. We can see that the speedup is not constant: it grows with the size of the model, reaching a value of 955.23 for the complete model, meaning that value that jLinTra is 955.23 times faster than ATL for this concrete case. Finally, column six shows the speedup of the in-place and out-place modes of LinTra, where we can see that the in-place model transformation is on average 1.81 times faster than its out-place version.

We already mentioned in Section 3 that an initialization phase where the input model is copied to the target area is needed. However, if we moved that process to the loading phase so that both the source and target areas were loaded at the same time, we would only pay a minimum price (an overhead of 5% in the loading phase) and the

https://wiki.eclipse.org/ATL/EMFTVM
performance in the transformation phase would be improved reaching a speedup of 3.89 w.r.t. the out-place mode and speedup of 1.195 w.r.t. ATL.

Regarding the gain of in-place MTs in LinTra w.r.t. the number of cores involved in the transformation, the speedups of using only one core w.r.t. using four, eight, twelve and sixteen are 1.19, 1.62, 1.97, 3.24, respectively.

We also planned to execute and compare this transformation with the original ATL virtual machine. However, although it supports the refining mode it does not support the imperative block, which is applied in the particular transformation used in this study.

Regarding the out-place transformation developed in LinTra, it explicitly specifies that all elements that are not modified must be copied, together with their properties. The out-place transformation counts on 3,302 lines of Java code (we generated the code for the identity transformation using Xtend and adapted the corresponding code to fit the needs of the Public2Private transformation), while the in-place transformation has only 194 lines.

For answering the two RQs stated above, we can first conclude that the parallel execution of in-place transformations reduces the execution time compared to using sequential execution and that the execution time can be further improved by adding more cores. Second, for typical in-place transformation problems, in-place transformation implementations are more efficiently executed than their equivalent out-place transformations using parallelization in both executions.

### 4.4 Threats to Validity

In this section, we elaborate on several factors that may jeopardize the validity of our results.

**Internal validity – Are there factors which might affect the results of this experiment?** The performance measures we have obtained directly relate to the experiment we have used for the evaluation. Therefore, if we had used different experiments other than the Public2Private transformation then the speedups between the executions of the different implementations would have probably been different. Besides, we have generated 11 smaller sample source models. Should we have generated different models, we would have possibly obtained different results.

---

#### Table 1. Execution results and speedups.

<table>
<thead>
<tr>
<th>No. elements</th>
<th>ATL</th>
<th>LinTra</th>
<th>Speedups</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EMFTVM</td>
<td>In-place (LI)</td>
<td>Out-place (LO)</td>
</tr>
<tr>
<td>0.1×10⁶</td>
<td>2.40</td>
<td>0.11</td>
<td>0.19</td>
</tr>
<tr>
<td>0.2×10⁶</td>
<td>12.04</td>
<td>0.29</td>
<td>0.36</td>
</tr>
<tr>
<td>0.5×10⁶</td>
<td>65.06</td>
<td>0.73</td>
<td>0.98</td>
</tr>
<tr>
<td>1.0×10⁶</td>
<td>371.41</td>
<td>1.29</td>
<td>2.38</td>
</tr>
<tr>
<td>1.5×10⁶</td>
<td>1042.41</td>
<td>2.06</td>
<td>2.61</td>
</tr>
<tr>
<td>2.0×10⁶</td>
<td>2030.82</td>
<td>2.99</td>
<td>5.63</td>
</tr>
<tr>
<td>2.5×10⁶</td>
<td>2592.46</td>
<td>3.92</td>
<td>9.64</td>
</tr>
<tr>
<td>3.0×10⁶</td>
<td>4156.69</td>
<td>5.13</td>
<td>8.82</td>
</tr>
<tr>
<td>3.5×10⁶</td>
<td>5527.96</td>
<td>6.26</td>
<td>13.77</td>
</tr>
<tr>
<td>4.0×10⁶</td>
<td>6737.97</td>
<td>7.57</td>
<td>15.20</td>
</tr>
<tr>
<td>Complete</td>
<td>7238.70</td>
<td>7.58</td>
<td>17.18</td>
</tr>
</tbody>
</table>

---

https://eclipse.org/xtend/
the results in Table 1 would also be different. As another threat, we have decided to use the executions after the 5th one in order to avoid the possible influence of the VM warming-up phase. However, if after the 5th execution the VM has not finished warming up, our results are then influenced. Finally, we are quite confident that we have correctly written the equivalent transformation in ATL due to our expertise with such language. Nevertheless, there may exist tiny differences which may have an influence on the execution times.

**External validity – To what extent is it possible to generalize the findings?** As a proof of concept of our approach, we have compared the execution times of our approach with the ATL implementation executed with the EMFTVM engine. We have chosen ATL for the comparison study because we have enriched LinTra with the same in-place semantics that ATL has. Therefore, since our study only compares LinTra and ATL, our results cannot be generalized for all non-recursive engines.

## 5 Related Work

In this paper, we focus on in-place model transformations running in batch mode. However, to deal with large models, orthogonal techniques may be applied as well. Especially, two scenarios have been discussed in the past in the context of speeding-up model transformation executions. First, if an output model already exists from a previous transformation run for a given input model, only the changes in the input model are propagated to the output model. Second, if only a part of the output model is needed by a consumer, only this part is produced while other elements are produced just-in-time. For the former scenario, incremental transformations [28–30] have been introduced, while for the latter lazy transformations [31] have been proposed.

An important line of research for executing transformations in parallel is the work on critical pair analysis [22] from the field of graph transformations as discussed in Section 3. This work has been originally targeted to transformation formalisms that do have some freedom for choosing in which order to apply the rules. Rules that are not in an explicit ordering are considered to be executed in parallel if no conflict is statically computed. However, most existing execution engines follow a pseudo-parallel execution of the rules, but there are already some approaches emerging which consider the execution of graph transformations in a recursive way on top of multi-core platforms [12, 13, 32]. A closer comparison concerning the commonalities and differences of recursive and non-recursive in-place semantics concerning parallelism is considered as subject for future work.

The performance of model transformations is considered as an integral research challenge in MDE [33]. For instance, Amstel et al. [9] considered the runtime performance of transformations written in ATL and in QVT. In [34], several implementation variants using ATL, e.g., using either imperative constructs or declarative constructs, of the same transformation scenario have been considered and their different runtime performance has been compared. However, these works only consider the traditional execution engines following a sequential rule application approach. One line of work we are aware of dealing with the parallel execution of ATL transformations is [35], where Clasen et al. outlined several research challenges when transforming models in
the cloud. A follow-up work is presented in Tisi et al. [36] where a parallel transformation engine for ATL is presented. However, they only consider out-place transformations while we tackled the parallel execution of in-place transformations.

6 Conclusion and Future Work

We have presented an extension for LinTra that allows the parallel execution of in-place model transformations. We have shown with experiments that the performance is improved w.r.t. other in-place MT engines and that in cases where in-place transformations can be achieved also by means of out-place transformations, the in-place transformations provide better performance and usability.

There are several lines of future work. First, we plan to provide a new in-place execution mode that supports recursive matchings. Second, we plan to extend our set of primitives so that in-place transformations written in any MT language may be compiled to and executed with LinTra.
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