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Abstract— Research on fine-grained pipelines can be a wap t
obtain high performance applications. Monostable toBistable
(MOBILE) gates are very suitable for implementing @te-level
pipelines which can be achieved without resortingat memory
elements. The MOBILE operating principle is implemated op-
erating two series connected Negative DifferentiaResistance
(NDR) devices with a clock bias. This paper descréds and exper-
imentally validates a two-phase clock scheme for sh MOBILE
based ultra-grained pipelines. Its advantages ovesther reported
interconnection schemes for MOBILE gates, and alsover pure
CMOS two-phase counterparts, are stated and analyde Chains
of MOBILE gates have been fabricated and the expemental
results of their correct operation with a two-phaseclock scheme
are provided. As far as we know, this is the firstworking
MOBILE circuit to have been reported with this interconnection
architecture.

Index Terms— Monostable-to-Bistable Logic Element, Nega-
tive Differential Resistance, Pipeline, Clock schees.

I.  INTRODUCTION

The design of functional units implementing venyefigrained
pipelining for high performance applications is remtly a

very active area of research. These solutions doapply

conventional pipeline techniques, which insert -flgps to

short down signal propagation paths in combinatidogic,

but instead rely on logic circuit styles which naily are able
to block the propagation of data. That is, evabratf their
inputs can be disabled. The potential of dynamiiclowith its

precharge and evaluation phases, in implementiisgkthd of

pipelining was recognized long ago [1], [2]. Theegtion of
Domino logic in a pipelined fashion using an ovppiag

multi-phase clock scheme and without latches betwem-

secutive clock phases was analyzed in depth int[&.known

that variations of this multi-phase solution (thteesix phases)
have been developed by different companies andeappd

commercial applications [3], [4].

In these superpipeline logic styles, operating desgry (or
throughput) depends both on the number of cloclsgband
the number of gate levels per clock-phase. Thekcjmriod

needs to accommodate all the phases and the duddtieach
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phase is determined by the number of gate levelsclpek-
phase. Thus, from the point of view of ultra higleed appli-
cations, a two-phase scheme with a single gatecloek-
phase is very attractive.

Logic styles based on the Monostable to Bistabl©BWLE)
operating principle are very suitable for impleniegtgate-
level pipelines which can be achieved without résgrto
memory elements [5]. Originally, MOBILE gates wexgerat-
ed in a pipelined fashion using a four-phase ckatieme, but
a two-phase overlapping clocking is also possiM@BILE
gates are implemented operating two series conhddéga-
tive Differential Resistance (NDR) devices with witshing
bias. Different devices like Resonant Tunneling d&is, tran-
sistors [6] or molecular devices [7] exhibit NDR timeir |-V
characteristic. Many circuits have been reportedciviuse
NDR for different applications (memories, logic.cilators,
A/D converters) and with different goals (high sgeéow
power or low device count,...) [8], [9] and the MIDE prin-
ciple has been identified as a key element in barsarchitec-
tures [10]. In particular, MOBILE RTD-CMOS pipelide
architectures have been compared to conventionaDEM
fine-grained pipelines [11] and shown to be siguaifively
more power efficient than conventional CMOS. Aldifferent
transistor circuits have been explored that emulla¢eNDR
characteristic [12], [13], [14], [15], [16]. Thisaper explores
in depth and experimentally validates the two-phakek
scheme for MOBILE based fine-grained pipelines. she
pipelines do not have the functional limitationtbé Domino
solutions, in which only non-inverting blocks caa thained.
Also, the well known race-through failure of twogse fine
grained Domino pipelines without latches is elinéta

This paper is organized as follows: in SectiontHe MOBILE
logic style is described. In Section Ill, we an&ythe two-
phase gate-level MOBILE pipelines. In Section IV de-
scribe the circuits which have been designed abrdcfated to
experimentally validate the proposed pipeline dmlsexper-
imental results. Finally, some key conclusions giken in
Section V.

Il. MOBILE LOGICSTYLE

A. MOBILE operating principle

The MOBILE [17] in Fig. 1b is an edge-triggered rant con-
trolled gate which consists of two devices exhilgitNDR in
their I-V characteristic (Fig. 1a), connected in series dmd
en by a switching bias voltag®¥ck. WhenVe is low, both
NDRs are in the on-state and the circuit is morstaln-



the ideal MOBILE operating principle based on peakrents
comparison. This critical value depends on bothuiir(NDR
peak currents, fan-out ...) and technological pararset De-
sign must therefore take into account these ACeaitsrin
order to guarantee the desired relationship betvies and

Vou driver currents for each input combination wh¥px ap-
proaches ¥, V, being the peak voltage of the NDRs (see Fig.
la).
Rising (falling) edge-triggered MOBILE logic gatesaluate
inputs with the rising (falling) edge of the biasltage and
hold the logic level of the output while the biadtage is high

Fmm ] (low), even though the inputs change (self-latchopgration

| [19]). The output returns to zero (to one) with faking (ris-

| ing) edge of the clock until the next evaluatiorheTself-

| latching operation allows the implementation of eglatvel

| pipelined architectures without extra memory elets§bi.

|

|

|

|

|

B. MOBILE interconnections

V. NDR,, | o 7, Four phase clock scheme
T_{ i I Originally, caS(_:aded_ rising edge_-tngggred MOBILEBtes
| [NDRp| | were operated in a pipelined fashion using a fdwase over-
| I | lapping clocking scheme shown in Fig. 2a [5], [20fte that
| DRIVER . = | Ve * DRIVER) there are four steps in the operation of each M@Bdate:
® @ evaluation (clock rises), hold (clock high), regelbck falls)

Fig 1. MOBILE circuits. & NDR I-V characteristic.ty Basic MopILE.  and wait (clock low)Vey i is delayed with respect ¥ i1 by
() Rising edge-triggered MOBILE inverterd)(Falling edge-triggered  T/4, T being the clock period. In this way tif& stage evalu-
MOBILE inverter. ates (rising edge dfc« ;) while the {-1)" stage is in the hold
phase Yck i1 high). Four clock signals are enough, since the
creasingVcx to an appropriate maximum value ensures th&fst phase can be used for the fifth level andso In Subsec-
only the device with the lowest peak current swatcfrom the
on-state to the off-state. Output is high if théveir NDR

switches and low if the load switches. Logic fuantlity can ch /_\M

be achieved if the peak current of one of the NRiaks is

controlled by an input. In the configuration of ttiging edge- ch _/_\_/m

triggered inverter MOBILE shown in Fig. 1c, the peaurrent %
of the driver NDR can be modulated using the exeimput CK3 m

signal V,,. The transistor acts as a switch, so that forva Ic v m
input, current flows only througNDR,, but for a high input, Ck.4 @
the effective peak current of the driver is the sainthe peak Ve Ve Vex Ve

Vours Vours

currents ofNDR, and NDRy. The inverter topology can be v MOITBILE Yo [ OBILE MOBILE MOBILE
generalized to implement arbitrary functions byt jieplacing ay j->~ f % a J—% f
the single transistor in Fig. 1c (or 1d) by a tiatos network

realizing the target functionality. NDR peak cuteare se-

lected such that the value of the output dependshmther the S Vo fa ) Yo
network transistor evaluates to “1” or to “0”. EHig 1d de- ’L MOBILE| 1™ [moBILEl 1°™  [MOBILE f MOBILE| 1%
picts a falling edge triggered inverter. Note thaanch im- j f f f
plementing functionality is now in parallel to th@ead NDR ©

and uses a p-type transistor.

It is well known that a sufficiently slow rising fdalling) Vv \_/ \—/ \_J
transition ofVck is required for MOBILE operation [18]. That A

is to say, there is a critical rise time for theitshing bias %

below which the gate does not operate correctlydddrthat ke M \_/

critical rise time, there is at least one input bamation for
which the gate does not produce the expected logiput.
This is due to AC currents associated with intepeiasitics i ] )

Fig. 2. (a) Four-phase clock scheme. (b) Block diagof a single-phase

and output capacitive loads (fan-out), \_Nh'Ch areranmn- clock scheme. (c)-(d) Block diagram and clock wawes of the two-
portant for faster clock changes and which somewdi&tr’ phase counterpart.
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tion A, it was stated that there is a critical ris@e below
which the gate does not operate correctly. Thidaixp the
clock shape with equal rise, high, fall and lowdsnThus, for
this scheme, the clock cycle i vax (Operating frequency

possible to directly connect two MOBILE gates, sinte
return to reset of one stage takes place afteevhkiation of
the next stage, and to increase clock skew toleramccritical
weak point in the single-phase interconnection.

is 0.25 TeyaLmay With Tevaimax being the largest evaluation In terms of area, the proposed topology eliminptégpe tran-
time required by any gate in the network. sistors, which not only leads to area savings diiatve small-
Other simpler clock schemes have been exploredderdo €' input capacitances and, therefore, smaller NDBrévious

reduce the difficulties of distributing four cloglignals with St@ges. A reduction in area up to 28% over a sipgése
tight constraints on their relative delays and twréase scheme have been obtained in the core of a 4 bit G-

throughput, which is limited by the evaluation tiroé four signed in an RTD'CMOS hybr!d technology, wh|chllsada
more compact solution even including the area declipy
gates. . A
the two-phase clock generation circuitry.
A comparison with Domino-based counterparts alsmwpces

Single phase clock scheme . some interesting results. As we mentioned eatti€3ection I,
A network of MOBILE-based gates can be operateh @it poming based solutions are functionally limitedtirat they

single clocked bias signal if rising edge-triggegates and g not allow the implementation of inverting stagesis limi-
falling edge-triggered gates are alternated aruhéat are add- ation is due to the fact that dynamic gates evaluden their
ed at each stage to eliminate the return-to-resie\dor [21].  clock is high, and might therefore respond to thecharge of
However, it has been demonstrated that to ensureatop- their preceding stages. This will occur if the frage results
eration it is not necessary to eliminate returmetet behavior in a low to high transition of the preceding staggput, since
[22]. It is enough to keep the output of each MOBI&tage this high value can discharge the dynamic outpatendiow-
stable until it has been evaluated by the next dhes, each ever, there is no response to high to low transstim the out-
latch is replaced by a static inverter. Figure Bpidts chained put of the preceding stages. That is why an oddbheunof
MOBILEs implemented with the single-phase architegt inverting static gates are allowed after each dyoagate,
The first and the third gates are rising edge-tiigd, whereas resulting in non inverting stages. More specifigathe basic

the second and the fourth are falling edge-triggieNote that
the role of the inter-gate elements is to guaranbeg¢ one
MOBILE has already taken the decision about itpoube-
fore the reset to zero of the previous one reaitbésput. The
functionality of the inter-gate element is not,rifere, limited
to be inverting (note that both inverters and nsffeave been
used in Fig. 2b), and this makes logic design nflengble.
The clock cycle is Pzya max (Operating frequency is

0.5/TevaLmay With Teyal max being the largest evaluation time

required by any stage (MOBILE + static logic) ir thetwork.
However, the single-phase solution has two drawha€kst,
negative edge-triggered MOBILEs are used, whicliireg p-
type transistors. This means larger transistorsthod larger
parasitic capacitances, which degrade gate spesmbnS8ly,
the only clock skew tolerance mechanism is theydefathe
inter-gate element. Both of these problems are covee by
the two-phase scheme described in next Section.

One alternative solution is to design networks vaitthy posi-
tive edge triggered MOBILE gates operated with aariap-
ping two phase clock scheme as shown in Fig. 2t [46te
that inter-gate elements (inverting or non-inveglican also
be added if required by logical (to increase dedligxibility),
or electrical (for example, efficient handling @frdie loads)
considerations.

The throughput (or frequency) behavior of the singhase
scheme is preserved in the sense that it is alssndmed by
the evaluation time of two stages. Also, the pegubtwo-
phase scheme has clear advantages over the ore-pblas
tion since the worse evaluation time is larger tloe latter
because it uses falling edge gates with PMOS fanatinet-
works. Moreover, the overlapping of the two clockakes it

ANALYSIS OF TWO-PHASEMOBILE NETWORKS

domino stage comprises a dynamic gate followed Isyatic
inverter. It has been proposed that modifying tyotogy of
the dynamic gate will avoid this limitation, butthae expense
of using at least three clock phases [24]. Thigtéition does
not apply to MOBILE pipelines, thanks to the sealfehing
property of these gates: during clock high (hogte inputs
can change without affecting the gate output. is thay, a
MOBILE stage does not respond to the reset to périts
driving stages. Since self-latching holds both Hagh to low
and for low to high input transitions, this is triegardless of
the number of inversions (none, odd number or pamber)
between two consecutive MOBILE gates, and so hoteri-
ing and non inverting stages are allowed. Thisddadyreater
flexibility in logic design.

Two-phase domino pipelines also require labor-isiten de-
sign due to race-through failure. The fact thatehe both an
upper and a lower limit on the allowed overlap bé ttwo
phases represents a timing challenge which conteticde-
sign, and, in many cases, causes latches to lwalirted [25],
[26]. The lower limit is determined by the fact tlitashould be
long enough for a stage to evaluate before thehprge of the
preceding stages driving it reaches its inputsnexaer worst
case clock skew conditions. In fact, multi-phasertapped
clock schemes are said to be clock skew toleracause of
this overlapping. However, when only two phases used,
evaluation may slip over consecutive stages ifdherlap is
too long (race-through failure). In Fig. 3, assugnitilomino
stages, stage 2 evaluates whkp » is high, and stage 3 could
respond to stage 2 output\igk ; is a high enough time after
Vcek, 2 goes high. Stage 3 thus evaluates twice in onekclo
cycle. This is not normal pipelining behavior. Agaihe self-
latching property of MOBILE logic blocks eliminatebe
upper limit. Evaluation is associated to the cledge, so even
if Ve, 11s high long afteMck 2 goes to high, there is no evalu-
ation because stage 3 does not see a clock edge.
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Fig 3. Block diagram and clock waveforms of a gendwo-phase
interconnection scheme.
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IV. EXPERIMENTAL RESULTS

The operation of the two-phase MOBILE gate intera@mtion
scheme has been experimentally validated. As fareaknow,
this is the first time a working two-phase MOBILEtwork
has been reported.

Two-phase clocked chains of MOBILE inverters hae=rb
designed and fabricated. These structures wereeimgited
with MOS-NDR devices (circuits made up of trangistthat

emulate the NDR-V characteristic) and the MOBILE gatt >80M~]\,/\LM,M/\MA
10 15 20

topology from [14] in a 1.2V/90nm CMOS technolodyig-
ures 4a and 4b depict the schematics of the MOS-NB&kce
used and a MOBILE inverter implemented with thenheT
design of MOBILE blocks operating at high frequescis not
straightforward. As was previously mentioned, inecessary
to take into account AC currents associated togtarawhich
may be large at high frequencies. Design validathars re-
quires accurate modeling of layout parasitics dnisl is why
experimental validation is so important.

Figure 4c depicts the block diagram of one of thleritated
circuits. Each MOBILE stage is an inverter like tiree shown
in Fig. 4b. As shown in Fig. 4c, a two-phase clgekerator
has been also included. It provides two non-oveeapclock
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Fig 4. @ MOS-NDR device. Iff MOBILE inverter implemented with
MOS-NDR devices.d) Block diagram of the fabricated two-phase chdin o
inverters. ) Measured waveforms.

nal of the same frequency as the input. The 0101.s61
guence is obtained at the output of the pipelind &ilatency
of five clock cycles, since data is evaluated twezgehVek

cycle. Note the different shapes @¢f and Voyr, due to the
return to zero behavior of MOBILE. Results are shoat

400MHz so that the signals are not attenuated byettperi-
mental set-up, but correct operation was obsergethfs and

signals Ycx 1 andVex 2) with the same frequency as the mastefounterpart circuits incorporating static invertiegd non
clock (Vck). Note that power clocks are avoided since théverting elements between MOBILE gates of over ¥GH

clock signal of each MOBILE circuit is applied toetinput of
a static inverter. The output of this inverter $2d as the clock
of the MOBILE inverter. In this way, the two oveplzed
clocks required are generated and the constraimtglack
rising time are relaxed. Area overhead for the kdagenerator
represents 24% of the total of the chain. Note that per-
centage would be smaller if this circuit is integhinto more
complex networks.

The packaged circuit was tested and shown to apematect-
ly. Critical input for this kind of circuit is a geience alternat-
ing 0's and 1's in the sense that it limits opergtfrequency.
Figure 4d shows the experimental results when segience
is applied to the ten-stage pipeline. Waveformssinawvn of
the master clock, the inpu¥() and the outputMpyt). These
were captured using the Agilent DSO6104A oscillpsco
Note that in addition to the package, there aratinquffers

which was the target design frequency considetiegatvaila-
ble measurement setup. However, simulations oéxteacted
stand-alone pipelined chain in Fig. 4c exhibitsreor behav-
ior up to 2.2 GHz.

We fabricated a variation of the previous chairwimich the
master clock was distributed as shown in the bitiagram of
Fig. 5a. The purpose of this experiment is to farthalidate
the operation of the direct connection of MOBILEg#s,
which is the more critical one in terms of minimewerlap of
the clocks of consecutive stages. In this simplefigaration
this overlap is just the delay introduced by oneerter and
thus suits well our target.

Experimental results for this topology are givenFig. 5b,
whereVcek andVoyr are the clock and the output avig is the
input. For this experimentcx and Vy are clock pulses at
1.4GHz and 175MHz (one-eight of the frequency\ek),

(for Viy and V) and output buffers and pads not shown ifeéSpectively. Since/iy has a duty cycle of 25%, the output
Fig. 4. Vex and Vyy are 1.2V pulse trains at 400MHz andwaveform consists of two cycles at high level andag low

200MHz, respectively. As expectedyyt is a periodical sig-

level, which is consistent with the expected resgoto the
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Fig 5. (a) Block diagram of the reverse clock dlisttion chain of invert-
ers. (b) Experimental waveforms.

input. As previously mentioned, at this frequentigrauation
due to the experimental set-up was observed.

V. CONCLUSIONS

The operation of two-phase gate-level pipelinestam the
MOBILE operating principle has been experimentatyjidat-
ed. As far as we know, this is the first time a king two-
phase MOBILE network has been reported. This iotenec-
tion scheme has advantages over other previouglyrted
clock schemes for MOBILE logic networks. It is si@pthan
the conventional four-phase solution and leadsdbédr oper-
ating frequencies, since only two stages, instdafbur, se-
guentially evaluate in one clock cycle. Unlike opbhase
schemes, p-type transistors are avoided and ckak $oler-
ance increases. This is possible due to the delitay proper-
ty of MOBILE gates, which make it possible to taldantage
of the overlapping of the two clock phases to tatlerclock
skew, and also avoids the limitations of converdlc@MOS
counterparts.

Finally, one additional feature of MOBILE logic loks is
that, unlike other clocked logic styles, they can dperated
with sinusoidal clocks. It would therefore be woetkploring
their use with energy recovering techniques.
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