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## Introduction

In this thesis we present a series of result that are framed in the theory of Matrix Orthogonal Polynomials, a branch of the very celebrated subject of Orthogonal Polynomials.

The theory of orthogonal polynomials dates back from the end of the 19th century and its birth used to be attributed to the works of T. J. Stieltjes (1856-1894) and P. L. Chebyshev (1821-1894). The first discovered the orthogonality relation of the denominators of certain continuous fractions and to him is also attributed a primitive version of Farvard's theorem. He also introduced what is now known as the moments problem, given a sequence $\left(\mu_{n}\right)_{n}$ find a measure $d \mu$ such that $\mu_{n}=\int x^{n} d \mu(x)$.

Chebyshev, among other results, introduced the Chebyshev polynomials (nowadays known as Chebyshev polynomials of the first kind) $T_{n}$ in order to find the best polynomial approximation for a continuous function.

However several authors had already introduced particular examples that had came to them via physical or mathematical problems. For example, Adrien Marie Legendre (17521833) introduced the Legendre polynomials (later generalized by Jacobi) related with the resolution of planetary motion problems. After him, Charles Hermite (1822-1901) defined the Hermite polynomial for the study of expansion series in $\mathbb{R}$, although these polynomials had already been considered and studied by Laplace in the context of probability theory. In relation with the integral

$$
\int_{x}^{\infty} \frac{e^{-x}}{x} d x
$$

E. N. Laguerre (1834-1886) introduced the Laguerre polynomials, that were generalized by N. Sonin. In 1859 a work by K. G. J. Jacobi (1804-1851) gave a generalization of the Legendre polynomials, known as Jacobi polynomials.

The first monograph dedicated to the subject of orthogonal polynomials appeared in 1939, Orthogonal polynomials by Gabor Szegö [97].

All these families of orthogonal polynomials happened to have some interesting properties in common, in particular they are all eigenfunctions of a second order differential operator of the form

$$
\begin{equation*}
D(\cdot)=\sigma(x) \frac{d^{2}}{d x^{2}}+\tau(x) \frac{d}{d x} \tag{1}
\end{equation*}
$$

where $\sigma$ is a polynomial of degree at most two and $\tau$ is a polynomial of degree exactly one. This property characterizes the families of Jacobi, Hermite and Laguerre polynomials, as it was proven by S. Bochner in 1929, [8]. Some other properties were shown to characterize these families. In 1887 Sonin proved that the only families of orthogonal polynomials whose derivatives are also orthogonal were the Jacobi, Hermite and Laguerre polynomials.

We also want to mention a third characterization proposed by F. Tricomi, that is the fact that these families can be expressed in terms of a Rodrigues formula.

$$
p_{n}(x)=\frac{b_{n}}{\rho(x)} \frac{d^{n}}{d x^{n}}\left(\sigma^{n}(x) \rho(x)\right),
$$

where $\rho(x)$ is the weight with respect to which the sequence is orthogonal. A very handy characterizing property of these families of orthogonal polynomials is a distributional one, the weights associated to these families satisfy a Pearson equation

$$
(\sigma(x) \rho(x))^{\prime}=\tau(x) \rho(x) .
$$

These families are called classical orthogonal polynomials and their associated weights classical weights.

The classical orthogonal polynomials constitute a very important class of families of orthogonal polynomials because of their properties and applications. They can be expressed in terms of hypergeometric functions

$$
{ }_{2} F_{1}\left(\left.\begin{array}{c}
-n, a \\
b
\end{array} \right\rvert\, x\right)=\sum_{k=0}^{n} \frac{(-n)_{k}(a)_{k}}{(b)_{k}} \frac{x^{k}}{k!} .
$$

In 1949 two authors published what we could see as the seminal works for this thesis. The first one, W. Hahn (1911-1998) extended with Über Orthogonalpolynome die $q$-Differenzengleichungen genügen, [73], the classical orthogonal polynomials by generalizing their properties. For $q$ and $w$ fixed numbers with $q \neq 1$ let L be the linear operator

$$
\mathrm{L} f(x)=\frac{f(q x+w)-f(x)}{(q-1) x+w} .
$$

Hahn proposed the following problem ${ }^{1}$ : determine all sequences of orthogonal polynomials $\left(p_{n}\right)_{n}$ such that

1. $\left(\mathrm{L} p_{n}(x)\right)_{n}$ is also a sequence of orthogonal polynomials.
2. For all $n \geq 0, p_{n}(x)$ satisfies an operator equation of the form

$$
\tilde{\sigma}(x) \mathrm{L}^{2} p_{n}(x)+\tilde{\tau}(x) \mathrm{L} p_{n}(x)=\lambda_{n} p_{n}(x) \quad \tilde{\sigma}(x), \tilde{\tau}(x) \in \mathbb{C}[x], \lambda_{n} \in \mathbb{C} .
$$

3. $p_{n}(x)=\mathrm{L}^{n}\left(R_{0}(x) R_{1}(x) \cdots R_{n}(x) \rho(x)\right) \rho(x)^{-1}$, where $R_{0}(x)$ is a polynomial and $R_{i}(x)=R_{i+1}(q x+w)$ and $\rho(x)$ is the weight with respect to which $\left(p_{n}\right)_{n}$ is orthogonal.

In this article Hahn proved that these properties determine one and the same class of orthogonal polynomials and these polynomials can be constructed in terms of basic hypergeometric functions.

For the particular case $q=1, w=1$ we recover what it is known as the classical discrete orthogonal polynomials. The difference equation satisfied by these polynomials,

$$
\bar{\sigma}(x) \Delta \nabla p(x)+\bar{\tau}(x) \Delta p(x)=\lambda p(x),
$$

[^0]where $\Delta(p)(x)=p(x+1)-p(x), \nabla(p)(x)=p(x)-p(x-1)$, is a discretization in the lattice $x(s)=s$ of the differential equation satisfied by the classical orthogonal polynomials. This particular problem was considered separately by O. E. Lancaster [83], and P. Lesky [86]. They showed that the only families of classical discrete orthogonal polynomials are the Charlier, Meixner, Krawchuck and Hahn polynomials. These families satisfy a discrete orthogonality property
$$
\sum_{k=0}^{\kappa} p_{n}(x) p_{m}(x) \rho(x)=h_{n} \delta_{n, m}, \quad \kappa \in \mathbb{N} \text { or } \kappa=\infty .
$$

As the classical orthogonal polynomials they can be expressed in terms of hypergeometric functions and their orthogonalizing weights satisfy a Pearson equation

$$
\Delta(\bar{\sigma}(x) \rho(x))=\bar{\tau}(x) \rho(x) .
$$

By setting $q \in(0,1)$ and $w=0$ in Hahn's problem we recover one of the first families of $q$-classical orthogonal polynomials discovered, the big $q$-Jacobi polynomials. The $q$ classical ${ }^{2}$ orthogonal polynomials are families of orthogonal polynomials that satisfy a second order $q$-differential equation,

$$
\tilde{\sigma}\left(q^{x}\right) D_{q} D_{q^{-1}} p\left(q^{x}\right)+\tilde{\tau}\left(q^{x}\right) D_{q} p\left(q^{x}\right)=\lambda p\left(q^{x}\right),
$$

where $D_{q} f(x)=\frac{f(q x)-f(x)}{(q-1) x}$ is the $q$-differential operator.
More characterizing properties of the $q$-classical orthogonal polynomials were accomplished at the end of the 20th century and the beginning of the 21st, as well as a complete classification of them (see [3] and [90]). In particular the $q$-classical polynomials were shown to satisfy a Rodrigues equation and their associated weights a Pearson equation. These orthogonal polynomials can be described in terms of basic hypergeometric series

$$
{ }_{r} \varphi_{s}\left[\begin{array}{l}
a_{1}, \cdots, a_{r} \\
b_{1}, \cdots, b_{s}
\end{array} ; q, x\right]=\sum_{k=0}^{\infty} \frac{\left(a_{1}, \cdots, a_{r} ; q\right)_{k}}{\left(b_{1}, \cdots, b_{s} ; q\right)_{k}} \frac{x^{k}}{(q ; q)_{k}} .
$$

According to the representation of the classical and the classical discrete orthogonal polynomials in terms of hypergeometric functions the Askey-scheme provides a hierarchical classification of them, establishing also some limit relations among the different families of orthogonal polynomials (see for instance [4]).

The families of classical orthogonal polynomials can be obtained as limiting cases of certain $q$-polynomials written in terms of ${ }_{4} \varphi_{3}$, the Askey Wilson polynomials, what entailed the appearance of the $q$-Askey-scheme, where polynomials expressed in terms of basic hypergeometric functions are treated and limit relations among them are shown (see [77]).

A different treatment of the classical discrete and $q$-classical orthogonal polynomials is due to A. F. Nikiforov and V. B. Uvarov and is based on the analysis of the discretization

[^1]of the second order differential equations satisfied by the classical orthogonal polynomials in the uniform lattice $x(s)=s$, and the non-uniform lattice $x(s)=c_{1} q^{s}+c_{2} q^{-s}+c_{3}$, [93].

The other author whose work is an starting point for this memory is M. G. Krein (1907-1989). His publications from 1949, The fundamental propositions of the theory of representations of Hermitian operators with deficiency index ( $m, m$ ), [82], and Infinite $J$ matrices and a matrix-moment problem, [81], are considered as the beginning of the theory of matrix orthogonal polynomials.

In this theory one deals with the sesquilinear form defined by a matrix of measures $W$ in the space of matrix polynomials:

$$
\begin{equation*}
\langle P, Q\rangle_{W}=\int P d W Q^{*} \tag{2}
\end{equation*}
$$

Under mild assuptions on the matrix of measures $W$, one can always construct sequences of orthogonal matrix polynomials with respect to $W$. These matrices of measures will be called weight matrices.

Since its birth and until the last decade of the previous century, the works concerning the theory of matrix orthogonal polynomials were somehow sporadic (see for instance [10], [65]). This situation has radically changed in the last two decades, and since the end of the 20th century more systematic works have appeared, bringing a solid and structured knowledge concerning this theory.

Many basic results from the scalar theory of orthogonal polynomials have been extended to the matrix theory. Among them, there have been discovered recurrence formulas, with extension of Favard's theorem, algebraic aspects, properties of the zeros and Gaussian quadrature formulas (see e.g [22], [25], [26], [27], [47], [54], [58], [96]). Also some density problems and problems regarding matrix moments have been studied (e. g. [48], [49], [50], [53], [84], [85]). The study of asymptotic properties for the matrix orthogonality has also been considered (see e.g. [20], [21], [29], [55], [87], [88]). It is worth mentioning that these properties haven't been obtained by using tools derived from Riemmann-Hilbert, but from quadrature formulas. However taking into account the efficiency of such methods for the scalar case it would be convenient to develop the basis of these tools in the matrix setting that allow its use in the matrix case. The construction and study of examples of matrix orthogonal polynomials satisfying second order differential equations (e.g. [9], [12], [13], [14], [15], [31], [30], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45], [66], [70], [71], [95], [72], [94]), have shown that these families also posses the wealth of structural properties, as their scalar relatives (e.g. [32], [33], [34], [39], [52]).

The theory of matrix orthogonal polynomials is linked to different areas of the mathematics, pointing out the power of this theory. For instance, in [58] the authors established the link between matrix orthogonal polynomials and scalar polynomials satisfying $2 N+1$ recurrence relations. Other works, as e.g. [68], show the connection with probability theory, and random matrices [74]. More applications of the theory of matrix orthogonal polynomials can be found in e.g. [96].

For a more complete view of the matrix orthogonal polynomials theory we reefer the readers to [19], [51] and references therein.

The existence of singular matrices as well as the non-commutativity of the matrix product difficult the treatment of these objects and force us to developed new ideas and techniques for its study.

As we have already mentioned, the classical, classical discrete and $q$-classical polynomials play an important role in the theory of scalar orthogonal polynomials, and one of the characterizing properties that makes them so interesting is that of being eigenfunctions of certain operators. In the theory of matrix orthogonal polynomials, the search of matrix examples that satisfy an analogue property is a complicate issue. Such a complexity can be seen in the fact that although the theory of matrix orthogonal polynomials was born in the fifties it wasn't until the last decade that the first examples of non-trivial matrix orthogonal polynomials being eigenfunctions of matrix operators (in particular second order differential operators) have appeared.

As a first and primary consequence of the effect that non-commutativity has in the treatment of this theory, we observe that when one wants to study matrix orthogonal polynomials which are eigenfunctions of differential, difference or $q$-difference equations, we need to take care of the order of multiplication of the coefficients and eigenvalues, as it is explained in [28]. In the case of matrix differential operators, in order to avoid examples which can be reduced to scalar ones, one needs to consider differential operators of the form

$$
\sum_{k=0}^{M} \frac{d^{k}}{d x^{k}} P_{n}(x) F_{k}(x)=\Lambda_{n} P_{n}(x), \quad F_{k}(x) \in \mathbb{C}^{N \times N}[x], \Lambda_{n} \in \mathbb{C}^{N \times N},
$$

that is, the matrix coefficients are multiplying on the right and the eigenvalues on the left.
In the study of matrix operators with sequences of matrix orthogonal polynomials as eigenfunctions, the concept of symmetry is a very important one. A matrix operator $D$ is said to be symmetric with respect to a weight matrix $W$ if for all matrix polynomials $P$ and $Q,\langle D(P), Q\rangle_{W}=\langle P, D(Q)\rangle_{W}$, where $\langle\cdot, \cdot\rangle_{W}$ is defined by (2).

It happens that symmetric operators taking matrix polynomials into matrix polynomials and such that they do not raise the degree of polynomials always have as eigenfunctions a sequence of orthonormal polynomials (see Lemma 1.3.3). This apply to any kind of matrix operators, whatever it is the nature of them.

Starting with the works of Durán, Grünbaum, Tirao and Pacharoni, [38], [66], [70], [71], in the last decade numerous examples of matrix orthogonal polynomials satisfying second order differential equations have been constructed. One of the starting points for the discovery of those examples is the symmetry of a differential operator with respect to a weight matrix. This symmetry can be reached through a set of commuting and differential equations, under certain boundary conditions, for the coefficients of the matrix differential operator and the weight matrix (see [28], [30] and Section 1.3 of the present thesis).

The solution of these set of matrix differential equations is far away from being direct or simple, however different methods have been accomplished in the last years and have led to different shorts of examples (see e.g. [38], [70]).

The link between representation theory and matrix-valued spherical functions, see [60], gives another way to construct matrix-valued orthogonal polynomials that satisfy second order differential equation. This approach was initiated by Grünbaum, Pacharoni and Tirao [71] using invariant differential operators on $\operatorname{SU}(3) / \mathrm{U}(2)$. Since then several papers have appeared following this approach (see [67], [78], [94], [95], [101] etc.), showing the powerful connection between matrix orthogonal polynomials and representation theory, as happened in the scalar case (see e.g. [100]).

The families of orthogonal matrix polynomials mentioned in the last paragraphs have allowed to discover many new and interesting phenomena which are absent in the well
known scalar theory.
One of the phenomena is the fact that the elements of a family of orthogonal matrix polynomials can be eigenfunctions of several linearly independent second order differential or difference operators (while in the scalar case, the symmetric second order differential operator is unique up to multiplicative and additive constants, see e.g. [14], [30], [35], [72], [94]).

As a consequence of this phenomenon, the algebra of differential and difference operators are receiving some attention ([35], [72]). For the classical and the classical discrete families this algebra is isomorphic to $\mathbb{C}[x]$. In the matrix case the structure of these algebras in much more complicated, and mostly we only have conjectures on them (see [14], [35], [37], [99]).

As the dual situation to that mentioned in the previous paragraph we find that a differential operator $D$ can have different families of orthogonal polynomials as eigenfunction, and can also have different weights with respect to which it is symmetric, bringing into the picture the two sets of weight matrices:

$$
\begin{aligned}
& \mathfrak{X}(D)=\left\{W \mid D P_{n}^{W}=\Lambda_{n} P_{n}^{W}\right\} \\
& \Upsilon(D)=\{W \mid D \text { is symmetric with respect to } W\} .
\end{aligned}
$$

It happens that $\mathfrak{X}(D)$ is a cone and $\Upsilon(D)$ a convex cone. In [36] the authors provided a method to construct new weights in the convex cone of a differential operator.

In the matrix case one misses some of the equivalences among the characterizing properties for the classical orthogonal polynomials. For instance, for a sequence of matrix orthogonal polynomials which are eigenfunctions of a second order differential or difference operator, it is not longer true that the sequence formed by its derivatives is again a sequence of matrix orthogonal polynomials (for more details see [12], [39] and [57], [42], [46]).

Finding structural formulas for the matrix orthogonal polynomials is in general much more complicated in the matrix case that in the scalar one, for obvious reasons. Most of the formulas that one can find in the literature are usually valid for lower dimension cases (e.g. [39], [52]), although there are some examples that have been fully studied for arbitrary size, [34].

As it has already been pointed out, the search for examples of matrix polynomials which are also eigenfunctions of certain matrix operators becomes a rather difficult issue. This difficulty is due to several reasons. The most important of these reasons is the increase of the difficulties in the computations related with the non-commutativity of the matrix product, and the existence of singular matrices. However, having a wide set of examples of matrix orthogonal polynomials has shown to be decisive in the study and discovery of new phenomena happening in the matrix orthogonality, as those that we have mentioned above. This has been the case with the examples of matrix orthogonal polynomials satisfying differential equations. An example of the increasing knowledge about these families of orthogonal polynomials is shown in the last chapter of this memory. There lot of tools developed in the last decades are used to build and study in deep an interesting family of matrix orthogonal polynomials satisfying second order differential equations. Moreover these families are shown to satisfy first order differential equations as well.

In the case of matrix orthogonal polynomials satisfying difference equations, very little was known. Apart from the examples in size $2 \times 2$ in [35] (and some others reducible to
the scalar case) there were no examples of such matrix orthogonal polynomials. With this thesis this lack of examples starts to be solved. Moreover, we introduce a method to construct examples of matrix orthogonal polynomials satisfying second order difference equations, and by making use of it we give a variety of examples. Having such a method is of the main importance, because we skip the complexity in the computations that made the search of examples so difficult, and now dealing with matrix orthogonal polynomials and matrix difference equations becomes much easier to handle. The method profits of the factorization of a weight matrix and the symmetry equations obtained in [35] for a discrete weight matrix and a difference operator. These symmetry equations are the starting point to develop the method. Also, as in the continuous case, the availability of examples has already been used to explore new features and properties satisfied by this objects (see Section 3, [57], [56]).

For the case of matrix orthogonal polynomials satisfying $q$-difference equations, even less was known. In this thesis we establish the symmetry equations for the $q$-difference case, and we adapt the method developed for the difference case to obtain the first nontrivial examples of matrix orthogonal polynomials satisfying second order $q$-difference operator. That emphasizes the power of the method to build examples for the difference case. With our method we construct an example of matrix orthogonal polynomials satisfying $q$-difference equations, but this method can easily be used to get a wider class of examples and to explore their properties.

With the content of this thesis we get a more complete view of the theory of matrix orthogonal polynomials, and many questions can now be tackled, such as those concerning limiting relations among matrix orthogonal polynomials satisfying second order difference equations (or $q$-difference) and matrix orthogonal polynomials satisfying second order differential equations.

The contents of this memory is as follows.
In Chapter 1 we show some background on the theory of matrix orthogonal polynomials and matrix operators that are needed for the understanding of the foregoing work. We also review some basic concepts and display some known results concerning hypergeometric functions that will be used later.

Chapters 2, 3, 4 and 5 are formed by the original contents of this thesis.
Chapter 2 is devoted to the study of second order difference operators of the form

$$
D(P)(x)=P(x-1) F_{-1}(x)+P(x) F_{0}(x)+P(x+1) F_{1}(x)
$$

with a sequence of matrix orthogonal polynomials $\left(P_{n}\right)_{n}$ as eigenfunctions, $D\left(P_{n}\right)(x)=$ $\Lambda_{n} P_{n}(x)$. As for differential operators, in the discrete case similar considerations about the order of multiplication of the coefficients and eigenvalues also applies, so we will just consider difference operators with coefficients multiplying on the right and eigenvalues multiplying on the left.

The symmetry of a generic difference operator $D$ with respect to a discrete weight matrix $W$ can be achieved through a set of commuting and difference equations (the symmetry equations) and boundary conditions regarding the coefficients of $D$ and $W$, (see Theorem 1.3.19 or [35]). For a second order difference operator $D$ and a discrete weight matrix $W$ supported on a subset of the natural numbers $\mathfrak{S} \subseteq N$ the symmetry
equations are (see Theorem 1.3.7)

$$
\begin{align*}
& F_{1}(x) W(x)=W(x+1) F_{-1}(x+1)^{*}, \quad x \in \mathfrak{S} \cap(-1+\mathfrak{S})  \tag{3}\\
& F_{0}(x) W(x)=W(x) F_{0}(x)^{*}, \quad x \in \mathfrak{S} . \tag{4}
\end{align*}
$$

In Chapter 2 we provide a method to solve these equations. For the benefit of the reader we exhibit here Theorem 2.1.1, that shows the method.

Theorem 0.0.1. Let $\kappa$ be either a positive integer or infinite, and $F_{1}$ and $F_{-1}$ matrix polynomials. Assume that there exists a scalar function $s(x)$ such that for $x=1, \cdots, \kappa$, $s(x) \neq 0$ and

$$
F_{1}(x-1) F_{-1}(x)=|s(x)|^{2} I, \quad x \in\{1, \cdots, \kappa\} .
$$

Write $T$ for the solution of the first order difference equation

$$
T(x-1)=\frac{F_{-1}(x)}{s(x)} T(x), \quad \text { for } x \in\{1, \cdots, \kappa\}, \quad T(0)=I
$$

Then, the weight matrix

$$
W=\sum_{x=0}^{\kappa} T(x) T^{*}(x) \delta_{x}
$$

satisfies the difference equation (3). Moreover if the matrix $T(x)^{-1} F_{0}(x) T(x)$ is Hermitian then, the difference equation (4) also holds.

With this method we construct four illustrative examples of matrix difference operators that are symmetric with respect to discrete weight matrices. We display here an example of size $N \times N$ that will be treated with more detail in Chapter 2.

Let $a$ be a positive real number, and $W$ the discrete weight matrix given by

$$
\begin{equation*}
W=\sum_{x \in \mathbb{N}} \frac{a^{x}}{x!}(I+A)^{x}\left(I+A^{*}\right)^{x} \delta_{x} \tag{5}
\end{equation*}
$$

where $A$ is the $N \times N$ nilpotent matrix given by

$$
A=\left(\begin{array}{ccccc}
0 & v_{1} & 0 & \cdots & 0 \\
0 & 0 & v_{2} & \cdots & 0 \\
& & & \ddots & \\
0 & 0 & \cdots & 0 & v_{N-1} \\
0 & 0 & \cdots & 0 & 0
\end{array}\right)
$$

and $I$ the identity matrix. Then, the sequence of monic orthogonal polynomials $\left(P_{n}\right)_{n}$, with respect to $W$, satisfies the difference equation

$$
a P_{n}(x+1)(I+A)+P_{n}(x)\left(-J-(I+A)^{-1} x\right)+P_{n}(x-1)(I+A)^{-1} x=\Lambda_{n} P_{n}(x)
$$

where

$$
\Lambda_{n}=\left(a(I+A)-J-n(I+A)^{-1}\right)
$$

and $J$ is the $N \times N$ diagonal matrix given by

$$
J=\left(\begin{array}{ccccc}
N-1 & 0 & 0 & \cdots & 0 \\
0 & N-2 & 0 & \cdots & 0 \\
& & \ddots & & \\
0 & 0 & \cdots & 1 & 0 \\
0 & 0 & \cdots & 0 & 0
\end{array}\right) .
$$

The content of this chapter has been published in [2].
Chapter 3 is devoted to the study of the convex cone associated to a difference operator $D$. For a fixed difference operator $D$ of the form (1.33) we define the set of weight matrices

$$
\begin{equation*}
\Upsilon(D)=\{W: D \text { is symmetric with respect to } W\} . \tag{6}
\end{equation*}
$$

One straightforwardly has that if $\Upsilon(D) \neq \varnothing$ then, it is a convex cone: if $W_{1}, W_{2} \in \Upsilon(D)$ and $\gamma, \zeta \geq 0$ (one of them non null), then $\gamma W_{1}+\zeta W_{2} \in \Upsilon(D)$. The convex cone associated to a second order differential operator was studied in [36].

When $\Upsilon(D) \neq \varnothing$, it contains, at least, a half line: $\gamma W, \gamma>0$. In the scalar case, the convex cone of positive measures associated to a second order difference operator always reduces to the empty set except for those operators associated to the classical discrete measures in which case the convex cone is the half line defined by the classical measure itself. The situation is again rather different in the matrix orthogonality: in chapter 3 we show examples of second order difference operators $D$ for which $\Upsilon(D)$ is a higher dimensional convex cone.

We provide two methods to find such examples and show a collection of instructive examples. We remark that the convex cones generated by both methods have a completely different structure.

The first method consists in the following. Consider a weight matrix $W$ factorized in the form $W(x)=T(x) T^{*}(x), x \in \operatorname{Supp}(W)$. We then form a new weight matrix $W_{S}$ by inserting between the factor $T$ and its adjoint $T^{*}$ a diagonal matrix of numbers $S$ with positive entries: $W_{S}(x)=T(x) S T^{*}(x)$. Although the diagonal matrix $S$ does not depend on $x$, its effect on the orthogonal polynomials with respect to $W_{S}$ can be highly non lineal (as we show with an example); of course, this is due to the non commutativity of the matrix product. We then find suitable conditions on a second order difference operator $D$ and on the weight matrix factor $T$ which guarantee the symmetry of $D$ with respect to all the weight matrices $W_{S}$.

The second method shows once again the differences with what happens in the scalar orthogonality. We take a weight matrix $W$ having several linearly independent symmetric second order difference operators. We then add to $W$ a Dirac distribution $M\left(x_{0}\right) \delta_{x_{0}}$, where the real number $x_{0}$ and the mass $M\left(x_{0}\right)$ (a Hermitian positive semidefinite matrix) are carefully chosen. We show in Section 3.1 that, for certain numbers $x_{0}$, we can produce, under certain mild hypothesis, a positive semidefinite matrix $M\left(x_{0}\right)$ and a second order difference operator $D$ symmetric with respect to $W$ and to any weight matrix of the form $\gamma W+\zeta M\left(x_{0}\right) \delta_{x_{0}}, \gamma>0, \zeta \geq 0$. We illustrate this method with two examples, one of them in size $2 \times 2$ and the other in arbitrary size. The latter can be considered as a matrix relative of the Charlier scalar family. In this case, we add a Dirac delta at $x_{0}=0$. The
situation is different to that of the scalar case. Indeed, when we add a mass point at 0 to the classical weight of Charlier the existence of a symmetric finite order difference operator automatically disappears (see [7]).

For the benefit of the reader, we exhibit now a couple of examples. For $a>0$ and $b \in \mathbb{R} \backslash\{0\}$, we consider the second order difference operator

$$
D_{1}(\cdot)=\mathfrak{s}_{1}(\cdot)\left(\begin{array}{cc}
-a & -a b \\
0 & -a
\end{array}\right)+\mathfrak{s}_{0}(\cdot)\left(\begin{array}{cc}
x+1 & -b x \\
0 & x
\end{array}\right)+\mathfrak{s}_{-1}\left(\begin{array}{cc}
-x & x b \\
0 & -x
\end{array}\right) .
$$

Using the first method mentioned above, we will show that its convex cone is formed by the weight matrices $\gamma W_{\xi}, \gamma, \xi>0$, where

$$
W_{\xi}=\sum_{x \in \mathbb{N}} \frac{a^{x}}{x!}\left(\begin{array}{cc}
\xi+b^{2} x^{2} & b x \\
b x & 1
\end{array}\right) \delta_{x}
$$

(notice that for $\xi=1$ we recover the example exhibited above (5) for the case $N=2$ ). On the other hand, the convex cone for the second order difference operator $D_{2}$ defined by

$$
\begin{aligned}
& D_{2}(\cdot)=\mathfrak{s}_{-1}(\cdot)\left(\begin{array}{cc}
0 & \frac{x}{a}-b^{2} x(x-1) \\
0 & -b x
\end{array}\right)+\mathfrak{s}_{1}(\cdot)\left(\begin{array}{cc}
b(x+1) & -b^{2}(x+1)(x+a) \\
1 & -b(x+a)
\end{array}\right) \\
&+\mathfrak{s}_{0}(\cdot)\left(\begin{array}{cc}
\frac{1}{a b}-b(x+a) & -\left(\frac{x}{a}+1\right)+b^{2} x(2 x+a) \\
-1 & 2 b x
\end{array}\right)
\end{aligned}
$$

will be constructed using the second method. We will show that

$$
\Upsilon\left(D_{2}\right)=\left\{\gamma W+\xi\left(\begin{array}{cc}
a b & 1 \\
1 & 1 /(a b)
\end{array}\right) \delta_{0}, \quad \gamma>0, \xi \geq 0\right\}
$$

where

$$
W=\sum_{k=0}^{\infty} \frac{a^{x}}{x!}\left(\begin{array}{cc}
1+b^{2} x^{2} & b x \\
b x & 1
\end{array}\right) .
$$

Notice that the weight matrix $W$ belongs to both convex cone (that is, both operators $D_{1}$ and $D_{2}$ are symmetric with respect to $W$ ).

The content of this chapter has been published in [56].
In Chapter 4 we study matrix orthogonal polynomials that are eigenfunctions of a matrix $q$-difference operator of the form

$$
D(P)(x)=\sum_{k=r}^{-r} P\left(q^{k} x\right) F_{k}(x), \quad F_{k}(x) \in \mathbb{C}^{N \times N}\left[x^{-1}\right] .
$$

We also remark here that the considerations on the order of multiplication of the coefficients and eigenvalues also applies in the $q$-matrix case.

To find examples of matrix orthogonal polynomials satisfying $q$-difference equations we exploit Lemma (1.3.3), so in fact we find examples of $q$-difference operators $D$ that are symmetric with respect to a weight matrix $W$.

We establish a set of commuting and $q$-difference equations that, together with certain boundary conditions, assure the symmetry of a $q$-difference operator $D$ of the form (1.34)
with respect to a weight matrix $W$ of the form (1.18) (see Theorem 1.3.21). For the particular case of a second order $q$-difference operator

$$
D(P)\left(q^{x}\right)=P\left(q^{x+1}\right) F_{1}\left(q^{x}\right)+P\left(q^{x}\right) F_{0}\left(q^{x}\right)+P\left(q^{x-1}\right) F_{-1}\left(q^{x}\right), \quad F_{k}(x) \in \mathbb{C}^{N \times N}\left[x^{-1}\right]
$$

the symmetry equations are given by

$$
\begin{aligned}
F_{0}\left(q^{x}\right) W\left(q^{x}\right) & =W\left(q^{x}\right) F_{0}\left(q^{x}\right)^{*}, \quad x \in \mathbb{N}, \\
F_{1}\left(q^{x-1}\right) W\left(q^{x-1}\right) & =q W\left(q^{x}\right) F_{-1}\left(q^{x}\right)^{*}, \quad x \in \mathbb{N} \backslash\{0\},
\end{aligned}
$$

and the boundary condition

$$
\begin{aligned}
W(1) F_{-1}(1)^{*} & =0 . \\
q^{2 x} F_{1}\left(q^{x}\right) W\left(q^{x}\right) & \rightarrow 0, \quad \text { as } x \rightarrow \infty, \\
q^{x}\left(F_{1}\left(q^{x}\right) W\left(q^{x}\right)-W\left(q^{x}\right) F_{1}\left(q^{x}\right)^{*}\right) & \rightarrow 0, \quad \text { as } x \rightarrow \infty .
\end{aligned}
$$

We provide a method to construct second order $q$-difference operators and $q$-weights that satisfy the symmetry conditions. This method is based on that developed for the discrete case and profits of the decomposition of the $q$-weight matrix $W\left(q^{x}\right)=T\left(q^{x}\right) T\left(q^{x}\right)^{*}$.

By making use of this method we construct an example of arbitrary size that constitute, as long as we know, the first non trivial example of matrix $q$-polynomials satisfying $q$ difference equations.

As an extension of the matrix hypergeometric functions introduced by Tirao [98] we define a matrix basic hypergeometric function. Such a matrix function can be used to describe the rows of the matrix orthogonal polynomials which are eigenfunctions of a particular second order $q$-difference operator, whose coefficients are related with the parameters of the matrix basic hypergeometric function.

In Chapter 4 we also carry an extensive study of the particular case of size $N=2$, exhibited below.

Let $a$ and $b$ be two real numbers such that $0<a<q^{-1}$ and $b<q^{-1}$. Consider the matrices $M, L$ and $U$ given by

$$
U=\left(\begin{array}{cc}
0 & v(1-q)\left(q^{-1}-a\right) \\
0 & 0
\end{array}\right), \quad M=\left(\begin{array}{ll}
1 & v \\
0 & 0
\end{array}\right), \quad L=e^{\log (q) M}=\left(\begin{array}{cc}
q & -v(1-q) \\
0 & 1
\end{array}\right)
$$

The monic orthogonal polynomials $\left(P_{n}\right)_{n}$ with respect to

$$
W\left(q^{x}\right)=a^{x} \frac{(b q ; q)_{x}}{(q ; q)_{x}} L^{x}\left(L^{*}\right)^{x}
$$

satisfy then the matrix $q$-difference equation

$$
P_{n}\left(q^{x-1}\right)\left(q^{-x}-1\right) L^{-1}+P_{n}\left(q^{x}\right)\left(U-q^{-x}\left(L^{-1}+a L\right)\right)+P_{n}\left(q^{x+1}\right)\left(a q^{-x}-a b q\right) L=\Lambda_{n} P_{n}\left(q^{x}\right)
$$

where

$$
\Lambda_{n}=\left(\begin{array}{cc}
-q^{-n-1}-a b q^{n+2} & v(1-q)\left(a b q^{n+1}-q^{1-n}+q^{-1}-a\right) \\
0 & -q^{-n}-a b q^{n+1}
\end{array}\right)
$$

By profiting the factorization of the weight matrix, we provide formulas for the matrix polynomials $P_{n}$ in terms of little $q$-Jacobi polynomials. We also make use of the matrix
basic hypergeometric function introduced in Section 4.2 to give an alternative expression of the polynomials, and by making use of this expression we find a three term recurrence relation for the $2 \times 2$ polynomials. Also a Rodrigues formula is found.

The content of this chapter can be found in [1].
Chapter 5 is related to the already mentioned connection between representation theory and matrix orthogonal polynomials is showing to be a very fruitful one. In [78], and [79] the authors studied the full spherical functions associated to the particular case $(S U(2) \times S U(2), S U(2))$ and related them with a family matrix orthogonal polynomials. By profiting of the machinery of the representation theory the authors of [78] and [79] showed that these matrix orthogonal polynomials satisfy a second order differential equation, and also a first order differential equation.

In Chapter 5 we introduce a family of weight matrices labeled by a positive number $\left(W^{(\nu)}\right)_{\nu>0}$, and their sequences of orthogonal polynomials $\left(P_{n}^{(\nu)}\right)_{n}$. For the particular case of $\nu=1$ we recover the example in [78].

We define the weight matrices via its LDU-decomposition and we prove another equivalent and useful expression for the weights in terms of Gegenbauer polynomials.

These weight matrices can be reduced to lower size, explicitly

$$
W^{(\nu)}(x)=Y_{\frac{N}{2}}^{t}\left(\begin{array}{cc}
W_{+}^{(\nu)}(x) & 0 \\
0 & W_{-}^{(\nu)}(x)
\end{array}\right) Y_{\frac{N}{2}},
$$

where $Y_{\frac{N}{2}}$ are the matrices given by

$$
Y_{p+\frac{1}{2}}=\frac{1}{2} \sqrt{2}\left(\begin{array}{cc}
I_{p+1} & \mathfrak{J}_{p+1} \\
-\mathfrak{J}_{p+1} & I_{p+1}
\end{array}\right), \quad Y_{p}=\frac{1}{2} \sqrt{2}\left(\begin{array}{ccc}
I_{p} & 0 & \mathfrak{J}_{p} \\
0 & \sqrt{2} & 0 \\
-\mathfrak{J}_{p} & 0 & I_{p}
\end{array}\right), \quad p \in \mathbb{N}
$$

where $I_{p}$ denotes the identity matrix of size $p$ and

$$
\mathfrak{J}_{p}=\left(\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 1 \\
0 & 0 & \cdots & 1 & 0 \\
& & \therefore & & \\
0 & 1 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0 & 0 .
\end{array}\right)
$$

It is also worth to notice that $W_{+}^{(\nu)}(x) \in \mathbb{C}^{r_{1} \times r_{1}}$ and $W_{-}^{(\nu)}(x) \in \mathbb{C}^{r_{2} \times r_{2}}$, where $r_{1}=\left\lceil\frac{N}{2}\right\rceil$, $r_{2}=\left\lfloor\frac{N}{2}\right\rfloor$, and $\rceil$ and $\rfloor$ are the ceiling and floor functions,

$$
\lceil x\rceil=\min \{m \in \mathbb{Z} \mid m \geq x\}, \quad\lfloor x\rfloor \max \{m \in \mathbb{Z} \mid m \leq x\}
$$

Moreover they admit no more reduction.
For each $\nu>0$ we construct a pair of differential operators, one of order two $D^{(\nu)}$ and the other of order one $E^{(\nu)}$, that satisfy the symmetry equations and boundary conditions for $W^{(\nu)}$. The operator $D^{(\nu)}$ can also be reduced to lower size via the composition with the matrices $Y_{\ell}$, but the operator $E^{(\nu)}$ does not reduce to lower size.

These operators can be combined to obtain a third differential operator,

$$
D_{\Phi, \Psi}^{(\nu)}=\frac{d^{2}}{d x^{2}} \Phi^{(\nu)}+\frac{d}{d x} \Psi^{(\nu)}
$$

The existence of such operator implies the Hermiticity of $\Phi(x)^{(\nu)} W^{(\nu)}(x)$ and that the weight matrices $W^{(\nu)}$ satisfy a Pearson-type equation as in [12],

$$
\left(\Phi(x)^{(\nu)} W^{(\nu)}(x)\right)^{\prime}=\Psi^{(\nu)}(x) W^{(\nu)}(x)
$$

By exploiting the expression of the weights in terms of scalar Gegenbauer polynomials, we can prove that in fact $W^{(\nu+1)}(x)=\Phi(x)^{\nu} W^{\nu}(x)$, connecting the orthogonal polynomials $\left(P_{n}^{(\nu)}\right)_{n}$ with $\left(P_{n}^{(\nu+1)}\right)_{n}$. Moreover we can prove that the basic differential operator $\frac{d}{d x}$ is a forward shift operator, i.e. if $\left(P_{n}^{(\nu)}\right)_{n}$ is the sequence of monic orthogonal polynomials with respect to $W^{(\nu)}$,

$$
\frac{d}{d x}\left(P_{n}^{(\nu)}\right)=n P_{n-1}^{(\nu+1)}
$$

And by carrying an integration by parts on $\left\langle\frac{d}{d x} P, Q\right\rangle^{(\nu)}$ we can also give an operator,

$$
\left(T^{(\nu)} Q\right)(x)=\frac{d Q}{d x}(x)\left(\Phi^{(\nu)}(x)\right)^{*}+Q(x)\left(\Psi^{(\nu)}(x)\right)^{*}
$$

that satisfies $T^{(\nu)} P_{n-1}^{(\nu+1)}=K_{n}^{(\nu)} P_{n}^{(\nu)}$, for certain matrices $K_{n}^{(\nu)}$ that can be determined from $\Phi^{(\nu)}(x)$ and $\Psi^{n-1)}(x)$, that is $T^{(\nu)}$ is a backward shift operator.

By combining the forward shift and backward shift operators we can get a compact Rodrigues formula for the sequences of orthogonal polynomials $\left(P_{n}^{(\nu)}\right)_{n}$,

$$
P_{n}^{(\nu)}(x)=G_{n}^{(\nu)} \frac{d^{n}}{d x^{n}}\left(W^{(\nu+n)}(x)\right) W^{(\nu)}(x)^{-1}
$$

where $G_{n}^{(\nu)}$ are diagonal matrices.
We also provide expressions of the matrix orthogonal polynomials in terms of matrixvalued hypergeometric functions as in [98]. From this expression we can calculate the three term recurrence relation satisfied by the polynomials. From the LDU decomposition of the weight matrix (5.5), and by performing an appropriate change of variables, we find the expression of the matrix orthogonal polynomials $\left(P_{n}^{(\nu)}\right)_{n}$ in terms of Gegnbauer and Racah polynomials.

We end this introduction by displaying an explicit example of size $N=3$ of the weight matrices $W^{(\nu)}$ and the differential operators $D^{(\nu)}$ and $E^{(\nu)}$. For $\nu>0$ we define the weight matrix $W^{(\nu)}$ in $(-1,1)$ by

$$
W^{(\nu)}(x)=\left(1-x^{2}\right)^{(\nu-1 / 2)}(2+\nu)\left(\begin{array}{ccc}
1 & x & \frac{2 x^{2}(\nu+1)-1}{2 \nu+1} \\
x & \frac{x^{2} \nu+\nu+1}{2 \nu+1} & x \\
\frac{2 x^{2}(\nu+1)-1}{2 \nu+1} & x & 1
\end{array}\right) .
$$

The weight matrix $W^{(\nu)}$ can be decomposed in a two block matrix:

$$
W^{(\nu)}(x)=\left(1-x^{2}\right)^{(\nu-1 / 2)}(2+\nu) Y_{\frac{3}{2}}\left(\begin{array}{ccc}
\frac{x^{2}(\nu+1)+\nu}{2 \nu+1} & \sqrt{2} x & 0 \\
\sqrt{2} x & \frac{\nu x^{2}+\nu+1}{2 \nu+1} & 0 \\
0 & 0 & -\frac{2(x-1)(x+1)(1+\nu)}{2 \nu+1}
\end{array}\right) Y_{\frac{3}{2}}^{+},
$$

where

$$
Y_{\frac{3}{2}}=\frac{1}{\sqrt{2}}\left(\begin{array}{ccc}
1 & 0 & 1 \\
0 & \sqrt{2} & 0 \\
-1 & 0 & 1
\end{array}\right) .
$$

The sequence of monic orthogonal polynomials $\left(P_{n}^{(\nu)}\right)_{n}$ with respect to $W^{(\nu)}$ satisfy the following differential equations:

$$
\left(1-x^{2}\right)\left(P_{n}^{(\nu)}(x)\right)^{\prime \prime}+(2 \nu+3)\left(P_{n}^{(\nu)}(x)\right)^{\prime}\left(\begin{array}{ccc}
-x(2 \nu+3) & 2 & 0  \tag{7}\\
1 & -x(2 \nu+3) & 0 \\
0 & 2 & -x(2 \nu+3)
\end{array}\right)
$$

$$
+P_{n}^{(\nu)}(x)\left(\begin{array}{ccc}
-(v-1)(3+\nu) & 0 & 0  \tag{8}\\
0 & 1-(\nu-1)(3+\nu) & 0 \\
0 & 0 & -(\nu-1)(3+\nu)
\end{array}\right)=\Lambda_{n}\left(D^{(\nu)}\right) P_{n}^{(\nu)}(x)
$$

$$
\left(P_{n}^{(\nu)}(x)\right)^{\prime}\left(\begin{array}{ccc}
-x & 1 & 0  \tag{9}\\
-1 / 2 & 0 & 1 / 2 \\
0 & -1 & x
\end{array}\right)+P_{n}^{(\nu)}(x)\left(\begin{array}{ccc}
-3-\nu & 0 & 0 \\
0 & -2 & 0 \\
0 & 0 & \nu-1
\end{array}\right)=\Lambda_{n}\left(E^{(\nu)}\right) P_{n}^{(\nu)}(x)
$$

where

$$
\begin{aligned}
& \Lambda_{n}\left(D^{(\nu)}\right)=\left(\begin{array}{ccc}
(2 \nu+3)-1-(\nu-1)(3+\nu) & 0 & 0 \\
0 & (2 \nu+3)-(\nu-1)(3+\nu) & 0 \\
0 & 0 & (2 \nu+3)-1-(\nu-1)(3+\nu)
\end{array}\right), \\
& \Lambda_{n}\left(E^{(\nu)}\right)=\left(\begin{array}{ccc}
-4-\nu & 0 & 0 \\
0 & -2 & 0 \\
0 & 0 & \nu
\end{array}\right) .
\end{aligned}
$$

Moreover the sequences of monic orthogonal polynomials $\left(P_{n}^{(\nu)}\right)$ satisfy

$$
\frac{d^{k}}{d x^{k}} P_{n}^{(\nu)}(x)=(n-k+1)_{k} P_{n-k}^{(\nu+k)}(x), \quad \text { for all } k \leq n
$$

The content of this chapter can be found in [80].

## Chapter 1

## Preliminaries

In this chapter we introduce some results concerning the theory of matrix orthogonal polynomials that will be used in the forward chapters. We also provide some useful formulas and establish some notation that will be used in the rest of the thesis.

### 1.1 Hypergeometric and basic hypergeometric function.

Far away from being a deep treatment in hypergeometric and basic hypergeometric functions, we establish here some notation and define some important functions that will be used in this thesis. We also list a few interesting and useful summation formulas that will be needed in the forthcoming chapters. For a deeper understanding and study we refer the reader to [6], [63], [76], [77], among others.

### 1.1.1 Hypergeometric functions

For $a \in \mathbb{C}, k \in \mathbb{N}$ we set $(a)_{k}$ for the ascending Pochhammer symbol, that is

$$
(a)_{k}=a(a+1)(a+2), \cdots,(a+k-1)=\frac{\Gamma(a+k)}{\Gamma(a)}
$$

We can extend this function for negative integers by the convention

$$
(a)_{-k}= \begin{cases}0 & \text { if } k \geq a+1 \\ \frac{\Gamma(a+1)}{\Gamma(a-k+1)} & \text { if } k<a+1\end{cases}
$$

For $a, b, c \in \mathbb{C}$ the Gauss hypergeometric function is defined by

$$
1+\frac{a b}{c} x+\frac{a(a+1) b(b+1)}{c(c+1)} \frac{x^{2}}{2!}+\frac{a(a+1(a+2) b(b+1)(b+2)}{c(c+1)(c+2)} \frac{x^{3}}{3!}+\cdots=\sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}}{(c)_{k}} \frac{x^{k}}{k!}
$$

whenever it makes sense. Notice that if $c \in \mathbb{Z}$ with $c<0$ then, this function is not defined unless $a \in \mathbb{Z}$ with $a<0$ and $c \leq a$ (or the same but with $b$ ). The Gauss hypergeometric function converges for $|x|<1$ and for $x=1$ when $\mathfrak{R}(c-a-b+1)>0$. It satisfies the second order differential equation

$$
\begin{equation*}
x(1-x) \frac{d^{2}}{d x^{2}}(f(x))+(c-(a+b+1) x) \frac{d}{d x}(f(x))-a b f(x)=0 \tag{1.1}
\end{equation*}
$$

We will denote the Gauss hypergeometric function by

$$
{ }_{2} F_{1}(a, b ; c \mid x)={ }_{2} F_{1}\left(\left.\begin{array}{c}
a, b \\
c
\end{array} \right\rvert\, x\right)=\sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}}{(c)_{k}} \frac{x^{k}}{k!} .
$$

If $n \in \mathbb{N}$ then, ${ }_{2} F_{1}\left(\left.\begin{array}{c}-n, b \\ c\end{array} \right\rvert\, x\right)$ is a polynomials in $x$ of degree $n$ that satisfies the second order differential equation (1.1).

For $a_{1}, a_{2}, \cdots, a_{r} \in \mathbb{C}$ and $b_{1}, b_{2}, \cdots, b_{p} \in \mathbb{C}$ the generalized hypergeometric function is given by

$$
{ }_{r} F_{p}\left(\left.\begin{array}{c}
a_{1}, a_{2}, \cdots, a_{r}  \tag{1.2}\\
b_{1}, b_{2}, \cdots, b_{p}
\end{array} \right\rvert\, x\right)=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k} \cdots\left(a_{r}\right)_{k}}{\left(b_{1}\right)_{k}\left(b_{2}\right)_{k} \cdots\left(b_{p}\right)_{k}} \frac{x^{k}}{k!} .
$$

We now define balanced, well-poissed and very-well-poised series.
Definition 1.1.1. A hypergeometric series ${ }_{p+1} F_{p}\left(\left.\begin{array}{c}a_{1}, a_{2}, \cdots, a_{p+1} \\ b_{1}, b_{2}, \cdots, b_{p}\end{array} \right\rvert\, x\right)$ is called balanced (or Saalschützian) if it satisfies

$$
1+\sum_{k=0}^{p+1} a_{k}=\sum_{k=0}^{p} b_{k} .
$$

We say that ${ }_{p+1} F_{p}$ is well-poised if it satisfies

$$
1+a_{1}=b_{1}+a_{2}=b_{2}+a_{3}=\cdots=b_{p}+a_{p+1} .
$$

And we say that ${ }_{p+1} F_{p}$ is a very-well-poised series if it is well-poised and $a_{2}=\frac{a_{1}}{2}+1$.

## Summation formulas

We list here some summation formulas for hypergeometric series. They can be found in e.g. [5], [6].

- Gauss summation formula. For $\mathfrak{R}(c-a-b)>0$

$$
{ }_{2} F_{1}\left(\left.\begin{array}{c}
a, b  \tag{1.3}\\
c
\end{array} \right\rvert\, x\right)=\frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)} .
$$

- Kummer's summation formula

$$
{ }_{2} F_{1}\left(\left.\begin{array}{c}
a, b  \tag{1.4}\\
1+a-b
\end{array} \right\rvert\,-1\right)=\frac{\Gamma(1+a-b) \Gamma\left(1+\frac{1}{2} a\right)}{\Gamma(1+a) \Gamma\left(1+\frac{1}{2} a-b\right)} .
$$

- Pfaff-Saalschütz formula. For a ${ }_{3} F_{2}$ balanced series we have

$$
{ }_{3} F_{2}\left(\left.\begin{array}{c}
-n, a, b  \tag{1.5}\\
c, a+b-n-c+1
\end{array} \right\rvert\, 1\right)=\frac{(c-a)_{n}(c-b)_{n}}{(c)_{n}(c-a-b)_{n}} .
$$

- Whipple's transformations. For a ${ }_{4} F_{3}$ balanced series we have

$$
{ }_{4} F_{3}\left(\left.\begin{array}{c}
-n, a, b, c  \tag{1.6}\\
d, e, f
\end{array} \right\rvert\, 1\right)=\frac{(e-a)_{n}(f-a)_{n}}{(e)_{n}(f)_{n}}{ }_{4} F_{3}\left(\left.\begin{array}{c}
-n, a, d-b, d-c \\
d, a+1-n-e, a+1-n-f
\end{array} \right\rvert\, 1\right) .
$$

- Dougall summation formula.

$$
{ }_{5} F_{4}\left(\left.\begin{array}{c}
a, a / 2+1, c, d,-m  \tag{1.7}\\
a / 2, a-c+1, a-d+1, a+m+1
\end{array} \right\rvert\, 1\right)=\frac{(a+1)_{m}(a-c-d+1)_{m}}{(a-c+1)_{m}(a-d+1)_{m}} .
$$

### 1.1.2 Basic hypergeometric functions.

In forthcoming chapters and sections we will occasionally work with $q$-orthogonal polynomials, for what we need to introduce some notation and definitions.

For the rest of the thesis $q$ stands for a real number with $0<q<1$.
For $m \in \mathbb{N}$ the $q$-shifted factorial, (or simply $q$-factorial or $q$-Pochhammer symbol), is defined by

$$
\begin{equation*}
(\alpha ; q)_{m}=(1-\alpha)(1-q \alpha)\left(1-q^{2} \alpha\right) \cdots\left(1-q^{m-1} \alpha\right), \quad(\alpha ; q)_{\infty}=\prod_{k=0}^{\infty}\left(1-a q^{k}\right), \tag{1.8}
\end{equation*}
$$

and the multiple $q$-shifted factorials

$$
\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{p} ; q\right)_{m}=\prod_{k=1}^{p}\left(\alpha_{k} ; q\right)_{m} .
$$

We can extend the definition of $q$-shifted factorial for $m \in \mathbb{Z}$ by using the formula

$$
\begin{equation*}
(\alpha q ; q)_{m}=\frac{(\alpha ; q)_{\infty}}{\left(\alpha q^{m} ; q\right)_{\infty}} \tag{1.9}
\end{equation*}
$$

valid for a negative integer $m$ provided $\alpha q^{m} \neq q^{-n}$ for any $n \in \mathbb{N}$.
The $q$-binomial coefficient is

$$
\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}=\frac{(q ; q)_{n}}{(q ; q)_{k}(q ; q)_{n-k}} .
$$

We define the basic hypergeometric serie of parameters $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{p} \in \mathbb{C}$ and $\beta_{1}, \beta_{2}, \cdots, \beta_{r} \in$ $\mathbb{C}$ by

$$
{ }_{p} \phi_{r}\left[\begin{array}{c}
\alpha_{1}, \alpha_{2}, \cdots, \alpha_{p} \\
\beta_{1}, \beta_{2}, \cdots, \beta_{q}
\end{array} ; q, x\right]=\sum_{k=0}^{\infty} \frac{\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{p} ; q\right)_{k}}{\left(\beta_{1}, \beta_{2}, \cdots, \beta_{r} ; q\right)_{k}} \frac{x^{k}}{(q ; q)_{k}},
$$

see [63].
If for some $k=1, \cdots, r, \beta_{k}=q^{-n}$ for some $n \in \mathbb{N}$, then the function ${ }_{p} \varphi_{r}$ is not defined unless $\alpha_{j}=q^{-m}$ with $m<n$ for some $j=1, \cdots, p$. Notice that if $\alpha_{j}=q^{-m}$ for some $j=1, \cdots, r$ then,

$$
{ }_{p} \phi_{r}\left[\begin{array}{c}
\left.\alpha_{1}, \alpha_{2}, \cdots, \alpha_{p} ; q, x\right] \\
\beta_{1}, \beta_{2}, \cdots, \beta_{q}
\end{array} ; q\right]
$$

is a polynomial in $x$ of degree at most $m$.
There is a $q$-analogue of the gamma function. The $q$-gamma function is defined by

$$
\Gamma_{q}(x)=\frac{(q ; q)_{\infty}}{(1-q)^{x-1}\left(q^{x} ; q\right)_{\infty}}
$$

It satisfies the functional equation

$$
\Gamma_{q}(x+1)=\frac{1-q^{x}}{1-q} \Gamma_{q}(x) .
$$

There is also a notion of $q$-derivation and $q$-integration. We define the $q$-derivative of a function with derivative at $x=0$ by

$$
D_{q} f(x)= \begin{cases}\frac{f(x)-f(q x)}{(1-q) x} & \text { if } x \neq 0  \tag{1.10}\\ f^{\prime}(0) & \text { if } x=0\end{cases}
$$

The $q$-integral or Jackson integral is the inverse of the $q$-derivative,

$$
\begin{equation*}
\int_{0}^{a} f(x) d_{q} x=\sum_{k=0}^{\infty}\left(a q^{k}-a q^{k+1}\right) f\left(a q^{k}\right), \quad \int_{a}^{b} f(x) d_{q} x=\int_{0}^{b} f(x) d_{q} x-\int_{0}^{a} f(x) d_{q} x . \tag{1.11}
\end{equation*}
$$

### 1.2 Matrix orthogonal polynomials

Let us denote by $\mathbb{C}^{N_{1} \times N_{2}}$ the vector space of matrices of size $N_{1} \times N_{2}$ whose entries are complex numbers, and write $\mathbb{C}^{N}$ for the vector space formed by the complex vectors of size $N$, and we will specify whenever it is needed whether we are working with row or column vectors.

Definition 1.2.1. A matrix polynomial $P(x)$ is a polynomial whose coefficients are matrices, all of them of the same size. We denote by $\mathbb{C}^{N_{1} \times N_{2}}[x]$ the vector space of all matrix polynomials of size $N_{1} \times N_{2}$,

$$
\mathbb{C}^{N_{1} \times N_{2}}[x]=\left\{\sum_{k=0}^{m} M_{k} x^{k} \mid M_{k} \in \mathbb{C}^{N_{1} \times N_{2}}, m \in \mathbb{N}\right\}
$$

For $k \in \mathbb{N}$ we denote by $\mathbb{C}_{k}^{N_{1} \times N_{2}}[x] \subset \mathbb{C}^{N_{1} \times N_{2}}[x]$ the set of all matrix polynomials of size $N_{1} \times N_{2}$ with degree at most $k$.

In this work we focus on the particular case of square matrix polynomials, $\mathbb{C}^{N \times N}[x]$ and we will restrict the variable $x$ to the real line. There are also very interesting works on the theory of matrix orthogonal polynomials on the complex plane, in particular on the unit circle (see e.g. [23], [64], [89]), but it is out of the scope of this thesis.

The identity matrix in $\mathbb{C}^{N \times N}$ is represented by $I$. The symbol $\mathcal{E}_{i, j}$ stands for the $N \times N$ matrix with entry $(i, j)$ equal to 1 and 0 otherwise. It is not difficult to see that these matrices satisfy the following property

$$
\begin{equation*}
\mathcal{E}_{i, j} \mathcal{E}_{k, l}=\mathcal{E}_{i, l} \delta_{j, k} \tag{1.12}
\end{equation*}
$$

With this notation a matrix $M \in \mathbb{C}^{N \times N}$ can be written as $M=\sum_{i, j=1}^{N} m_{i j} \mathcal{E}_{i j}$, where $m_{i j} \in \mathbb{C}$.
For a matrix $M \in \mathbb{C}^{N \times N}$, we denote by $M^{*}$ its Hermitian conjugate, that is if $M=$ $\left(m_{i, j}\right)_{i, j=1}^{N}$ then, $M^{*}=\left(\bar{m}_{j, i}\right)_{i, j=1}^{N}$. The spectrum of a matrix $M$ is denoted by $\sigma(M)$,

$$
\sigma(M)=\left\{\lambda_{i} \in \mathbb{C} \mid \operatorname{det}\left(M-\lambda_{i} I\right)=0\right\}
$$

and we will denote by $\rho(M)$ its spectral radius, that is

$$
\begin{equation*}
\rho(M)=\max _{\lambda \in \sigma}(\lambda) . \tag{1.13}
\end{equation*}
$$

The orthogonality will be defined with respect to a weight matrix.

Definition 1.2.2. An Hermitian square matrix of Borel measures $W$, all of them supported in the Borel set $\mathfrak{S} \subseteq \mathbb{R}$, is said to be a weight matrix if it satisfies

1. For any Borel set $B \subseteq \mathfrak{S}, W(B)$ is a positive semi-definite matrix.
2. $W$ has finite moments of every order, i.e., for all $n \in \mathbb{N}, \mu_{n}=\int_{\mathfrak{S}} x^{n} d W(x) \in \mathbb{C}^{N \times N}$, where the integral is taken entrywise.
3. If $P(x)$ is a matrix polynomial whose leading coefficient is non singular, $\int_{\mathfrak{S}} P(x) d W(x) P(x)^{*}$ is also non singular
We associate to a weight matrix $W$ the Hermitian sesquilinear form

$$
\langle\cdot, \cdot\rangle_{W}: \mathbb{C}^{N \times N}[x] \rightarrow \mathbb{C}^{N \times N}
$$

defined by

$$
\begin{equation*}
\langle P, Q\rangle_{W}=\int_{\mathfrak{G}} P(x) d W(x) Q(x)^{*}, \quad P, Q \in \mathbb{C}^{N \times N}[x] . \tag{1.14}
\end{equation*}
$$

This form satisfies the following properties, for all $A_{1}, A_{2} \in \mathbb{C}^{N \times N}$ and $P, Q, R \in$ $\mathbb{C}^{N \times N}[x]$

- $\left\langle A_{1} P+A_{2} R, Q\right\rangle_{W}=A_{1}\langle P, Q\rangle_{W}+A_{2}\langle R, Q\rangle_{W}$
- $\langle P, Q\rangle_{W}=\left(\langle Q, P\rangle_{W}\right)^{*}$.
- $\langle P, P\rangle_{W} \geq 0$, and $\langle P, P\rangle_{W}=0$ if and only if $P=0$,
where $A \geq 0$ for a matrix $A \in \mathbb{C}^{N \times N}$ means that it is semi-definite positive. Abusing of terminology we will say that the Hermitian sesquilinear form $\langle\cdot, \cdot\rangle_{W}$ is the inner product associated to $W$.

Notice that, since the matrix product is non commutative, there is an implicit choice in the inner product we have just presented. One could also consider the following inner product

$$
\begin{equation*}
\langle P, Q\rangle_{W}^{R}=\int_{\mathfrak{S}} Q(x)^{*} d W(x) P(x) \tag{1.15}
\end{equation*}
$$

Both inner products are related by the formula

$$
\langle P, Q\rangle_{W}^{R}=\left(\left\langle P^{*}, Q^{*}\right\rangle_{W}\right)^{*}
$$

so the theories that can be developed by choosing one or another inner product are completely analogous.

In this thesis we deal with three particular types of weights: weights with a differentiable density with respect to the Lebesgue measure,

$$
\begin{equation*}
d W(x)=W(x) d x, \quad\langle P, Q\rangle_{W}=\int_{\mathfrak{S}} P(x) W(x) Q(x)^{*} d x, \quad W \in \mathcal{C}^{\infty}(\mathfrak{S}), \tag{1.16}
\end{equation*}
$$

discrete weight matrices

$$
\begin{equation*}
W=\sum_{x=0}^{\kappa} W(x) \delta_{x}, \quad\langle P, Q\rangle_{W}=\sum_{x=0}^{\kappa} P(x) W(x) Q(x)^{*}, \tag{1.17}
\end{equation*}
$$

where $\kappa \in \mathbb{N}$, or, $\kappa=\infty$, and $q$-weight matrices

$$
\begin{equation*}
W=\sum_{x=0}^{\infty} q^{x} W\left(q^{x}\right) \delta_{q^{x}}, \quad\langle P, Q\rangle_{W}=\sum_{x=0}^{\infty} q^{x} P\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*}, \quad 0<q<1 \tag{1.18}
\end{equation*}
$$

Notice that in the previous expressions we have used $W$ to refer both the weight matrix and the function that defines it. However the context will make clear which one we are dealing with.

From now on whenever there is no place for confusion we leave out the $W$ in the inner product and we will simply write $\langle P, Q\rangle$ to denote the inner product of $P$ and $Q$ (1.14).

We can now introduce the concept of matrix orthogonal polynomials.
Definition 1.2.3. A sequence of matrix polynomials $\left(P_{n}\right)_{n} \subset \mathbb{C}^{N \times N}[x]$ is said to be a sequence of matrix orthogonal polynomials with respect to $W$ if it satisfies

1. For all $n, P_{n}(x)$ is of degree $n$ with non-singular leading coefficient, $\operatorname{det}\left(P_{n}^{n}\right) \neq 0$.
2. For all $n, m \in \mathbb{N},\left\langle P_{n}, P_{m}\right\rangle=\Gamma_{n} \delta_{n, m}$, where $\delta_{n, m}$ is the Kronecker delta and $\Gamma_{n} \in$ $\mathbb{C}^{N \times N}$ is an Hermitian matrix.

For any weight matrix $W$ one can always construct a family of orthogonal polynomials with respect to it (see e.g. [19], [47] [92]). Such a sequence is unique up to multiplication on the left by a sequence of non singular matrices. To see different computational methods to construct such a sequence we refer the reader to [92].

If $\left\langle P_{n}, P_{n}\right\rangle=I$ for all $n$ we say that $\left(P_{n}\right)_{n}$ is a sequence of orthonormal polynomials with respect to $W$, and we say that it is a sequence of monic orthogonal polynomials if $P_{n}^{n}=I$, for all $n \geq 0$, where $P_{n}^{n}$ is the leading coefficient of $P_{n}$.

Given a sequence of polynomials $\left(P_{n}\right)_{n}$ orthogonal with respect to a weight matrix $W$, we can construct a sequence of orthonormal polynomials with respect to $W$. If $\Gamma_{n}=$ $\left\langle P_{n}, P_{n}\right\rangle$ then, because of the properties of a weight matrix, $\Gamma_{n}$ is a non-singular Hermitian matrix and it can be factorized as $\Gamma_{n}=G_{n} G_{n}^{*}$, where $G_{n}$ is a non-singular matrix. The sequence $\left(G_{n}^{-1} P_{n}\right)_{n}$ is a sequence of orthonormal polynomials:

$$
\left\langle G_{n}^{-1} P_{n}, G_{m}^{-1} P_{m}\right\rangle=G_{n}^{-1} \Gamma_{n}\left(G_{n}^{-1}\right)^{*} \delta_{m n}=G_{n}^{-1} G_{n} G_{n}^{*}\left(G_{n}^{-1}\right)^{*} \delta_{m n}=I \delta_{m n}
$$

Notice that if $\left(P_{n}\right)$ is a sequence of orthonormal polynomials then, for any sequence of unitary matrices $\left(U_{n}\right)_{n}$ the sequence $\left(U_{n} P_{n}\right)_{n}$ is also a sequence of orthonormal polynomials with respect to $W$.

As in the scalar case the orthonormality of a sequence of polynomials is equivalent to a three term recurrence relation.

Proposition 1.2.4. [26, 47] Let $\left(P_{n}\right)_{n}$ be a sequence of matrix polynomials with initial conditions $P_{-1}=0$ and $P_{0}$ a non singular matrix, such that it satisfies the recurrence relation

$$
\begin{equation*}
x P_{n}(x)=A_{n+1} P_{n+1}(x)+B_{n} P_{n}(x)+A_{n}^{*} P_{n-1}(x), \quad n=0,1,2, \cdots \tag{1.19}
\end{equation*}
$$

where $A_{n} \in \mathbb{C}^{N \times N}, n \in \mathbb{N}$ are non singular matrices and $B_{n} \in \mathbb{C}^{N \times N}, n \in \mathbb{N}$ are Hermitian matrices. Then, there exists a weight matrix $W$ such that $\left(P_{n}\right)_{n}$ is the sequence of orthonormal polynomials with respect to it.

Conversely, for any sequence of orthonormal polynomials with respect to a weight matrix, $\left(P_{n}\right)_{n}$, there exist a sequence of Hermitian matrices, $B_{n} \subset \mathbb{C}^{N \times N}, n \in \mathbb{N}$, and a sequence of non singular matrices, $A_{n} \in \mathbb{C}^{N \times N}, n \in \mathbb{N}$, such that (1.19) holds.

It is clear that if $\left(P_{n}\right)_{n}$ is a sequence of orthonormal polynomials with respect to $W$ then, any other sequence of orthogonal polynomials with respect to $W,\left(\tilde{P}_{n}\right)_{n}=\left(G_{n} P_{n}\right)_{n}$ satisfies a three term recurrence relation of the form

$$
\begin{equation*}
x \tilde{P}_{n}=\tilde{A}_{n} \tilde{P}_{n+1}+\tilde{B}_{n} \tilde{P}_{n}+\tilde{C}_{n} \tilde{P}_{n-1}, \tag{1.20}
\end{equation*}
$$

where $\tilde{A}_{n}=G_{n} A_{n+1}\left(G_{n+1}\right)^{-1}, \tilde{B}_{n}=G_{n} B_{n}\left(G_{n}\right)^{-1}$ and $\tilde{C}_{n}=G_{n} A_{n}^{*}\left(G_{n-1}\right)^{-1}$.
A recurrence relation of the form (1.20) can be seen as a matrix second order difference operators acting on matrix functions of two variables. That is, if we set $P(n, x)=\tilde{P}_{n}(x)$, $A(n)=\tilde{A}_{n}, B(n)=\tilde{B}_{n}$ and $C(n)=\tilde{C}_{n}$ then, (1.20) can be written as $\Theta(P(n, x))=$ $x P(n, x)$ where

$$
\begin{equation*}
\Theta(P(n, x))=A(n) P(n+1, x)+B(n) P(n, x)+C(n) P(n-1, x) . \tag{1.21}
\end{equation*}
$$

By writing

$$
\mathcal{P}(x)=\left(\begin{array}{c}
P(0, x) \\
P(1, x) \\
P(2, x) \\
\vdots
\end{array}\right)
$$

the operator $\Theta$ can be seen as a semi-infinite block Jacobi matrix,

$$
\Theta=\left(\begin{array}{ccccc}
B_{0} & A_{0} & & & \\
C_{1} & B_{1} & A_{1} & & \\
& C_{2} & B_{2} & A_{2} & \\
& & \ddots & \ddots & \ddots
\end{array}\right),
$$

satisfying

$$
\Theta \mathcal{P}(x)=x \mathcal{P}(x) .
$$

When working with matrix polynomials a very important concept is that of similar weights.
Definition 1.2.5. Two weight matrices, $W_{1}$ and $W_{2}$ are similar if there exists a nonsingular matrix $T \in \mathbb{C}^{N \times N}$ independent of $x$ such that $W_{1}(x)=T W_{2}(x) T^{*}$.

If $\left(P_{n}^{1}\right)_{n}$ is a sequence of matrix orthogonal polynomials with respect to $W_{1}$ then, $\left(P_{n}^{2}\right)_{n}=\left(P_{n}^{1} T\right)_{n}$ is a sequence of matrix orthogonal polynomials with respect to $W_{2}$.

We say that a weight matrix $W$ reduces to lower sizes if it is similar to a block weight matrix

$$
W(x)=T\left(\begin{array}{cc}
Z_{1}(x) & 0 \\
0 & Z_{2}(x)
\end{array}\right) T^{*} .
$$

As a particular case we say that a weight matrix $W$ reduces to scalar weights if it is similar to a diagonal weight matrix

$$
W(x)=T\left(\begin{array}{cccc}
w_{1}(x) & 0 & \cdots & 0 \\
0 & w_{2}(x) & \cdots & \\
& & \ddots & 0 \\
0 & 0 & \cdots & w_{N}(x)
\end{array}\right) T^{*} .
$$

Notice that if a weight matrix $W$ reduces to scalar weights, and $\left(P_{n}\right)_{n}$ is a sequence of orthogonal polynomials with respect to $W$, then the following formula holds, up to multiplication by a sequence of non-singular matrices,

$$
P_{n}(x) T=\left(\begin{array}{cccc}
p_{n}^{1}(x) & & & \\
& p_{n}^{2}(x) & & \\
& & \ddots & \\
& & & p_{n}^{N}(x)
\end{array}\right), \quad n \geq 0
$$

where $\left(p_{n}^{i}\right)_{n}$ is a sequence of orthogonal polynomials with respect to the measure $w_{i}$. Therefore the study of weight matrices that reduce to scalar weights belong to the study of scalar orthogonality more that to the matrix one.

In general it is not an easy task to see whether a weight matrix reduces to scalar weights or not, however in the case when a weight matrix $W$ is of the form (1.16), (1.17) or (1.18), as a consequence of [75, Theorem 4.1.6] (see also [38]) the following proposition gives a very useful criterion to check if we are dealing with weight matrices that reduce to scalar weights or not.

Proposition 1.2.6. Assume that there exists $a \in \mathfrak{S}$ such that $W(a)=I$, then $W$ reduces to scalar weights if and only if $W(s) W(t)=W(t) W(s)$ for all $s, t \in \mathbb{S}$.

We will use that an analytic function $f$ at $x_{0}$, with convergent power series given by

$$
f(x)=\sum_{i=0}^{\infty} a_{i}\left(x-x_{0}\right)^{i}, \quad\left|x-x_{0}\right|<\epsilon
$$

defines the following function over the matrices $M$ with $\rho\left(M-x_{0} I\right)<\epsilon(\rho(M)$ stands for the spectral radius of a matrix $M, 1.13$ ):

$$
f(M)=\sum_{i=0}^{\infty} a_{i}\left(M-x_{0} I\right)^{i} .
$$

For any two matrices $X$ and $Y$, we use the standard notation

$$
\begin{equation*}
\operatorname{ad}_{X}^{0} Y=Y, \quad \operatorname{ad}_{X}^{1} Y=[X, Y]=X Y-Y X, \quad \operatorname{ad}_{X}^{n+1} Y=\left[X, \operatorname{ad}_{X}^{n} Y\right] \tag{1.22}
\end{equation*}
$$

For any matrix $G \in \mathbb{C}^{N \times N}$, we denote by $G_{R}$ and $G_{L}$ the operators right and left multiplication, i.e. for all $F \in \mathbb{C}^{N \times N}$

$$
\begin{equation*}
G_{r}(F)=F G, \quad G_{l}(F)=G F . \tag{1.23}
\end{equation*}
$$

We will also use the following formula [91, Lemma 5.3, page 160]: if $X$ and $Y$ are $N \times N$ matrices we have

$$
\begin{equation*}
e^{-X} Y e^{X}=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!} \operatorname{ad}_{X}^{k} Y \tag{1.24}
\end{equation*}
$$

We denote by $A$ and $J$ the nilpotent and diagonal matrices, respectively, defined by

$$
\begin{equation*}
A=\sum_{i=1}^{N-1} v_{i} \mathcal{E}_{i, i+1}, \quad J=\sum_{i=1}^{N} N-i \mathcal{E}_{i, i}, \tag{1.25}
\end{equation*}
$$

where $v_{1}, v_{2}, \cdots, v_{N-1} \in \mathbb{C}$.

### 1.3 Matrix Operators

The classical orthogonal polynomials are families of orthogonal polynomials characterized for being eigenfunctions of a second order differential operator of the form

$$
\begin{equation*}
D(\cdot)=\sigma(x) \frac{d^{2}}{d x^{2}}(\cdot)+\tau(x) \frac{d}{d x}(\cdot), \quad \sigma(x), \tau(x) \in \mathbb{C}[x], \operatorname{dgr}(\sigma) \leq 2, \operatorname{dgr}(\tau)=1 . \tag{1.26}
\end{equation*}
$$

This property is equivalent to a bunch of interesting characterizing properties (see, for instance [16]). For instance a sequence of classical orthogonal polynomials $\left(p_{n}\right)_{n}$ with respect to a weight $\rho(x)$ can be expressed in terms of a Rodrigues formula

$$
p_{n}=B_{n} \frac{d^{n}}{d x^{n}}\left(\sigma(x)^{n} \rho(x)\right) \rho(x)^{-1} .
$$

Also the weight satisfies a Person equation

$$
\frac{d}{d x}(\sigma(x) \rho(x))=\tau(x) \rho(x),
$$

and the sequence of their derivatives $\left(p_{n}^{\prime}\right)_{n}$ is again a sequence of classical orthogonal polynomials with respect to $\sigma(x) \rho(x)$.

One can consider different discretizations of the operator (1.26) by replacing the derivative by certain approximations on a lattice.

Definition 1.3.1. [93] A lattice is a complex function $x \in \mathcal{C}^{2}(\Omega)$ where $\Omega$ is a complex domain, $\mathbb{N}_{0} \subseteq \Omega$, and $x(s), s=0,1, \cdots$ are the points where we discretize (1.26).

By considering the uniform lattice $x(s)=s$ the operator (1.26) becomes

$$
\begin{equation*}
D(\cdot)=\bar{\sigma}(x) \Delta \nabla(\cdot)+\bar{\tau}(x) \Delta(\cdot), \quad \bar{\sigma}, \bar{\tau} \in \mathbb{C}[x], \operatorname{dgr}(\bar{\sigma}) \leq 2, \operatorname{dgr}(\bar{\tau})=1, \tag{1.27}
\end{equation*}
$$

where $\Delta(p(x))=p(x+1)-p(x)$ and $\nabla(p(x))=p(x)-p(x-1)$ are the forward and backward difference operators respectively. The families of orthogonal polynomials being eigenfunctions of such a second order difference operator are called classical discrete orthogonal polynomials. Like it happened in the continuous case, there are several properties that characterize them, such as a Rodrigues formula

$$
\begin{equation*}
p_{n}=B_{n} \nabla^{n}\left(\left[\prod_{m=1}^{n} \sigma(x+m)\right] \rho(x+n)\right), \tag{1.28}
\end{equation*}
$$

a Pearson equation,

$$
\Delta(\bar{\sigma}(x) \rho(x))=\bar{\tau}(x) \rho(x),
$$

and that the sequence of their difference polynomials $\left(\nabla p_{n}\right)_{n}$ is a sequence of classical discrete orthogonal polynomials with respect to $\bar{\sigma}(x) \rho(x)$.

If instead of the uniform lattice $x(s)=s$ we consider a non uniform lattice of the form $x(s)=q^{s}$, for $0<q<1$, the operator (1.26) becomes, after some linear manipulations

$$
\begin{equation*}
D(\cdot)=\tilde{\sigma}(x) D_{q} D_{q^{-1}}(\cdot)+\tilde{\tau}(x) D_{q}(\cdot), \quad \tilde{\sigma}, \tilde{\tau} \in \mathbb{C}[x], \operatorname{dgr}(\tilde{\sigma}) \leq 2, \operatorname{dgr}(\tilde{\tau})=1, \tag{1.29}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{q}(p(x))=\frac{p(q x)-p(x)}{(q-1) x} \tag{1.30}
\end{equation*}
$$

is the $q$-derivative. The orthogonal polynomials satisfying such a $q$-difference equation are called $q$-classical polynomials (see [18], [90], [93]). One can also see that these orthogonal polynomials are characterized by different properties, for instance the $q$-weight $\rho\left(q^{x}\right)$ satisfies a Pearson equation

$$
D_{q}\left(\tilde{\sigma}\left(q^{x}\right) \rho\left(q^{x}\right)\right)=\tilde{\tau}\left(q^{x}\right) \rho\left(q^{x}\right)
$$

the $q$-classical polynomials satisfy a Rodrigues formula

$$
p_{n}\left(q^{x}\right)=B_{n} D_{q^{-1}}^{n}\left(\rho\left(q^{x+n}\right) \prod_{k=1}^{n} \tilde{\sigma}\left(q^{x+k}\right)\right)
$$

and the sequence $\left(D_{q} p_{n}\left(q^{x}\right)\right)_{n}$ is a sequence of orthogonal polynomials with respect to $\sigma\left(q^{x+1}\right) \rho\left(q^{x+1}\right)$ In fact the $q$-classical polynomials are a wider class to that presented above, but for the purpose of this thesis we will just consider this subclass of $q$-classical polynomials, that used to be called $q$-classical polynomials of the Hahn class.

The aim of this section is to introduce some basic definition and facts needed to go through the study of matrix orthogonal polynomials being eigenfunctions of matrix analogues of the previous operators.

Due to the non-commutativity of the matrix product and the existence of singular matrices several considerations have to be done in the study of matrix operators. For instance the order in which the coefficients and eigenvalues multiply in the operator equation has to be carefully chosen ([28]). We also miss in general the equivalence of the properties satisfied by the scalar classical, discrete classical and $q$-classical polynomials (see for instance [12], [39], [46], [57]).

But if the non-commutativity and the existence of singular matrices bring a higher complexity to this theory, such a complexity also implies new interesting features appearing in the theory of matrix polynomials which are absent in the well known scalar theory of classical, classical discrete or $q$-classical polynomials. One of these phenomena is that the elements of a family of orthogonal matrix polynomials can be eigenfunctions of several linearly independent (second order differential or difference) operators ([14], [30], [35], [72], [94]). As a dual situation we can also find (differential) operators having several families of orthogonal polynomials as eigenfunctions ([36]). We will study this fact for difference operators in Chapter 2 below.

Before starting, we need to establish the sort of matrix operators we will consider.
Let $D: \mathbb{C}^{N \times N}[x] \rightarrow \mathbb{C}^{N \times N}[x]$ be a matrix operator taking matrix polynomials into matrix polynomials. As a matrix analogue of the situations discussed above we are going to focus the study in those matrix operators such that

$$
D\left(P_{n}(x)\right)=\Lambda_{n} P_{n}(x), \quad \Lambda_{n} \in \mathbb{C}^{N \times N}
$$

for some family of matrix orthogonal polynomials $\left(P_{n}\right)_{n}$. To do so we need to introduce the key concept of a symmetric operator with respect to a weight matrix.

Definition 1.3.2. Let $D: \mathbb{C}^{N \times N}[x] \rightarrow \mathbb{C}^{N \times N}[x]$ be a matrix operator taking matrix polynomials into matrix polynomails. We say that $D$ is symmetric with respect to a weight matrix $W$ if it satisfies

$$
\begin{equation*}
\langle D(P), Q\rangle=\int D(P) d W Q^{*}=\int P d W D(Q)^{*}=\langle P, D(Q)\rangle \tag{1.31}
\end{equation*}
$$

The following lemma establishes the relation between symmetric operators and matrix operators having matrix orthogonal polynomials as eigenfunctions.

Lemma 1.3.3. [28] Let $W$ be a weight matrix and $\left(P_{n}\right)_{n}$ a sequence of orthonormal polynomials with respect to $W$. Let $D$ be a matrix operator satisfying that for all polynomial $P, D(P)$ is a polynomial with degree at most the degree of $P$. Then, $D$ is symmetric with respect to $W$ if and only if $D\left(P_{n}\right)=\Lambda_{n} P_{n}$ for certain sequence $\left(\Lambda_{n}\right)_{n}$ of Hermitian matrices.

In this thesis we deal with three types of matrix operators

1. Matrix differential operators

$$
\begin{equation*}
D(P(x))=\sum_{k=0}^{k_{0}} \frac{d^{k}}{d x^{k}}(P(x)) F_{k}(x), \quad F_{k}(x) \in \mathbb{C}^{N \times N}[x] . \tag{1.32}
\end{equation*}
$$

2. Matrix difference operators:

$$
\begin{equation*}
D(P(x))=\sum_{k=s}^{r} \mathfrak{s}_{k}(P(x)) F_{k}(x), \quad \mathfrak{s}_{k}(P(x))=P(x+k), F_{k}(x) \in \mathbb{C}^{N \times N}[x] . \tag{1.33}
\end{equation*}
$$

3. Matrix $q$-difference operators, for $0<q<1$ :

$$
\begin{equation*}
D(P(x))=\sum_{k=s}^{r} \mathfrak{E}_{k}(P(x)) F_{k}(x), \mathfrak{E}_{k}(P(x))=P\left(q^{k} x\right), F_{k}(x) \in \mathbb{C}^{N \times N}\left[x^{-1}\right] . \tag{1.34}
\end{equation*}
$$

Notice that all these three types of matrix operators have matrix coefficients multiplying on the right, whereas the eigenvalues appearing in Lemma (1.3.3) are multiplying on the left. There are several reasons why we focus on these kinds of matrix operators (see [28], [38]).

Notice that if $\left(P_{n}\right)_{n}$ is a sequence of orthogonal polynomials then, for any sequence of non-singular matrices $\left(\Lambda_{n}\right)_{n}$, the sequence $\left(\Lambda_{n} P_{n}\right)_{n}$ is also a sequence of orthogonal polynomials, but in general $\left(P_{n} \Lambda_{n}\right)_{n}$ is not a sequence of orthogonal polynomials. This is the reason why we multiply the eigenvalues on the left.

The reason for the order of multiplication of the coefficients in the case of continuous weights and second order differential operators is explained in [28, Theorem 3.2 ], a result that can be easily generalized for the case of difference and $q$-difference operators:

Theorem 1.3.4. The following conditions are equivalent:
(i) $W$ is a continuous matrix weight (resp. discrete weight, $q$-weight) with a left-hand side second order differential operator (resp. matrix difference, $q$-difference operator)
(ii) A non-singular matrix $S$ exists for which $W=S^{*} W_{d} S$ where $W_{d}=\rho I$, with $\rho$ a classical scalar weight (resp. classical discrete weight, q-classical weight).

In the following sections we investigate those matrix operators of the form (1.32), (1.33), (1.34) not raising the degree of matrix polynomials and being symmetric with respect to some weight.

### 1.3.1 Matrix differential operators

In this section we study matrix-valued differential operators having a sequence of orthogonal polynomials as eigenfunctions. Such differential operators are related with a discrete-continuous non-commutative bispectral problem (for more information on bispectral problem we refer to [24], and to [69] for the non-commutative version). Recall that the orthogonality of a sequence is equivalent to a second order difference operator given by the three term recurrence relation (1.21). Then, if $\left(P_{n}\right)_{n}$ is a sequence of orthogonal polynomials being eigenfunctions of a differential operator $D$, then they are common eigenfunctions of two operators

$$
\begin{aligned}
D\left(P_{n}\right) & =\sum_{k=0}^{k_{0}} \frac{d^{k}}{d x^{k}}\left(P_{n}(x)\right) F_{k}(x)=\Lambda_{n} P_{n}(x), \\
\Theta P_{n}(x) & =A_{n} P_{n+1}(x)+B_{n} P_{n}(x)+C_{n} P_{n-1}(x)=x P_{n}(x)
\end{aligned}
$$

If $D$ is a differential operator with a sequence of orthogonal polynomials as eigenfunctions, then $D$ is of the form [72]

$$
D(\cdot)=\sum_{k=0}^{k_{0}} \frac{d^{k}}{d x^{k}}(\cdot) F_{k}(x), \quad F_{k}(x) \in \mathbb{C}_{k}^{N \times N}[x] .
$$

The non-commutativity of the product of matrices entail the existence of sequences of matrix orthogonal polynomials being eigenfunctions of several independent matrix differential operator as one can see, for instance, in [14], what brings into the picture the concept of algebra of operators associated to a weight matrix.

Let $W$ be a weight matrix and $\left(P_{n}\right)_{n}$ a sequence of orthogonal polynomials with respect to it. We define the set $\mathfrak{D}(W)$ as

$$
\begin{equation*}
\mathfrak{D}(W)=\left\{\left.D=\sum_{k=0}^{k_{0}} \frac{d^{k}}{d x^{k}}(\cdot) F_{k}(x) \right\rvert\, D\left(P_{n}\right)=\Lambda_{n} P_{n}, F_{k} \in \mathbb{C}_{k}^{N \times N}[x], k_{0} \in \mathbb{N}\right\} \tag{1.35}
\end{equation*}
$$

Notice that if $\left(Q_{n}\right)_{n}$ is another sequence of orthogonal polynomials with respect to $W$ then, there exists a sequence of non singular matrices $\left(M_{n}\right)_{n}$ such that $Q_{n}=M_{n} P_{n}$ and if $D \in \mathfrak{D}(W)$ we have

$$
D\left(Q_{n}\right)=D\left(M_{n} P_{n}\right)=M_{n} D\left(P_{n}\right)=M_{n} \Lambda_{n} M_{n}^{-1} Q_{n}
$$

so the definition of the algebra $\mathfrak{D}(W)$ does not depend on the sequence chosen, but only on the weight matrix.

It is worth observing that $\mathfrak{D}(W)$ is a subalgebra of the Weyl algebra

$$
\mathbf{D}(W)=\left\{\left.D=\sum_{k=0}^{k_{0}} \frac{d^{k}}{d x^{k}}(\cdot) F_{k}(x) \right\rvert\, F_{k} \in \mathbb{C}^{N \times N}[x], k_{0} \in \mathbb{N}\right\} .
$$

Given a weight matrix $W$, and a sequence of orthogonal polynomials $\left(P_{n}\right)_{n}$ with respect to $W$, a differential operator $D \in \mathfrak{D}(W)$ is determined by the sequence of eigenvalues $\left(\Lambda_{n}\right)_{n}$.

Proposition 1.3.5. [72] Given a sequence $\left(P_{n}\right)_{n}$ of orthogonal polynomials with respect to $W$, let us consider the algebra $\mathfrak{D}(W)$ defined in (1.35). Let $\Lambda(D, n)=\Lambda_{n}(D)$ be the eigenvalue associated to $Q_{n}$. Then, $D \mapsto \Lambda(D, n)$ is a representation of $\mathfrak{D}(W)$ into $\mathbb{C}^{N \times N}$. Moreover the sequence $\left(\Lambda_{n}\right)_{n}$ separates elements of $\mathfrak{D}(W)$.

For $D \in \mathfrak{D}(W), D=\sum_{k=0}^{k_{0}} \frac{d^{k}}{d x^{k}} F_{k}(x)$, with $F_{k}=\sum_{j=0}^{k} F_{k}^{j} x^{j}$. The eigenvalues $\Lambda_{n}$ associated to the monic orthogonal polynomials $\left(P_{n}\right)_{n}$ form a sequence of polynomials in $n$ of degree at most the order of $D$, given by

$$
\begin{equation*}
\Lambda_{n}=\sum_{k=0}^{k_{0}}\binom{n}{k} k!F_{k}^{k} \tag{1.36}
\end{equation*}
$$

One can define a *-operation in the algebra of differential operators associated to a weight matrix via the adjoint of operators.

Theorem 1.3.6. [72] For any $D \in \mathfrak{D}(W)$ there exists a unique differential operator $D^{*} \in$ $\mathfrak{D}(W)$ such that $\langle D(P), Q\rangle=\left\langle P, D^{*}(Q)\right\rangle$, for all $P, Q \in \mathbb{C}^{N \times N}[x]$. We shall refer to $D^{*}$ as the adjoint of $D$. The map $D \mapsto D^{*}$ is a *-operation, and the orders of $D$ and $D^{*}$ coincide.

By Lemma 1.3.3 it is clear that symmetric differential operators not raising the degree of polynomials are always in $\mathfrak{D}(W)$. If we denote by $\mathcal{S}(W) \subset \mathfrak{D}(W)$ the subset of symmetric differential operators, we have that $\mathcal{S}(W)$ is a real form of the space $\mathfrak{D}(W)$ (see [72]),

$$
\mathfrak{D}(W)=\mathcal{S}(W) \oplus i \mathcal{S}(W)
$$

In the rest of the section we focus on second order matrix differential operators

$$
\begin{equation*}
D(\cdot)=\frac{d^{2}}{d x^{2}}(\cdot) F_{2}(x)+\frac{d}{d x}(\cdot) F_{1}(x)+(\cdot) F_{0} \tag{1.37}
\end{equation*}
$$

The following theorem establishes criteria to assure the symmetry of a differential operator $D$ of degree 2 with respect to a weight matrix having a differentiable density with respect to the Lebesgue measure $d W=W(x) d x$.

Theorem 1.3.7. [38] Let $D$ be a second order matrix differential operator of the form (1.37) and $W$ a weight matrix with a differentiable density with respect to the Lebesgue measure $d W=W(x) d x$ and supported on an interval $\mathfrak{I}=(a, b)$ of the real line $\mathfrak{I} \subseteq \mathbb{R}$ (a and $b$ finite or infinite). If for all $x \in \mathfrak{I}$, the coefficients of $D$ and $W(x)$ satisfy the symmetry equations

$$
\begin{aligned}
F_{2}(x) W(x) & =W(x) F_{2}(x)^{*} \\
2\left(F_{2}(x) W(x)\right)^{\prime} & =F_{1}(x) W(x)+W(x) F_{1}(x)^{*} \\
\left(F_{2}(x) W(x)\right)^{\prime \prime}-\left(F_{1}(x) W(x)\right)^{\prime}+F_{0} W(x) & =W(x) F_{0}^{*},
\end{aligned}
$$

and the boundary conditions

$$
\lim _{x \rightarrow\{a, b\}} x^{n} F_{2}(x) W(x)=0, \quad \lim _{x \rightarrow\{a, b\}} x^{n}\left(\left(F_{2}(x) W(x)\right)^{\prime}-F_{1}(x) W(x)\right)=0, \quad \text { for all } n \in \mathbb{N},
$$

then, $D$ is symmetric with respect to $W$.
The symmetry of a differential operator $D$, with respect to a weight matrix $W$, is also equivalent to a set of identities involving the moments of $W$ and the coefficients of $D$.

Theorem 1.3.8. [38] Let $D$ be a second order matrix differential operator of the form (1.37) and $W$ a weight matrix. Let us denote by $\mu_{n}=\int x^{n} d W(x)$ the moments associated to $W$, and we write

$$
F_{k}(x)=\sum_{i=0}^{k} F_{k}^{i} x^{i}, \quad F_{k}^{i} \in \mathbb{C}^{N \times N}, \quad k=0,1,2
$$

for the coefficients of the differential operator (1.37). Then, the following properties are equivalent,
(i) $D$ is symmetric with respect to $W$.
(ii) For $n=2,3, \cdots$,

$$
F_{2}^{2} \mu_{n}+F_{2}^{1} \mu_{n-1}+F_{2}^{0} \mu_{n-2}=\mu_{n}\left(F_{2}^{2}\right)^{*}+\mu_{n-1}\left(F_{2}^{1}\right)^{*}+\mu_{n-2}\left(F_{2}^{0}\right)^{*}
$$

For $n=1,2, \cdots$,

$$
2(1-n)\left(F_{2}^{2} \mu_{n}+F_{2}^{1} \mu_{n-1}+F_{2}^{0} \mu_{n-2}\right)=F_{1}^{1} \mu_{n}+F_{1}^{0} \mu_{n-1}+\mu_{n}\left(F_{1}^{1}\right)^{*}+\mu_{n-1}\left(F_{1}^{0}\right)^{*} .
$$

And for $n=0,1, \cdots$,

$$
n(1-n)\left(F_{2}^{2} \mu_{n}+F_{2}^{1} \mu_{n-1}+F_{2}^{0} \mu_{n-2}\right)-n\left(F_{1}^{1} \mu_{n}+F_{1}^{0} \mu_{n-1}\right)+F_{0}^{0} \mu_{n}=\mu_{n}\left(F_{0}^{0}\right)^{*}
$$

As we have already mentioned, in the matrix case we lose some of the equivalences among those properties that characterize the classical orthogonal polynomials. In general, for a family of matrix orthogonal polynomials $\left(P_{n}\right)_{n}$ that are eigenfunctions of a second order differential operator like (1.37), it is not true that the sequence formed by its derivatives, $\left(P_{n}^{\prime}\right)_{n}$, is a sequence of orthogonal polynomials with respect to some weight matrix. In [12] the authors established criteria to assure the orthogonality of $\left(P_{n}^{\prime}\right)_{n}$.

Theorem 1.3.9. [12] Let $W$ be a weight matrix supported in the interval $\mathfrak{I}=(a, b) \subseteq \mathbb{R}$, and $\left(P_{n}\right)_{n}$ the sequence of monic orthogonal polynomials with respect to $W$. Then, the following are equivalent,
(i) There exists two matrix polynomials $\Phi, \Psi$ with $\operatorname{dgr}(\Phi) \leq 2$, $\operatorname{dgr}(\Psi) \leq 1$ satisfying $\operatorname{det}(\Phi(x) W(x)) \neq 0$ in $\mathfrak{I}$ and such that

$$
\begin{align*}
\Phi(x) W(x) & =W(x) \Phi(x)^{*}, \\
\frac{d}{d x}(\Phi(x) W(x)) & =\Psi(x) W(x), \quad \text { for all } x \in \mathfrak{I}, \\
\lim _{x \rightarrow\{a, b\}} \Phi(x) W(x) & =\lim _{x \rightarrow\{a, b\}} \Psi(x) W(x)=0 . \tag{1.38}
\end{align*}
$$

(ii) The sequence $\left(\frac{1}{n} P_{n}^{\prime}\right)_{n}$ is a sequence of monic orthogonal polynomials.

Moreover the sequence $\left(P_{n}^{\prime}\right)_{n}$ is orthogonal with respect to $\Phi(x) W(x)$.

## The matrix-valued hypergeometric equation

For some particular cases of second order matrix differential operators, the polynomial eigenfunctions can be described in terms of matrix-valued hypergeometric functions. We present here two matrix-valued hypergeometric functions introduced by Tirao in [98]. These matrix-valued functions characterize, under certain restrictions on the coefficients, the vector-valued polynomial solutions around $x=0$ of the matrix equation

$$
x(1-x) P^{\prime \prime}(x)+P^{\prime}(x) F_{1}(x)+P(x) F_{0}=\Lambda P(x) .
$$

To do so we first make clear some notation that will be used.
Assume that $A, B, C \in \mathbb{C}^{N \times N}$ with $\sigma(C) \cap\{0,-1,-2, \cdots\}=\varnothing$. For $m \in \mathbb{N}$ we write $(A, B, C)_{m}$ for the matrix function

$$
\begin{aligned}
(A, B, C)_{0} & =I, \\
(A, B, C)_{m+1} & =(A, B, C)_{m}(B+m I)(A+m I)(C+m I)^{-1},
\end{aligned}
$$

and $[A, B, C]_{m}$ for the matrix function

$$
\begin{aligned}
{[A, B, C]_{0} } & =I, \\
{[A, B, C]_{m+1} } & =[A, B, C]_{m}\left(m^{2} I+m(A-I)+B\right)(C+m I)^{-1} .
\end{aligned}
$$

Definition 1.3.10. Let $A, B, C \in \mathbb{C}^{N \times N}$ such that $\sigma(C) \cap\{0,-1,-2, \cdots\}=\varnothing$, we define

$$
{ }_{2} F_{1}\left[\begin{array}{c}
A, B  \tag{1.39}\\
C
\end{array} ; z\right]=\sum_{n=0}^{\infty} \frac{z^{n}}{n!}(A, B, C)_{n} .
$$

Definition 1.3.11. Let $C, U, V \in \mathbb{C}^{N \times N}$ such that $\sigma(C) \cap\{0,-1,-2, \cdots\}=\varnothing$, we define

$$
{ }_{2} H_{1}\left[\begin{array}{c}
U, V  \tag{1.40}\\
C
\end{array} ; z\right]=\sum_{n=0}^{\infty} \frac{z^{n}}{n!}[U, V, C]_{n} .
$$

The following theorem characterizes the vector-valued analytic solutions of certain second order matrix differential equations.

Theorem 1.3.12. [98] If $\sigma(C) \cap\{0,-1,-2, \cdots\}=\varnothing$ then,

1. The function ${ }_{2} H_{1}[\stackrel{U, V}{C} ; x]$ is analytic on $|x|<1$ with values in $\mathbb{C}^{N \times N}$.
2. If $G_{0} \in \mathbb{C}^{N}$, then ${ }_{2} H_{1}\left[\begin{array}{c}U, V \\ C\end{array} x\right] G_{0}$ is a solution of the hypergeometric equation

$$
\begin{equation*}
x(1-x) G^{\prime \prime}+G^{\prime}(C-x U)-G V=0 \tag{1.41}
\end{equation*}
$$

such that $G(0)=G_{0}$. Conversely any solution $G$ at $x=0$ is of this form.
In the particular case when there exist matrices $A$ and $B$ such that $U=I+A+B$ and $V=A B$, equation (1.41) can be solved by means of the matrix-hypergeometric function (1.39).

Theorem 1.3.13. [98] If $\sigma(C) \cap\{0,-1,-2, \cdots\}=\varnothing$ then,

1. The function ${ }_{2} F_{1}\left[\begin{array}{c}A, B \\ C\end{array} x\right]$ is analytic on $|x|<1$ with values in $\mathbb{C}^{N \times N}$.
2. If $G_{0} \in \mathbb{C}^{N}$, then ${ }_{2} F_{1}[\stackrel{A, B}{C} ; x] G_{0}$ is a solution of the hypergeometric equation

$$
x(1-x) G^{\prime \prime}+G^{\prime}(C-x(I+A+B))-G A B=0
$$

such that $G(0)=G_{0}$. Conversely any solution $G$ at $x=0$ is of this form.
Observation 1.3.14. In general and because of the different order in which the coefficients and the eigenvalues are multiplied, the matrix equation

$$
x(1-x) P_{n}^{\prime \prime}(x)+P_{n}^{\prime}(x) F_{1}(x)+P_{n}(x) F_{0}=\Lambda_{n} P_{n}(x)
$$

does not fit in the form of the previous ones. However, for a differential operator $D$ such that there exists a family of orthogonal polynomials $\left(P_{n}\right)_{n}$ with $D P_{n}=\Lambda_{n} P_{n}$ and $\Lambda_{n}$ is a diagonal matrix for all $n \geq 0$, then we can rewrite the previous equation as a set of $N$ differential equations for the rows of the matrix orthogonal polynomials $P_{n, i}$, and these equations are of the form (1.41),

$$
x(1-x) P_{n, i}^{\prime \prime}(x)+P_{n, i}^{\prime}(x)\left(F_{1}(x)-\lambda_{i} I\right)+P_{n, i}(x) F_{0}=0 .
$$

Notice that, because of Lemma 1.3.3, for a symmetric differential operator $D$ with respect to a weight matrix $W$ we can always find a sequence of orthogonal polynomials $\left(P_{n}\right)_{n}$ such that $D\left(P_{n}\right)=\Lambda_{n} P_{n}$, and $\Lambda_{n}$ are diagonal matrices.

### 1.3.2 Matrix difference operators

A finite difference operator can be expanded in terms of several basis. We can use powers of the difference operators $\Delta$ and $\nabla$ defined by

$$
\Delta(f(x))=f(x+1)-f(x), \quad \nabla(f(x))=f(x)-f(x-1)
$$

Cross powers $\Delta^{i} \nabla^{j}$ are not needed since they are linear combinations of powers of $\Delta$ and $\nabla$ (it is an easy consequence of the formula $\Delta \nabla=\Delta-\nabla$ ). We can also use the shift operators, $\mathfrak{s}_{l}(F)(x)=F(x+l)$ with $l \in \mathbb{Z}$. We can change from the basis $\Delta^{k}, \nabla^{k}, k \geq 0$, to the basis $\mathfrak{s}_{l}$, by using the formulas $(k \geq 0)$

$$
\begin{aligned}
\Delta^{k} & =\sum_{l=0}^{k}(-1)^{k-l}\binom{k}{l} \mathfrak{s}_{l}, \\
\mathfrak{s}_{k} & =\sum_{l=0}^{k}\binom{k}{l} \Delta^{l}
\end{aligned}
$$

$$
\nabla^{k}=\sum_{l=0}^{k}(-1)^{l}\binom{k}{l} \mathfrak{s}_{-l}
$$

$$
\mathfrak{s}_{-k}=\sum_{l=0}^{k}(-1)^{l}\binom{k}{l} \nabla^{l}
$$

Since $\mathfrak{S}_{-1} \circ \mathfrak{S}_{1}$ is the identity operator, all the shift operators are powers (positive or negative) of $\mathfrak{s}_{1}$. We will mostly use the shift operators $\mathfrak{s}_{l}, l \in \mathbb{Z}$ (see (1.33)) to define matrix difference operators, and eventually we will change to the $\Delta$ and $\nabla$ operators.

Taking into account Lemma 1.3.3, if a weight matrix $W$ has a symmetric second order difference operator $D$ such that for any polynomial $P, D(P)$ is a polynomial with degree
at most the degree of $P$, then their orthonormal polynomials $\left(P_{n}\right)_{n}$ (and then, any other sequence of orthogonal polynomials with respect to $W$ ) satisfy a second order difference equations of the form

$$
\begin{equation*}
P_{n}(x+1) F_{1}(x)+P_{n}(x) F_{0}(x)+P_{n}(x-1) F_{-1}(x)=\Lambda_{n} P_{n}(x) \tag{1.42}
\end{equation*}
$$

The following lemma (Lemma 3.2 of [35]) characterizes the coefficients of finite difference operators, $D$ such that for every polynomial $P, D(P)$ is a polynomial with degree at most the degree of $P$.

Lemma 1.3.15. [35] Let $D$ be a finite difference operator

$$
\begin{equation*}
D(\cdot)=\sum_{l=s}^{r} \mathfrak{s}_{l}(\cdot) F_{l} \tag{1.43}
\end{equation*}
$$

The following conditions are equivalent
(i) For any matrix polynomial $P, D(P)$ is also a polynomial with degree at most the degree of $P$.
(ii) The functions $F_{l}, l=s, \cdots, r$, are polynomials of degree at most $r-s$ and $\operatorname{dgr}\left(\sum_{l=s}^{r} l^{k} F_{l}\right) \leq k$ for $k=0, \cdots, r-s$.

Proceeding as we did for matrix differential operators with orthogonal polynomials as eigenfunctions, one can relate matrix orthogonal polynomials being eigenfunctions of difference operators with a discrete-discrete non-commutative bispectral problem.

In the discrete case one also finds families of orthogonal polynomials being eigenfunctions of various independent difference operator. Given a weight matrix $W$ and a sequence of orthogonal polynomials with respect to it $\left(P_{n}\right)_{n}$, we define the algebra $\mathfrak{D}(W)$ by

$$
\begin{equation*}
\mathfrak{D}(W)=\left\{D=\sum_{k=s}^{r} \mathfrak{s}_{k} F_{k}(x) \mid D\left(P_{n}\right)=\Lambda_{n} P_{n}, s<r, n \geq 0\right\} \tag{1.44}
\end{equation*}
$$

Although we use the same notation for the algebra of difference operators and differential operators, the context will make clear which we are dealing with. Because of the left linearity of such a difference operator, it is clear that the definition does not depend on the sequence of matrix orthogonal polynomials but only on the weight. We say that a difference operator $D$ of the form (1.43) with $F_{s}, F_{r} \neq 0$ has order $r-s$ and genre $(r, s)$.

Fixed a sequence of orthogonal polynomials with respect to a weight matrix $W$, each difference operator in $\mathfrak{D}$ is determined by the sequence of eigenvalues $\left(\Lambda_{n}(D)\right)_{n}$.

Theorem 1.3.16. [35] Let $D$ be a difference operator in $\mathfrak{D}(W)$ with $D\left(P_{n}\right)=\Lambda_{n}(D) P_{n}$. Then, $D$ is determined by the sequence $\left(\Lambda_{n}(D)\right)_{n}$. Set $\Lambda(D, n)=\Lambda_{n}(D)$, for each $n \geq 0$, the application $D \rightarrow \Lambda(D, n)$ is a representation of $\mathfrak{D}(W)$ in $\mathbb{C}^{N \times N}$ and the sequence of representation $\left(\Lambda_{n}\right)_{n}$ separates elements of $\mathfrak{D}(W)$.

If $D \in \mathfrak{D}(W)$, then the $n$-th eigenvalue associated to the sequence of monic orthogonal polynomials $\left(P_{n}\right)_{n}$ is a matrix polynomial in $n$ with degree at most the order of $D$.

Theorem 1.3.17. [35] Let $D=\sum_{l=s}^{r} \mathfrak{s}_{l} F_{l}$ a difference operator such that $D\left(P_{n}\right)=\Lambda_{n} P_{n}$, where $\left(P_{n}\right)_{n}$ is the sequence of monic orthogonal polynomials with respect to $W$. If $F_{l}=$ $\sum_{i=0}^{r-s} F_{l}^{i} x^{i}$, then

$$
\Lambda_{n}=\sum_{k=0}^{r-s}\binom{n}{k} \sum_{l=s}^{r} l^{k} F_{l}^{k}
$$

Hence the matrix $\Lambda_{n}$ is a polynomial in $n$ of degree at most the order $r-s$ of $D$.
The algebra of difference operators associated to a weight matrix $W$ can be endowed with a *-operation.

Theorem 1.3.18. [35] For any $D \in \mathfrak{D}(W)$ there is a unique difference operator $D^{*} \in$ $\mathfrak{D}(W)$ such that $\langle D(P), Q\rangle=\left\langle P, D^{*}(Q)\right\rangle$. We shall refer to $D^{*}$ as the adjoint of $D$. The map $D \mapsto D^{*}$ is then a*-operation in the algebra $\mathfrak{D}(W)$. If the operator $D$ has genre $(s, r)$ then, $D^{*}$ has genre $(-r,-s)$.

By Lemma 1.3 .3 it is clear that symmetric operators $D$ not raising the degree of polynomials are always in $\mathfrak{D}(W)$ and can be characterized in terms of its eigenvalues with respect to a sequence of orthonormal polynomials. If we denote by $\mathcal{S}(W) \subset \mathfrak{D}(W)$ the subset of symmetric difference operator, then $\mathcal{S}(W)$ is a real form of the space $\mathcal{D}(W)$, [35],

$$
\mathfrak{D}(W)=\mathcal{S}(W) \oplus i \mathcal{S}(W)
$$

From theorem 1.3 .18 it follows that a finite order difference operator $D$ (1.43) symmetric with respect to a weight matrix and the degree of $D(P)$ is at most the degree of $P$ for all matrix polynomials $P$ has genre $(-r, r)$ and order $2 r$. The symmetry of a finite order difference operator satisfying this condition with respect to a discrete weight matrix $W$ can be guaranteed by a finite set of commuting and difference equations together with certain boundary conditions. In fact, the following theorem holds:

Theorem 1.3.19. [35] For $r \geq 0$, let $D$ be the finite difference operator

$$
\begin{equation*}
D(\cdot)=\sum_{l=-r}^{r} \mathfrak{s}_{l}(\cdot) F_{l}(x) \tag{1.45}
\end{equation*}
$$

where $F_{l}(x), l=-r, \cdots, r$ are matrix polynomials. Let $W$ be the discrete weight matrix with support $\mathfrak{S}$, given by

$$
\begin{equation*}
W=\sum_{x \in \mathfrak{S}} W(x) \delta_{x} . \tag{1.46}
\end{equation*}
$$

Suppose that the coefficients $F_{l}$ and the weight matrix $W$ satisfy the following equations

$$
\begin{equation*}
F_{l}(x-l) W(x-l)=W(x) F_{-l}^{*}(x), \quad \text { for } x \in(l+\mathfrak{S}) \cap \mathfrak{S}, \text { and } l=0,1, \cdots, r \tag{1.47}
\end{equation*}
$$

and the boundary conditions

$$
\begin{align*}
& F_{l}(x-l) W(x-l)=0, \text { for } x \in(l+\mathfrak{S}) \backslash \mathfrak{S},  \tag{1.48}\\
& W(x) F_{-l}^{*}(x)=0, \text { for } x \in \mathfrak{S} \backslash(l+\mathfrak{S}),  \tag{1.49}\\
& \text { and } l=1, \cdots, r, \\
& l
\end{align*}
$$

Then, the difference operator (1.45) is symmetric with respect to $W$.

### 1.3.3 Matrix $q$-difference operators

In the whole thesis, $q$ denotes a real number with $0<q<1$. A $q$-difference operator can be expressed in terms of $q$-differential basic operators ( $q$-derivatives)

$$
D_{q}(f(x))=\frac{f(x)-f(q x)}{(1-q) x}, \quad D_{q^{-1}}(f(x))=\frac{f(x)-f\left(q^{-1} x\right)}{\left(1-q^{-1}\right) x}
$$

or in terms of $q$-shift operators $\mathfrak{E}_{l}(f(x))=f\left(q^{l} x\right)$. For a matter of simplicity in the result exhibited here and in the foregoing chapters, we chose to study matrix $q$-difference operators expressed in terms of $q$-shift operators. In particular, and because of Lemma 1.3.3 we focus our attention in those $q$-difference operators taking matrix polynomials into matrix polynomials and not raising the degree, i.e

$$
D: \mathbb{C}_{k}^{N \times N}[x] \rightarrow \mathbb{C}_{k}^{N \times N}[x] .
$$

Then, we have to consider $q$-difference operators of the form

$$
D(\cdot)=\sum_{l=s}^{r} \mathfrak{E}_{l}(\cdot) F_{l}(x), \quad F_{l}(x) \in \mathbb{C}^{N \times N}\left[x^{-1}\right],
$$

where $F_{l}(x)$ satisfy some degree conditions, as it is shown in the following theorem, that is a straightforward adaptation of Theorem 3.2 [35]

Theorem 1.3.20. Let

$$
\begin{equation*}
D=\sum_{l=s}^{r} \mathfrak{E}_{l}(\cdot) F_{l}(x), \tag{1.50}
\end{equation*}
$$

with $r, s$ integers such that $s \leq r$. The following conditions are equivalent:
(i) $D: \mathbb{C}_{k}^{N \times N}[x] \rightarrow \mathbb{C}_{k}^{N \times N}[x]$ for all $k \geq 0$.
(ii) $F_{l}(x) \in \mathbb{C}_{r-s}^{N \times N}\left[x^{-1}\right]$ for $l=s, \ldots, r$ and $\sum_{l=s}^{r} q^{l k} F_{l}(x) \in \mathbb{C}_{k}^{N \times N}\left[x^{-1}\right]$ for $k=0, \ldots, r-s$.

We say that a $q$-difference operator of the form (1.50) has order $r-s$ and genre $r, s$ ). It happens that if a $q$-difference operator is symmetric with respect to a weight matrix, then $s=-r$. The following theorem establishes the symmetry equations and boundary condition that assure the symmetry of a $q$-difference operator with order $2 r$ and genre $(r,-r)$, with respect to a $q$-weight.

Theorem 1.3.21. For $r \geq 0$, let $D$ be the $q$-difference operator

$$
\begin{equation*}
D=\sum_{l=-r}^{r} \mathfrak{E}_{l}(\cdot) F_{l}(x) \tag{1.51}
\end{equation*}
$$

where $F_{l}(x)$ are matrix polynomials in $x^{-1}$. Let $W$ be a $q$-weight given by

$$
W=\sum_{x=0}^{\infty} W\left(q^{x}\right) \delta_{q^{x}} .
$$

Suppose that the coefficients $F_{l}$ and the $q$-weight matrix $W$ satisfy the following equations

$$
\begin{align*}
F_{0}\left(q^{x}\right) W\left(q^{x}\right) & =W\left(q^{x}\right) F_{0}\left(q^{x}\right)^{*}, \quad x \in \mathbb{N},  \tag{1.52}\\
F_{l}\left(q^{x-l}\right) W\left(q^{x-l}\right) & =q^{l} W\left(q^{x}\right) F_{-l}\left(q^{x}\right)^{*}, \quad x \geq l \tag{1.53}
\end{align*}
$$

and the boundary conditions

$$
\begin{align*}
F_{-l}\left(q^{x}\right) W\left(q^{x}\right) & =0, & \text { for } x=0, \cdots, l-1, \text { and } l=1, \cdots, r  \tag{1.54}\\
\lim _{x \rightarrow \infty} q^{2 x} F_{l}\left(q^{x}\right) W\left(q^{x}\right) & \rightarrow 0, & \text { for } l=1, \cdots, r \\
\lim _{x \rightarrow \infty} q^{x}\left(F_{l}\left(q^{x}\right) W\left(q^{x}\right)-W\left(q^{x}\right) F_{l}\left(q^{x}\right)^{*}\right) & \rightarrow 0, & \text { for } l=1, \cdots, r .
\end{align*}
$$

Then, the $q$-difference operator $D$ is symmetric with respect to $W$.
Proof. Let $D$ be a $q$-difference operator of the form (1.51) and $W$ a $q$-weight such that the symmetry equations (1.52) and (1.53) as well as the boundary conditions (1.54) hold. For $M$ large enough (much bigger that $r$ ) we consider the truncated inner product

$$
\langle P, Q\rangle^{M}=\sum_{x=0}^{M} q^{x} P\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*} .
$$

It is clear that for any two matrix polynomials $P, Q \in \mathbb{C}^{N \times N}[x]$

$$
\lim _{M \rightarrow \infty}\langle P, Q\rangle^{M}=\langle P, Q\rangle .
$$

We are going to prove that

$$
\langle D(P), Q\rangle^{M}=\langle P, D(Q)\rangle^{M}+\Theta(M, x)
$$

where $\Theta(M, x)$ is a matrix function such that $\lim _{M \rightarrow \infty} \Theta(M, x)=0$.
Let $P, Q \in \mathbb{C}^{N \times N}[x]$. Then,

$$
\begin{align*}
\langle D(P), Q\rangle^{M}= & \sum_{x=0}^{M} \sum_{k=-r}^{r} P\left(q^{k+x}\right) F_{k}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*} q^{x}  \tag{1.55}\\
= & \sum_{x=0}^{M} \sum_{k=1}^{r} P\left(q^{x-k}\right) F_{-k}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*} q^{x}+\sum_{x=0}^{M} P\left(q^{x}\right) F_{0}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*} q^{x} \\
& +\sum_{x=0}^{M} \sum_{k=1}^{r} P\left(q^{k+x}\right) F_{k}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*} q^{x} .
\end{align*}
$$

Taking into account the symmetry equation (1.53) we can write the first factor on the previous sum as

$$
\begin{aligned}
\sum_{k=1}^{r} \sum_{x=0}^{M} P\left(q^{x-k}\right) F_{-k}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*} q^{x}= & \sum_{k=1}^{r} \sum_{x=0}^{M} P\left(q^{x-k}\right) q^{k} F_{-k}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*} q^{x-k} \\
= & \sum_{k=1}^{r} \sum_{x=k}^{M} P\left(q^{x-k}\right) W\left(q^{x-k}\right) F_{k}\left(q^{x-k}\right)^{*} Q\left(q^{x}\right)^{*} q^{x-k} \\
& +\sum_{k=1}^{r} \sum_{x=0}^{k-1} P\left(q^{x-k}\right) F_{-k}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*} q^{x} .
\end{aligned}
$$

By the first boundary condition $\sum_{x=0}^{k-1} P\left(q^{x-k}\right) F_{-k}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*} q^{x}=0$ for $k=1, \cdots, r$, then, we get

$$
\begin{align*}
\sum_{k=1}^{r} \sum_{x=0}^{M} P\left(q^{x-k}\right) F_{-k}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*} q^{x}= & \sum_{k=1}^{r} \sum_{x=0}^{M} P\left(q^{x}\right) W\left(q^{x}\right) F_{k}\left(q^{x}\right)^{*} Q\left(q^{x+k}\right)^{*} q^{x}  \tag{1.56}\\
& -\sum_{k=1}^{r} \sum_{x=M-k+1}^{M} P\left(q^{x}\right) W\left(q^{x}\right) F_{k}\left(q^{x}\right)^{*} Q\left(q^{x+k}\right)^{*} q^{x}
\end{align*}
$$

By proceeding as above we obtain the following identity concerning the third factor in (1.55)

$$
\begin{align*}
\sum_{x=0}^{M} \sum_{k=1}^{r} P\left(q^{k+x}\right) F_{k}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*} q^{x} & =\sum_{k=1}^{r} \sum_{x=0}^{M} P\left(q^{x}\right) W\left(q^{x}\right) F_{-k}\left(q^{x}\right)^{*} Q\left(q^{x-k}\right) q^{x}  \tag{1.57}\\
& +\sum_{k=1}^{r} \sum_{x=M-k+1}^{M} P\left(q^{x+k}\right) F_{k}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right) q^{x} .
\end{align*}
$$

For the remaining factor in (1.55), $\sum_{x=0}^{M} P\left(q^{x}\right) F_{0}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{*} q^{x}$ it suffices to use symmetry equation (1.52) to get

$$
\begin{equation*}
\sum_{x=0}^{M} P\left(q^{x}\right) F_{0}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right)^{\star} q^{x}=\sum_{x=0}^{M} P\left(q^{x}\right) W\left(q^{x}\right) F_{0}\left(q^{x}\right)^{\star} Q\left(q^{x}\right)^{\star} q^{x} . \tag{1.58}
\end{equation*}
$$

Taking into account (1.56), (1.57) and (1.58) we can write (1.55) as

$$
\begin{align*}
\langle D(P), Q\rangle^{M} & =\sum_{x=0}^{M} \sum_{k=-r}^{r} P\left(q^{x}\right) W\left(q^{x}\right) F_{k}\left(q^{x}\right)^{*} Q\left(q^{x+k}\right)^{*} q^{x}+\Theta(M, x)  \tag{1.59}\\
& =\langle P, D(Q)\rangle^{M}+\Theta(M, x) .
\end{align*}
$$

where
$\Theta(M, x)=\sum_{k=1}^{r}\left(\sum_{x=M-k+1}^{M} P\left(q^{x+k}\right) F_{k}\left(q^{x}\right) W\left(q^{x}\right) Q\left(q^{x}\right) q^{x}-\sum_{x=M-k+1}^{M} P\left(q^{x}\right) W\left(q^{x}\right) F_{k}\left(q^{x}\right)^{*} Q\left(q^{x+k}\right)^{*} q^{x-k}\right)$.
By taking limits in (1.59) we get

$$
\langle D(P), Q\rangle=\langle P, D(Q)\rangle+\lim _{M \rightarrow \infty} \Theta(M, x)
$$

Then, it just remains to see that $\Theta(M, x) \rightarrow 0$ when $M \rightarrow \infty$ to obtain the desired result. To see this write $P(x)=P_{0}+x \bar{P}(x)$ and $Q=Q_{0}+x \bar{Q}(x)$. Then, by expanding the expression in (1.60) and taking into account the second and third boundary conditions (1.54) we obtain

$$
\lim _{M \rightarrow \infty} \Theta(M, x)=0
$$

and then, we can conclude that $\langle D(P), Q\rangle=\langle P, D(Q)\rangle$ for all $P, Q \in \mathbb{C}^{N \times N}[x]$.

## Chapter 2

## Matrix polynomials satisfying difference equations

Recall that the discrete classical orthogonal polynomials are those families of orthogonal polynomials satisfying a second order difference equation of the form

$$
\sigma(x) \Delta \nabla p(x)+\tau(x) \Delta p(x)=\lambda p(x), \quad \sigma, \tau \in \mathbb{C}[x], \quad \operatorname{dgr}(\sigma) \leq 2, \operatorname{dgr}(\tau)=1
$$

This difference equation can also be written in terms of shift operators

$$
\begin{equation*}
f_{-1}(x) \mathfrak{s}_{-1} p(x)+f_{0}(x) \mathfrak{s}_{0} p(x)+f_{1}(x) \mathfrak{s}_{1} p(x)=\lambda p(x) \tag{2.1}
\end{equation*}
$$

where $f_{1}=\sigma+\tau, f_{0}=-2 \sigma-\tau, f_{-1}=\sigma$.
The discrete classical orthogonal polynomials can be classified in four big families as one can see, for instance, in [62], [77], [83], [93]. These families are

1. Charlier polynomials. For $a>0$,

$$
c_{n}^{a}(x)={ }_{2} F_{0}\left(\begin{array}{c|c}
-n,-x & -\frac{1}{a}  \tag{2.2}\\
-
\end{array}\right)=\sum_{k=0}^{n}(-1)^{k} a^{-k}\binom{n}{k}\binom{x}{k} k!.
$$

They satisfy the orthogonality relation

$$
\sum_{x=0}^{\infty} \frac{a^{x}}{x!} c_{n}^{a}(x) c_{m}^{a}(x)=a^{-n} e^{a} n!\delta_{m n}
$$

2. Meixner polynomials. For $c>0,0<a<1$,

$$
m_{n}^{c, a}(x)={ }_{2} F_{1}\left(\begin{array}{c|c}
-n-x & 1-\frac{1}{m u}
\end{array}\right) .
$$

They satisfy the orthogonality relation

$$
\sum_{x=0}^{\infty} \frac{a^{x} \Gamma(x+c)}{\Gamma(c) x!} m_{n}^{c, a}(x) m_{r}^{c, a}(x)=\frac{a^{-n} n!}{(c)_{n}(1-a)^{c}} \delta_{n r}
$$

3. Krawtchouk polynomials. For $\kappa \in \mathbb{N}$ and $0<p<1$, the Krawchuck polynomials are defined by

$$
k_{n}(x)={ }_{2} F_{1}\left(\begin{array}{c|c}
-n,-x & \frac{1}{p} \\
-\kappa &
\end{array}\right) .
$$

They satisfy the orthogonality relation

$$
\sum_{x=0}^{\kappa} \frac{(\kappa-x+1)_{x} p^{x}(1-p)^{\kappa-x}}{x!} k_{n}(x) k_{m}(x)=\frac{(-1)^{n} n!}{(-\kappa)_{n}}\left(\frac{1-p}{p}\right)^{n} \delta_{n m}
$$

4. Hahn polynomials. For $\kappa \in \mathbb{N}, a>-1$ and $b>-1$ the Hahn polynomials are defined by

$$
h_{n}(x)={ }_{3} F_{2}\left(\left.\begin{array}{c}
-n,-n+a+b+1,-x \\
a+1,-\kappa
\end{array} \right\rvert\, 1\right) .
$$

They satisfy the orthogonality relation

$$
\sum_{x=0}^{\kappa} \frac{(a+1)_{x}(b+1)_{\kappa-x}}{x!(\kappa-x)!} h_{n}(x) h_{m}(x)=\frac{(-1)^{n}(n+a+b+1)_{\kappa+1}(b+1)_{n} n!}{(2 n+a+b+1)(a+1)_{n}(-\kappa)_{n}(\kappa)!} \delta_{n m}
$$

For more details on the classical discrete orthogonal polynomials and some interesting relations among them we refer to [93], [76], [77].

We consider the following matrix analogue to (2.1)

$$
\begin{equation*}
\mathfrak{s}_{-1}(\cdot) F_{1}(x)+\mathfrak{s}_{0}(\cdot) F_{0}(x)+\mathfrak{s}_{-1}(\cdot) F_{-1}(x) \tag{2.3}
\end{equation*}
$$

where $F_{i}$ are matrix polynomials satisfying the conditions given in Lemma 1.3.15 that, in this particular case, take the form

$$
\operatorname{dgr}\left(F_{i}\right) \leq 2, \quad \operatorname{dgr}\left(F_{1}-F_{-1}\right) \leq 1, \quad \operatorname{dgr}\left(F_{-1}+F_{0}+F_{1}\right)=0 .
$$

These conditions imply that the degree of $D(P)$ is, at most, the degree of P . The symmetry equations (1.47) for such a difference equations are

$$
\begin{align*}
F_{1}(x-1) W(x-1) & =W(x) F_{-1}^{*}(x), \quad \text { for } x=1,2, \cdots, \kappa,  \tag{2.4}\\
F_{0}(x) W(x) & =W(x) F_{0}^{*}(x), \quad \text { for } x=0,1, \cdots, \kappa . \tag{2.5}
\end{align*}
$$

and the boundary conditions (1.48) are given by

$$
\begin{align*}
W(0) F_{-1}^{*}(0) & =0,  \tag{2.6}\\
F_{1}(\kappa) W(\kappa) & =0, \quad \text { if } \kappa \text { is a positive integer. } \tag{2.7}
\end{align*}
$$

In this chapter we present a method to solve the symmetry equations (2.4). Using this method we will construct explicit examples of matrix difference operators and discrete weights satisfying both (2.4) and (2.5) as well as the boundary conditions (2.6), (2.7). That is, we construct pairs of difference operators and discrete weights $(D, W)$ such that $D$ is symmetric with respect to $W$.

Along the rest of this chapter, $W$ is a discrete weight matrix

$$
W=\sum_{x=0}^{\kappa} W(x) \delta_{x}, \quad \kappa \in \mathbb{N} \text { or } \kappa=\infty
$$

and $D$ is a difference operator of the form (2.3)

### 2.1 A method for solving the difference equations for the weight matrix

We now describe a method for constructing discrete weight matrices $W$ and matrix polynomials $F_{1}$ and $F_{-1}$ such that the first order difference equation (2.4) holds. The method is based on the following assumption on the coefficients $F_{1}$ and $F_{-1}$ : there exists a scalar function $s$ such that for $x \in\{1,2, \cdots, \kappa\}, s(x) \neq 0$ and

$$
F_{1}(x-1) F_{-1}(x)=|s(x)|^{2} I
$$

We now look for a weight matrix $W$ factorized in the form

$$
W=\sum_{x=0}^{\kappa} T(x) T^{*}(x) \delta_{x}
$$

where $T$ is the matrix function satisfying $T(0)=I$ and the first order difference equation

$$
T(x-1)=\frac{F_{-1}(x)}{s(x)} T(x), \quad \text { for } x \in\{1,2, \cdots, \kappa\}
$$

With this choice of $W$ we have

$$
\begin{aligned}
F_{1}(x-1) W(x-1) & =F_{1}(x-1) T(x-1) T^{*}(x-1) \\
& =F_{1}(x-1) \frac{F_{-1}(x)}{s(x)} T(x) T^{*}(x) \frac{F_{-1}^{*}(x)}{\overline{s(x)}} \\
& =\frac{F_{1}(x-1) F_{-1}(x)}{s(x) \overline{s(x)}} W(x) F_{-1}^{*}(x) \\
& =W(x) F_{-1}^{*}(x) .
\end{aligned}
$$

So equation (2.4) holds.
We have thus proved the following theorem.
Theorem 2.1.1. Let $\kappa$ be either a positive integer or infinite, and $F_{1}$ and $F_{-1}$ matrix polynomials. Assume that there exists a scalar function $s(x)$ such that for $x=1, \cdots, \kappa$, $s(x) \neq 0$ and

$$
F_{1}(x-1) F_{-1}(x)=|s(x)|^{2} I, \quad x \in\{1, \cdots, \kappa\}
$$

Write $T$ for the solution of the first order difference equation

$$
T(x-1)=\frac{F_{-1}(x)}{s(x)} T(x), \quad \text { for } x \in\{1, \cdots, \kappa\}, \quad T(0)=I .
$$

Then, the weight matrix

$$
W=\sum_{x=0}^{\kappa} T(x) T^{*}(x) \delta_{x}
$$

satisfies the difference equation (2.4).

### 2.2 Four families of illustrative examples

In this section we show four families of orthogonal polynomials satisfying second order difference equations of the form

$$
\begin{equation*}
P_{n}(x-1) F_{-1}(x)+P_{n}(x) F_{0}(x)+P_{n}(x+1) F_{1}(x)=\Lambda_{n} P_{n}(x), \tag{2.8}
\end{equation*}
$$

that we have constructed with our method. These families are classified in accordance with the degree of the coefficient $F_{1}$.

We recall that the matrices $A$ and $J$ are given by

$$
A=\sum_{i=1}^{N-1} v_{i} \mathcal{E}_{i, i+1}, \quad J=\sum_{i=1}^{N}(N-i) \mathcal{E}_{i, i}
$$

where $v_{1}, v_{2}, \cdots, v_{N-1} \in \mathbb{C}$.

### 2.2.1 Example with $\operatorname{dgr}\left(F_{1}\right)=0$

In our first example the coefficient $F_{1}$ of its associated second order difference operator does not depend on $x$. The example can be considered as a matrix relative of the Charlier scalar weight.

Theorem 2.2.1. Let $a$ be a positive real number. The second order difference operator

$$
\begin{equation*}
D(\cdot)=a \mathfrak{s}_{1}(\cdot)(I+A)+\mathfrak{s}_{0}(\cdot)\left(-J-(I+A)^{-1} x\right)+\mathfrak{s}_{-1}(\cdot)(I+A)^{-1} x \tag{2.9}
\end{equation*}
$$

is symmetric with respect to the weight matrix defined by

$$
\begin{equation*}
W=\sum_{x \in \mathbb{N}} \frac{a^{x}}{x!}(I+A)^{x}\left(I+A^{*}\right)^{x} \delta_{x} \tag{2.10}
\end{equation*}
$$

Moreover the monic orthogonal polynomials with respect to $W$ are common eigenfunctions of $D$ with eigenvalues given by

$$
\Lambda_{n}=a(I+A)-J-n(I+A)^{-1}
$$

Before we prove Theorem 2.2.1 we announce an prove a Lemma that will be used.
Lemma 2.2.2. Let $A$ and $J$ be the matrices given by (1.25), and let $f$ be an analytic function at 0 . Write $S=f(A)$. Then, $[S, J]=-A f^{\prime}(A)$. In particular, for $S=\log (I+A)$ we have $[S, J]=-I+(I+A)^{-1}$.

Proof. Write $f(z)=\sum_{k=0}^{\infty} a_{k} z^{k}$. It is easy to check that for $k \geq 0\left[A^{k}, J\right]=-k A^{k}$. Then,

$$
[S, J]=\sum_{k=0}^{\infty} a_{k}\left[A^{k}, J\right]=-\sum_{k=0}^{\infty} k a_{k} A^{k}=-A f^{\prime}(A)
$$

Proof. For this example we have that $\kappa$ is infinite and

$$
\begin{align*}
F_{-1} & =(I+A)^{-1} x,  \tag{2.11}\\
F_{0} & =-J-(I+A)^{-1} x,  \tag{2.12}\\
F_{1} & =a(I+A) . \tag{2.13}
\end{align*}
$$

We now use Theorem 1.3.19 for $r=1$ to prove that the operator $D$ is symmetric. We have to check the boundary condition $W(0) F_{-1}^{*}(0)=0$ and the equations

$$
\begin{aligned}
F_{1}(x-1) W(x-1) & =W(x) F_{-1}^{*}(x), \quad \text { for } x=1,2, \cdots \\
F_{0}(x) W(x) & =W(x) F_{0}^{*}(x), \quad \text { for } x=0,1, \cdots
\end{aligned}
$$

We proceed in three steps.
First Step. Boundary condition $W(0) F_{-1}^{*}(0)=0$.
Since $F_{-1}(x)=(I+A)^{-1} x$, we have $F_{-1}(0)=0$ and the boundary condition follows straightforwardly.

Second Step. $F_{1}(x-1) W(x-1)=W(x) F_{-1}^{*}(x)$ for $x=1,2, \cdots$.
We use Theorem 2.1 .1 to prove that $F_{1}, F_{-1}$ and $W$ satisfy this first order difference equation.

We first check that for $s(x)=\sqrt{a x}$ the matrix polynomials $F_{-1}$ and $F_{1}$ satisfy

$$
F_{1}(x-1) F_{-1}(x)=s^{2}(x) I, \quad x \geq 1
$$

But this is straightforward from the definition of $F_{-1}$ and $F_{1}$ (see (2.11) and (2.13)).
We then factorize the matrix weight $W$ in the form $W=\sum_{x=0}^{\infty} T(x) T^{*}(x) \delta_{x}$, where

$$
T(x)=\sqrt{\frac{a^{x}}{x!}}(I+A)^{x}
$$

Since $T(0)=I$, we only have to check that for $x \geq 1, T(x-1)=\frac{F_{-1}(x)}{s(x)} T(x)$. Indeed, we have

$$
\begin{aligned}
\frac{F_{-1}(x)}{s(x)} T(x) & =\frac{(I+A)^{-1} x}{\sqrt{a x}} \sqrt{\frac{a^{x}}{x!}}(I+A)^{x}=\sqrt{\frac{x}{a}} \sqrt{\frac{a^{x}}{x!}}(I+A)^{-1}(I+A)^{x} \\
& =\sqrt{\frac{a^{x-1}}{(x-1)!}}(I+A)^{x-1}=T(x-1) .
\end{aligned}
$$

Theorem 2.1.1 gives now that $F_{1}, F_{-1}$ and $W$ satisfy $F_{1}(x-1) W(x-1)=W(x) F_{-1}^{*}(x)$ for $x=1,2, \cdots$.

Third Step. $F_{0}(x) W(x)=W(x) F_{0}^{*}(x)$ for $x \in \mathbb{N}$.
Since $W(x)=T(x) T^{*}(x)$ the equation $F_{0} W=W F_{0}^{*}$ is straightforwardly equivalent to the Hermiticity of the function

$$
\chi(x)=T^{-1}(x) F_{0}(x) T(x), \quad x \in \mathbb{N}
$$

We now explicitly compute the function $\chi$ to see that actually it is a real diagonal matrix function. To do that, we expand the function $\chi(x)$ in a power series. By writing $S=$ $\log (I+A)$ we get $(I+A)^{x}=e^{S x}$. Taking into account that $A$ and $S$ commute, and using formula (1.24), we have

$$
\begin{aligned}
\chi(x) & =T^{-1}(x) F_{0} T(x)=e^{-S x}\left(-J-(I+A)^{-1} x\right) e^{S x} \\
& =\sum_{i=0}^{\infty} \frac{(-1)^{i+1}}{i!} \operatorname{ad}_{S}^{i} J x^{i}-(I+A)^{-1} x .
\end{aligned}
$$

To compute $\operatorname{ad}_{S}^{i} J, i \geq 1$, we use Lemma 2.2.2 and we get

$$
\operatorname{ad}_{S} J=[S, J]=(I+A)^{-1}-I .
$$

For $\mathrm{ad}_{S}^{i} J, i \geq 2$, since $S$ commutes with $A$, we have

$$
\operatorname{ad}_{S}^{i} J=\operatorname{ad}_{S}^{i-1}\left(\operatorname{ad}_{S} J\right)=\operatorname{ad}_{S}^{i-1}\left((I+A)^{-1}-I\right)=0 .
$$

Hence, we get

$$
\chi(x)=-J-x I .
$$

That is, the matrix function $\chi$ is real diagonal, and then Hermitian.
Thus, Theorem 1.3.19 for $r=1$ shows that the second order operator $D(3.5)$ is symmetric with respect to $W$.

We now use Lemma 1.3.3 to prove that the orthogonal polynomials are common eigenfunctions of the operator $D$. Since we have already proved that $D$ is symmetric with respect to $W$, it is enough to check that for any polynomial $P$ the degree of $D(P)$ is at most the degree of $P$. But that is a consequence of Lemma 1.3.15 taking into account that

$$
\begin{aligned}
& \operatorname{dgr}\left(F_{i}\right) \leq 2, \quad \text { for } i=0,1,-1, \\
& \operatorname{dgr}\left(F_{1}-F_{-1}\right)=\operatorname{dgr}\left(a(I+A)-(I+A)^{-1} x\right)=1, \\
& \operatorname{dgr}\left(F_{0}+F_{1}+F_{-1}\right)=\operatorname{dgr}(-J+a(I+A))=0 .
\end{aligned}
$$

The expression for the eigenvalues follows by Theorem 1.3.17. This completes the proof.

### 2.2.2 Example with $\operatorname{dgr}\left(F_{1}\right)=1$ and unbounded support.

Our second example can be considered as a matrix relative of the Meixner scalar weight. It has unbounded support and the coefficient $F_{1}$ of its associated second order difference operator is a polynomials of degree 1 .
Theorem 2.2.3. Let $A$ and $J$ be the $N \times N$ nilpotent and diagonal matrices, respectively, given by (1.25). Given two positive real numbers a and $c$, with $0<a<1$, we consider the matrix

$$
\begin{equation*}
R_{A, a}=(I-A)(I-a A)^{-1}, \tag{2.14}
\end{equation*}
$$

and the weight matrix defined by

$$
\begin{equation*}
W=\frac{1}{\Gamma(c)} \sum_{x=0}^{\infty} \frac{a^{x} \Gamma(x+c)}{x!} R_{A, a}^{x}\left(R_{A, a}^{*}\right)^{x} \delta_{x} . \tag{2.15}
\end{equation*}
$$

Then, the second order difference operator

$$
\begin{equation*}
D(\cdot)=\mathfrak{s}_{1}(\cdot) F_{1}(x)+\mathfrak{s}_{0}(\cdot) F_{0}(x)+\mathfrak{s}_{-1}(\cdot) F_{-1}(x), \tag{2.16}
\end{equation*}
$$

where

$$
\begin{align*}
F_{-1}(x) & =R_{A, a}^{-1} x  \tag{2.17}\\
F_{0}(x) & =(a-1) J-x\left(a R_{A, a}+R_{A, a}^{-1}\right)  \tag{2.18}\\
F_{1}(x) & =a(x+c) R_{A, a} \tag{2.19}
\end{align*}
$$

is symmetric with respect to the weight matrix $W$. Moreover, the monic orthogonal polynomials with respect to $W$ are common eigenfunctions of $D$, with eigenvalues given by

$$
\Lambda_{n}=(a-1) J+a c R_{A, a}+n\left(a R_{A, a}-R_{A, a}^{-1}\right)
$$

Proof. We use again Theorem 1.3.19 for $r=1$ to prove that the operator $D$ is symmetric. We have to check the boundary condition $W(0) F_{-1}^{*}(0)=0$ and the equations

$$
\begin{align*}
F_{1}(x-1) W(x-1)=W(x) F_{-1}(x), & \text { for } x=1,2, \cdots  \tag{2.20}\\
F_{0}(x) W(x)=W(x) F_{0}^{*}(x), & \text { for } x=0,1, \cdots \tag{2.21}
\end{align*}
$$

We omit the proofs of the boundary condition and the equation (2.20) because they are similar to those in Steps 1 and 2 in Theorem 2.2.1 (just taking here $s(x)=\sqrt{a(x+c-1) x}$ ). To prove $F_{0}(x) W(x)=W(x) F_{0}^{*}(x)$ for $x \in \mathbb{N}$, we proceed as follows. We first write $W(x)=T(x) T^{*}(x)$, where

$$
T(x)=\sqrt{\frac{a^{x} \Gamma(x+c)}{\Gamma(c) x!}} R_{A, a}^{x}
$$

As we have already pointed out, the equation $F_{0}(x) W(x)=W(x) F_{0}^{*}(x)$ is then equivalent to the Hermiticity of the matrix function $\chi(x)=T^{-1}(x) F_{0}(x) T(x)$. We are going to show that this is, in fact, a real diagonal matrix.

Consider now the analytic function at 0

$$
f(z)=\log \left(\frac{1-z}{1-a z}\right)
$$

and write $S=f(A)$. This gives $e^{S}=R_{A, a}$ and $e^{-S}=R_{A, a}^{-1}$, and hence

$$
\begin{aligned}
\chi(x) & =T^{-1}(x) F_{0}(x) T(x) \\
& =e^{-S x}\left((a-1) J-a e^{S} x-e^{-S} x\right) e^{S x} \\
& =\sum_{i=0}^{\infty} \frac{(-1)^{i}}{i!}(a-1) \operatorname{ad}_{S}^{i} J x^{i}-a e^{S} x-e^{-S} x .
\end{aligned}
$$

We now compute explicitly the function $\chi$
Using Lemma 2.2.2, we see that $-(a-1)[S, J]-a e^{S}-e^{-S}$ is, in fact, a multiple of the identity matrix. Indeed, since

$$
f^{\prime}(z)=\frac{a}{1-a z}-\frac{1}{1-z}
$$

according to this lemma, we have

$$
[S, J]=A(1-A)^{-1}-a A(1-a A)^{-1} .
$$

On the other hand, a simple computation gives

$$
-a e^{S}-e^{-S}=-(a+1) I-a(a-1) A(1-a A)^{-1}+(a-1) A(I-A)^{-1} .
$$

Then, we get

$$
-(a-1)[S, J]-a e^{S}-e^{-S}=-(1+a) I .
$$

For the rest of the coefficients, we proceed as in Theorem 2.2.1 to get $\operatorname{ad}_{R}^{i} J=0$ for $i \geq 2$.

We have then that

$$
\chi(x)=(a-1) J-(1+a) I x .
$$

This is a real diagonal matrix for all $x \geq 0$, and so Hermitian. Then, $F_{0}(x) W(x)=$ $W(x) F_{0}^{*}(x)$ holds for $x \in \mathbb{N}$.

Using Theorem 1.3.19 for $r=1$ we can conclude that the second order difference operator (2.16) is symmetric with respect to the weight matrix $W$ (2.15).

We now use Lemma 1.3.3 to see that the matrix orthogonal polynomials with respect to $W$ are common eigenfunctions of the difference operator (2.16). Since we have already proved the symmetry of $D$, we have just to see that for any polynomial $P, D(P)$ has degree at most the degree of $P$. This is a consequence of Lemma 1.3.15 since

$$
\begin{aligned}
& \operatorname{dgr}\left(F_{i}\right) \leq 2, \quad \text { for } i=0,1,-1, \\
& \operatorname{dgr}\left(F_{1}-F_{-1}\right)=\operatorname{dgr}\left(a(x+c) R_{A, a}-R_{A, a}^{-1} x\right)=1, \\
& \operatorname{dgr}\left(F_{0}+F_{1}+F_{-1}\right)=\operatorname{dgr}\left((a-1) J+a c R_{A, a}\right)=0 .
\end{aligned}
$$

The expression for the eigenvalues follows by Theorem 1.3.17.
The proof of the theorem is now complete.

### 2.2.3 Example with $\operatorname{dgr}\left(F_{1}\right)=1$ and finite support

Our third example can be considered as a matrix relative of the Krawtchouk scalar weight. It has then finite support and the coefficient $F_{1}$ of its associated second order difference operator is a polynomial of degree 1 (the proof will be omitted because is similar to that of theorems 2.2.1 and 2.2.3).

Theorem 2.2.4. Let $A$ and $J$ be the $N \times N$ matrices given by (1.25). Given a positive integer $\kappa$ and a positive real number a, we consider the matrix

$$
\begin{equation*}
R_{A, a}=(I+A)(I-a A)^{-1}, \tag{2.22}
\end{equation*}
$$

and the matrix weight defined by

$$
\begin{equation*}
W=\sum_{x=0}^{\kappa} \frac{a^{x} \Gamma(\kappa+1)}{\Gamma(\kappa+1-x) x!} R_{A, a}^{x}\left(R_{A, a}^{*}\right)^{x} \delta_{x} . \tag{2.23}
\end{equation*}
$$

Then, the second order difference operator

$$
\begin{equation*}
D(\cdot)=\mathfrak{s}_{1}(\cdot) F_{1}(x)+\mathfrak{s}_{0}(\cdot) F_{0}(x)+\mathfrak{s}_{-1}(\cdot) F_{-1}(x), \tag{2.24}
\end{equation*}
$$

where

$$
\begin{aligned}
F_{-1}(x) & =R_{A, a}^{-1} x, \\
F_{0}(x) & =-(a+1) J+a R_{A, a} x-R_{A, a}^{-1} x, \\
F_{1}(x) & =-a R_{A, a} x+a \kappa R_{A, a},
\end{aligned}
$$

is symmetric with respect to $W$. Moreover, the monic orthogonal polynomials with respect to $W$ are common eigenfunctions of $D$ and its eigenvalues are given by

$$
\Lambda_{n}=-(a+1) J+a \kappa R_{A, a}-n\left(a R_{A, a}+R_{A, a}^{-1}\right) .
$$

### 2.2.4 Example with $\operatorname{dgr}\left(F_{1}\right)=2$

Our third example seems not to have any scalar relative. The weight matrix has bounded support and the difference coefficient $F_{1}$ has degree two.

For a positive integer $\kappa$ and complex numbers $v_{i} \in \mathbb{C}, 1 \leq i \leq N-1$, we define the nilpotent matrices (with order of nilpotency 2 and $N-1$ respectively)

$$
\begin{align*}
& B=\frac{-2 v_{1}}{\kappa+1} \mathcal{E}_{1,2},  \tag{2.25}\\
& C=v_{2} \mathcal{E}_{1,3}+\sum_{\substack{i=1 \\
i \neq 2}}^{N-1} v_{i} \mathcal{E}_{i, i+1} . \tag{2.26}
\end{align*}
$$

We also define the diagonal matrix

$$
\begin{equation*}
L=\mathcal{E}_{1,1}+5 \mathcal{E}_{2,2}+\sum_{i=3}^{N}(2 i-3) \mathcal{E}_{i, i} . \tag{2.27}
\end{equation*}
$$

It is a matter of computation to check that these matrices satisfy the following equations

$$
\begin{align*}
B^{2} & =0,  \tag{2.28}\\
B C & =C B=0,  \tag{2.29}\\
\operatorname{ad}_{C} L & =2 C-(\kappa+1) B,  \tag{2.30}\\
\operatorname{ad}_{C^{k}} L & =2 k C^{k}, \quad \text { for } k \geq 2,  \tag{2.31}\\
\operatorname{ad}_{B} L & =4 B . \tag{2.32}
\end{align*}
$$

We are now ready to introduce our last example.
Theorem 2.2.5. Let $B, C$ and $L$ be the matrices defined by (2.25), (2.26) and (2.27) respectively. We consider the matrix

$$
\begin{equation*}
R_{C}=\left(I-\frac{1}{2} C\right)\left(I+\frac{1}{2} C\right)^{-1} \tag{2.33}
\end{equation*}
$$

and the weight matrix defined by

$$
\begin{equation*}
W=\sum_{x=0}^{\kappa} \frac{\Gamma(\kappa+1)}{\Gamma(\kappa+1-x) x!}\left(R_{C}^{x}-B \frac{x(x+1)}{2}\right)\left(\left(R_{C}^{*}\right)^{x}-B^{*} \frac{x(x+1)}{2}\right) \delta_{x} \tag{2.34}
\end{equation*}
$$

Then, the second order difference operator

$$
\begin{equation*}
D(\cdot)=\mathfrak{s}_{1}(\cdot) F_{1}(x)+\mathfrak{s}_{0}(\cdot) F_{0}(x)+\mathfrak{s}_{-1}(\cdot) F_{-1}(x) \tag{2.35}
\end{equation*}
$$

where

$$
\begin{align*}
F_{1} & =B x^{2}+\left((1-\kappa) B-R_{C}\right) x+\kappa\left(R_{C}-B\right)  \tag{2.36}\\
F_{0} & =-2 B x^{2}-\left(R_{C}^{-1}+(1-\kappa) B-R_{C}\right) x+L  \tag{2.37}\\
F_{-1} & =B x^{2}+R_{C}^{-1} x \tag{2.38}
\end{align*}
$$

is symmetric with respect to the weight matrix $W$ (2.34). Moreover, the monic orthogonal polynomials with respect to $W$ are common eigenfunctions of $D$ and its eigenvalues are given by

$$
\Lambda_{n}=L+\kappa\left(R_{C}-B\right)+n\left((1-\kappa) B-R_{C}-R_{C}^{-1}\right)+n(n-1) B
$$

Proof. We use Theorem 1.3.19 for $r=1$ to prove the symmetry of $D$ with respect to $W$. For this we have to check the boundary conditions, $F_{1}(\kappa) W(\kappa)=0$ and $W(0) F_{-1}^{*}(0)=0$ and the equations

$$
\begin{aligned}
F_{1}(x-1) W(x-1) & =W(x) F_{-1}^{*}(x), \quad \text { for } x=1, \cdots, \kappa, \\
F_{0}(x) W(x) & =W(x) F_{0}^{*}(x), \quad \text { for } x=0,1, \cdots, \kappa .
\end{aligned}
$$

We skip over the proof of the boundary conditions and the first symmetry equation since it is similar to that for Theorem 2.2.1 (taking now $s(x)=\sqrt{x(\kappa+1-x)})$.

We write $W=\sum_{x=0}^{\kappa} T(x) T^{*}(x) \delta_{x}$ for

$$
T(x)=\sqrt{\frac{\Gamma(\kappa+1)}{\Gamma(\kappa+1-x) x!}}\left(R_{C}^{x}-B \frac{x(x+1)}{2}\right)
$$

Then, the equation $F_{0}(x) W(x)=W(x) F_{0}^{*}(x)$ is equivalent to the Hermiticity of the matrix function

$$
\chi(x)=T^{-1}(x) F_{0}(x) T(x)
$$

We again compute explicitly the function $\chi$ to see that it is in fact a real diagonal matrix. Consider the analytic function at 0

$$
\begin{equation*}
f(z)=\log \left(\frac{1+\frac{z}{2}}{1-\frac{z}{2}}\right) \tag{2.39}
\end{equation*}
$$

and write $S=f(C)$. This gives $R_{C}^{-1}=e^{S}$ and $R_{C}=e^{-S}$. The function $f(C)$ only contains odd powers of $C$, then by the property (2.29) we get that $S B=B S=0$, and so

$$
e^{S x} B=B e^{S x}=B=e^{-S x} B=B e^{-S x}
$$

Taking into account this remark as well as the property (2.28) we can write

$$
\begin{aligned}
T^{-1}(x) & =\sqrt{\frac{\Gamma(\kappa+1-x) x!}{\Gamma(\kappa+1)}}\left(e^{-S x}-B \frac{x(x+1)}{2}\right)^{-1} \\
& =\sqrt{\frac{\Gamma(\kappa+1-x) x!}{\Gamma(\kappa+1)}}\left(\left(I-B \frac{x(x+1)}{2}\right) e^{-S x}\right)^{-1} \\
& =\sqrt{\frac{\Gamma(\kappa+1-x) x!}{\Gamma(\kappa+1)}}\left(I+B \frac{x(x+1)}{2}\right) e^{S x} .
\end{aligned}
$$

Because of (2.28) and (2.32), we have $\operatorname{ad}_{B}^{i} L=0$ for $i \geq 2$. Taking into account all these properties we can write $\chi(x)$ as the power series

$$
\begin{align*}
\chi(x)=L & +\left((\kappa-1) B+e^{-S}-e^{S}+\operatorname{ad}_{S} L+\frac{1}{2} \operatorname{ad}_{B} L\right) x  \tag{2.40}\\
& +\left(-2 B+\frac{1}{2} \operatorname{ad}_{B}\left(L+\operatorname{ad}_{S} L\right)+\frac{1}{2} \operatorname{ad}_{S}^{2} L\right) x^{2} \\
& +\sum_{i=3}^{\infty}\left(\frac{1}{2} \operatorname{ad}_{B}\left(\frac{\operatorname{ad}_{S}^{i-1} L}{(i-1)!}+\frac{\operatorname{ad}_{S}^{i-2} L}{(i-2)!}\right)+\frac{\operatorname{ad}_{S}^{i} L}{i!}\right) x^{i} .
\end{align*}
$$

We now prove that, except the first one, all the coefficients above vanish. To do that, we use the following lemma.

Lemma 2.2.6. Let $B, C$ and $L$ be the matrices defined by (2.25), (2.26) and (2.27). For an analytic function $f$ at 0 the following equations hold

$$
\begin{align*}
\left((\kappa+1) f^{\prime}(0)-2\right) B+\operatorname{ad}_{f(C)} L+\frac{1}{2} \operatorname{ad}_{B} L & =2 C f^{\prime}(C),  \tag{2.41}\\
\operatorname{ad}_{f(C)}^{i+1} L & =0, \quad \text { for } i \geq 1,  \tag{2.42}\\
\operatorname{ad}_{B}\left(\operatorname{ad}_{f(C)} L\right) & =0 . \tag{2.43}
\end{align*}
$$

Proof. Write $f(z)=\sum_{k \geq 0} a_{k} z^{k}$. Taking into account equations (2.30) and (2.31), we get

$$
\operatorname{ad}_{f(C)} L=\sum_{k \geq 0} a_{k}\left[C^{k}, L\right]=2 \sum_{k \geq 0} a_{k} k C^{k}-(\kappa+1) a_{1} B=2 C f^{\prime}(C)-(\kappa+1) f^{\prime}(0) B,
$$

and then, using equation (2.32) we get

$$
\begin{aligned}
\left((\kappa+1) f^{\prime}(0)-2\right) B+\operatorname{ad}_{f(C)} L+\frac{1}{2} \operatorname{ad}_{B} L= & \left((\kappa+1) f^{\prime}(0)-2\right) B+2 C f^{\prime}(C) \\
& -(\kappa+1) f^{\prime}(0) B+2 B=2 C f^{\prime}(C) .
\end{aligned}
$$

Since $B C=C B=0$, any power of $C$ commute with $B$ then, we have

$$
\begin{aligned}
\operatorname{ad}_{f(C)}^{i+1} L & =\operatorname{ad}_{f(C)}^{i}\left(2 C f^{\prime}(C)-(\kappa+1) a_{1} B\right)=0, \quad \text { for } i \geq 1, \\
\operatorname{ad}_{B}\left(\operatorname{ad}_{f(C)} L\right) & =\operatorname{ad}_{B}\left(2 C f^{\prime}(C)-(\kappa+1) a_{1} B\right)=0 .
\end{aligned}
$$

Using now equation (2.41) of Lemma 2.2.6 for the function $f$ in (2.39) (for which $\left.f^{\prime}(0)=1\right)$ and $S=f(C)$, we get

$$
\begin{align*}
(\kappa-1) B+e^{-S}-e^{S}+\operatorname{ad}_{S} L+\frac{1}{2} \operatorname{ad}_{B} L & =e^{-S}-e^{S}+2 C f^{\prime}(C)  \tag{2.44}\\
& =e^{-S}-e^{S}+\left(\left(I+\frac{C}{2}\right)^{-1}+\left(I-\frac{C}{2}\right)^{-1}\right) \\
& =0 .
\end{align*}
$$

On the other hand, using equations (2.42) and (2.43) of Lemma 2.2.6, we obtain

$$
\begin{align*}
& -2 B+\frac{1}{2} \operatorname{ad}_{B}\left(L+\operatorname{ad}_{S} L\right)+\frac{1}{2} \operatorname{ad}_{S}^{2} L=0  \tag{2.45}\\
& \frac{1}{2} \operatorname{ad}_{B}\left(\frac{\operatorname{ad}_{S}^{i-1} L}{(i-1)!}+\frac{\operatorname{ad}_{S}^{i-2} L}{(i-2)!}\right)+\frac{\operatorname{ad}_{S}^{i} L}{i!}=0, i \geq 3 \tag{2.46}
\end{align*}
$$

where we have also used the equation (2.32).
Equations (2.40), (2.44), (2.45) and (2.46) then give that $\chi(x)=L$, which it is a real diagonal matrix. So $F_{0}(x) W(x)=W(x) F_{0}(x)$ for $x=0,1, \cdots, \kappa$.
By Theorem 1.3.19 for $r=1$, we conclude that $D$ is symmetric with respect to $W$.
To see that the orthogonal polynomials with respect to $W$ are common eigenfunctions of $D$, we use Theorem 1.3.3. Since we have already proved that $D$ is symmetric with respect to $W$, it remains to see that for any polynomial $P, D(P)$ is a polynomial with degree at most the degree of $P$. This is a consequence of Lemma 1.3.15, since

$$
\begin{aligned}
\operatorname{dgr}\left(F_{i}\right) & \leq 2 \quad \text { for } i=-1,0,1, \\
\operatorname{dgr}\left(F_{1}-F_{-1}\right) & =\operatorname{dgr}\left(\left((1-\kappa) B-e^{-S}-e^{S}\right) x+\kappa\left(e^{-S}-B\right)\right)=1, \\
\operatorname{dgr}\left(F_{0}+F_{1}+F_{-1}\right) & =\operatorname{dgr}\left(L+\kappa\left(e^{-S}-B\right)\right)=0 .
\end{aligned}
$$

Finally to obtain the expression for the eigenvalues we apply Theorem 1.3.17

## Chapter 3

## The convex cone associated to a difference operator

It has already been mentioned that in the matrix case the family of orthogonal polynomials can be eigenfunctions of several matrix difference operators, and the set of all these different operators form an algebra, $\mathcal{D}(W)$. In this chapter we show what one can call the dual situation of this fact. For a fixed difference operator $D$ of the form

$$
\begin{equation*}
D(\cdot)=\sum_{k=-r}^{r} \mathfrak{s}_{k}(\cdot) F_{k}(x), \quad F_{k}(x) \in \mathbb{C}_{k}^{N \times N}[x], \tag{3.1}
\end{equation*}
$$

we define the set of weight matrices

$$
\Upsilon(D)=\{W: D \text { is symmetric with respect to } W\} .
$$

One straightforwardly has that, if $\Upsilon(D) \neq \varnothing$ then, it is a convex cone i.e., if $W_{1}, W_{2} \in \Upsilon(D)$ and $\gamma, \zeta \geq 0$ (one of them non null) then, $\gamma W_{1}+\zeta W_{2} \in \Upsilon(D)$.

When $\Upsilon(D) \neq \varnothing$, it contains, at least, a half line: $\gamma W, \gamma>0$. In the scalar case, the convex cone of positive measures associated to a second order difference operator always reduces to the empty set except for those operators associated to the classical discrete measures in which case the convex cone is the half line defined by the classical measure itself. The situation is again rather different in the matrix orthogonality setup. The purpose of this chapter is to show examples of second order difference operators $D$ for which $\Upsilon(D)$ is at least a two dimensional convex cone.

We provide two methods to find such examples (Section 3.1) and show a collection of instructive examples (Section 3.2). We remark that the convex cones generated by both methods have a completely different structure.

For similar results for the convex cone of weight matrices associated to a differential operator see [36]

### 3.1 Some necessary and/or sufficient conditions for symmetry

In this section we prove some necessary and/or sufficient conditions for the symmetry of a difference operator with respect to a weight matrix. These conditions will allow us to
develop the two methods for studying the convex cone of weight matrices associated to a difference operator reported in the previous paragraph.

The first method is based on the method introduced in Chapter 2 to construct pairs of weights $W$ and difference operators $D$ satisfying the symmetry equations (1.47).

Lemma 3.1.1. Let $\kappa$ be either a positive integer or infinite, and consider the weight matrix

$$
W=\sum_{x=0}^{\kappa} T(x) T^{*}(x) \delta_{x}
$$

where $T$ is certain matrix function satisfying that $T(0)=I$. Let $D$ be the second order difference operator

$$
D=\mathfrak{s}_{-1} F_{-1}(x)+\mathfrak{s}_{0} F_{0}(x)+\mathfrak{s}_{1} F_{1}(x)
$$

where $F_{-1}$ and $F_{1}$ satisfy that $F_{-1}(0)=0$ and if $\kappa$ is finite, $F_{1}(\kappa)=0$. Assume that there exists a scalar function $s(x)$ such that for $x=1, \cdots, \kappa, s(x) \neq 0$ and

$$
\begin{aligned}
F_{1}(x-1) F_{-1}(x) & =|s(x)|^{2} I, \quad x \in\{1, \cdots, \kappa\} \\
T(x-1) & =\frac{F_{-1}(x)}{s(x)} T(x), \quad \text { for } x \in\{1, \cdots, \kappa\} \\
& T^{-1}(x) F_{0}(x) T(x) \quad \text { is diagonal for all } x=0, \cdots, \kappa
\end{aligned}
$$

Then, for any diagonal matrix of numbers $S$ with positive entries, the difference operator $D$ is symmetric with respect to the matrix weight

$$
W_{S}=\sum_{x=0}^{\kappa} T(x) S T^{*}(x) \delta_{x}
$$

Proof. In order to prove the symmetry of $D$ with respect to $W_{S}$, we use Theorem 1.3.19 for $r=1$. It is clear that the boundary conditions (1.48) and (1.49) hold since $F_{-1}(0)=0$ and if $\kappa$ is finite $F_{1}(\kappa)=0$. By Theorem 2.1.1 it is clear that the first symmetry equation holds.

Now for the weight matrix $W_{S}=\sum_{x=0}^{\kappa} T(x) S T^{*}(x) \delta_{x}$, the symmetry equation (1.47) for $l=0$ holds if and only if the matrix $T^{-1}(x) F_{0}(x) T(x) S$ is Hermitian for all $x$ in the support. But this is a diagonal matrix, since by hypothesis $T^{-1}(x) F_{0}(x) T(x)$ is diagonal. We have then that for any diagonal matrix $S$ with positive entries, the second order difference operator $D$ is symmetric with respect to $W_{S}$.

The assumptions in the previous Lemma are not so restrictive as at a first glance appeared to be. In fact, all the examples of weight matrices constructed in Chapter 2 satisfy those assumptions.

The next lemma provides a second method to construct convex cones associated to a difference operator. Given a difference operator $D$, we show how to choose a real number $x_{0}$ and a positive semidefinite matrix $M\left(x_{0}\right)$ such that the difference operator $D$ is also symmetric with respect to all the weight matrices of the form $\gamma W+\zeta M\left(x_{0}\right) \delta_{x_{0}}, \gamma>0, \zeta \geq 0$.

In the next Section, we will use this method to study the convex hull of two second order difference operators. In one case the real number $x_{0}$ belongs to the support of $W$ (Theorem 3.2.5) and in the other it does not (Theorem 3.2.4).

Lemma 3.1.2. Let $D$ be a difference operator like (3.1) with $s=-r$. Assume that for $x_{0} \in \mathbb{R}$, there exists an Hermitian matrix $M_{x_{0}}$ such that

$$
\begin{equation*}
F_{l}\left(x_{0}\right) M_{x_{0}}=0, \quad l \neq 0,-r \leq l \leq r, \quad F_{0}\left(x_{0}\right) M_{x_{0}}=M_{x_{0}}^{*} F_{0}^{*}\left(x_{0}\right) \tag{3.2}
\end{equation*}
$$

If $D$ is symmetric with respect to $W$ then, for all real numbers $\gamma>0, \xi \geq 0, D$ is also symmetric with respect to the weight matrix $\gamma W+\xi M_{x_{0}} \delta_{x_{0}}$.

Proof. Notice that (3.2) easily implies that

$$
D\left(P\left(x_{0}\right)\right) M_{x_{0}} Q^{*}\left(x_{0}\right)=P\left(x_{0}\right) M_{x_{0}} D\left(Q\left(x_{0}\right)\right)^{*}
$$

Hence, the inner product defined by $\widehat{W}=\gamma W+\xi M_{x_{0}} \delta_{x_{0}}$ satisfies that

$$
\begin{aligned}
\langle D(P), Q\rangle_{\widehat{W}} & =\gamma\langle D(P), Q\rangle_{W}+\xi D\left(P\left(x_{0}\right)\right) M_{x_{0}} Q^{*}\left(x_{0}\right) \\
& =\gamma\langle P, D(Q)\rangle_{W}+\xi P\left(x_{0}\right) M_{x_{0}} D\left(Q\left(x_{0}\right)\right)^{*}=\langle P, D(Q)\rangle_{\overparen{W}}
\end{aligned}
$$

where we have used the symmetry of $D$ with respect to $W$. This shows that $D$ is also symmetric with respect to $\widehat{W}$.

The above Lemmas in this Section provide two methods for constructing weight matrices in the convex cone $\Upsilon(D)$ of a second order difference operator $D$. In some of the examples in the next Section we will prove that both methods produce all the weight matrices in the convex cone $\Upsilon(D)$. The key to prove that is the next lemma where we state necessary conditions for the symmetry of a second order difference operator with respect to a weight matrix in terms of the (generalized) moments of the weight matrix.

Lemma 3.1.3. Let $W$ be a weight matrix and write $\mu_{n}$ for its generalized moments $\mu_{n}=$ $\int\binom{x}{n} d W(x), n \geq 0$. Consider the second order difference operator $D=\mathfrak{s}_{-1} F_{-1}+\mathfrak{s}_{0} F_{0}+\mathfrak{s}_{1} F_{1}$. Write

$$
\begin{aligned}
F_{-1}(x) & =F_{-1,2}\binom{x}{2}+F_{-1,1}\binom{x}{1}+F_{-1,0}, \quad F_{1}(x)=F_{1,2}\binom{x}{2}+F_{1,1}\binom{x}{1}+F_{1,0} \\
G_{0} & =F_{-1}+F_{0}+F_{1}
\end{aligned}
$$

If $D$ is symmetric with respect to $W$ and the degree of $D(P)$ is at most the degree of $P$ then,

$$
\begin{equation*}
G_{0} \mu_{0}=\mu_{0} G_{0}^{*} \tag{3.3}
\end{equation*}
$$

and for $n \geq 1$

$$
\begin{gather*}
{\left[\binom{n}{2} F_{1,2}+\binom{n}{1} F_{1,1}-\binom{n}{1} F_{-1,1}+G_{0}\right] \mu_{n}}  \tag{3.4}\\
+\left[\binom{n-1}{2} F_{1,2}+\binom{n-1}{1} F_{1,1}+F_{1,0}\right] \mu_{n-1}-F_{-1,0} \sum_{j=0}^{n-1}(-1)^{j+n-1} \mu_{j}=\mu_{n} G_{0}^{*}
\end{gather*}
$$

Proof. Using the basic identities $\binom{x}{n}=\binom{x-1}{n}+\binom{x-1}{n-1}$, and

$$
\binom{x-j}{l}\binom{x}{j}=\binom{j+l}{l}\binom{x}{j+l}, \quad\binom{x-1}{n-1}=\sum_{j=0}^{n-1}(-1)^{j+n-1}\binom{x}{j}
$$

we get

$$
\begin{aligned}
D\binom{x}{n}= & \binom{n+1}{2}\left[F_{1,2}-F_{-1,2}\right]\binom{x}{n+1} \\
& +\left[2\binom{n}{2} F_{1,2}+\binom{n}{1} F_{1,1}-\binom{n}{2} F_{-1,2}-\binom{n}{1} F_{-1,1}+G_{0}\right]\binom{x}{n} \\
& +\left[\binom{n-1}{2} F_{1,2}+\binom{n-1}{1} F_{1,1}+F_{1,0}\right]\binom{x}{n-1}-F_{-1,0} \sum_{j=0}^{n-1}(-1)^{j+n-1}\binom{x}{j} .
\end{aligned}
$$

Since the degree of $D(P)$ is at most the degree of $P$, we have that $F_{-1}-F_{1}$ and $G_{0}$ are polynomials of degree at most 1 and 0 respectively (see Lemma 1.3.15). Hence $F_{1,2}-F_{-1,2}=$ 0 and $D(1)=G_{0}$. Then,

$$
\begin{aligned}
D\binom{x}{n}= & {\left[\binom{n}{2} F_{1,2}+\binom{n}{1} F_{1,1}-\binom{n}{1} F_{-1,1}+G_{0}\right]\binom{x}{n} } \\
& +\left[\binom{n-1}{2} F_{1,2}+\binom{n-1}{1} F_{1,1}+F_{1,0}\right]\binom{x}{n-1}-F_{-1,0} \sum_{j=0}^{n-1}(-1)^{j+n-1}\binom{x}{j}
\end{aligned}
$$

Since $D$ is symmetric, we have $\left\langle D\binom{x}{n}, 1\right\rangle=\left\langle\binom{ x}{n}, D(1)\right\rangle, n \geq 0$, from where (3.3) and (3.4) are deduced.

### 3.2 Examples

Using the methods explained in the previous Section, we now study some illustrative examples of convex cones of weight matrices associated to some second order difference operators.

### 3.2.1 Examples constructed by using the first method

This Section will be devoted to a couple of examples of convex cones constructed by using the first method mentioned in the Introduction (for more details see Lemma 2.1.1).

We first consider the second order difference operator

$$
D(\cdot)=\mathfrak{s}_{1}(\cdot)\left(\begin{array}{cc}
-a & -a b  \tag{3.5}\\
0 & -a
\end{array}\right)+\mathfrak{s}_{0}(\cdot)\left(\begin{array}{cc}
x+1 & -b x \\
0 & x
\end{array}\right)+\mathfrak{s}_{-1}\left(\begin{array}{cc}
-x & x b \\
0 & -x
\end{array}\right)
$$

We will show that its convex cone $\Upsilon(D)$ is formed by the weight matrices $\gamma W_{\xi}, \gamma, \xi>0$, where

$$
W_{\xi}=\sum_{x \in \mathbb{N}} \frac{a^{x}}{x!}\left(\begin{array}{cc}
1 & b x \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\xi & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
b x & 1
\end{array}\right) \delta_{x}
$$

First of all, we stress that the perturbation produced by the matrix $\left(\begin{array}{ll}\xi & 0 \\ 0 & 1\end{array}\right)$ has a nonlinear effect on the orthogonal polynomials with respect $W_{\xi}$ (this is due to the non commutativity of the matrix product). To evaluate this effect we next display an explicit expression of the orthogonal polynomials with respect to $W_{\xi}$.

Lemma 3.2.1. For $a>0$, let $\left(c_{n}^{a}\right)_{n}$ be the Charlier polynomials given by (2.2). Consider the matrices $Y_{1}(n, \xi), Y_{2}(n)$ and $Y_{3}(n)$ defined by

$$
\begin{align*}
Y_{1}(n, \xi) & =\left(\begin{array}{cc}
0 & b^{2} a n+\xi \\
1 & -(n+a) b
\end{array}\right), \quad Y_{2}(n)=\left(\begin{array}{cc}
n a b & -n b^{2} a(a+n-1) \\
0 & n a b
\end{array}\right),  \tag{3.6}\\
Y_{3}(n) & =\left(\begin{array}{cc}
0 & n(n-1) a^{2} b^{2} \\
0 & 0
\end{array}\right) . \tag{3.7}
\end{align*}
$$

Then, for $\xi>0$, the polynomials $\left(P_{n, \xi}\right)_{n}$ defined by

$$
P_{n, \xi}(x)=c_{n}^{a}(x) Y_{1}(n, \xi)+c_{n-1}^{a}(x) Y_{2}(n)+c_{n-2}^{a}(x) Y_{3}(n),
$$

are orthogonal with respect to the weight matrix $W_{\xi}$.
Proof. Notice first that the leading coefficient of $P_{n, \xi}$ is $(-1)^{n} Y_{1}(n, \xi)$ which is a non singular matrix.

We then have to check that the polynomials $P_{n, \xi}, n \geq 0$, satisfy the orthogonality condition $\left\langle P_{n, \xi}, x^{m}\right\rangle_{W_{\xi}}=0$, for $m<n$. To do that, we rewrite the weight matrix $W_{\xi}$ as $W_{\xi}(x)=\frac{a^{x}}{x!} R(x, \xi)$ with

$$
R(x, \xi)=\left(\begin{array}{cc}
\xi+b^{2} x^{2} & b x \\
b x & 1
\end{array}\right)=x^{2} R_{2}+x R_{1}+R_{0}(\xi)
$$

where

$$
R_{2}=\left(\begin{array}{cc}
b^{2} & 0  \tag{3.8}\\
0 & 0
\end{array}\right), \quad R_{1}=\left(\begin{array}{ll}
0 & b \\
b & 0
\end{array}\right), \quad R_{0}(\xi)=\left(\begin{array}{ll}
\xi & 0 \\
0 & 1
\end{array}\right)
$$

Accordingly, the inner product $\left\langle P_{n, \xi}, x^{m}\right\rangle_{W_{\xi}}$ can be rewritten as

$$
\begin{align*}
\left\langle P_{n, \xi}, x^{m}\right\rangle_{W_{\xi}} & =\sum_{k=0}^{\infty} \frac{a^{x}}{x!} P_{n, \xi}(x) R(x, \xi) x^{m}  \tag{3.9}\\
& =\sum_{k=0}^{\infty} \frac{a^{x}}{x!} P_{n, \xi}(x)\left(x^{2} R_{2}+x R_{1}+R_{0}(\xi)\right) x^{m} .
\end{align*}
$$

Using the three term recurrence relation for the Charlier polynomials [77], pp. 247-249, we get

$$
\begin{aligned}
x^{2} c_{n}^{a}(x) & =c_{n+1}^{a}(x)-(2 n+2 a+1) c_{n+1}^{a}(x)+\left((n+1) a+(n+a)^{2}+n a\right) c_{n}^{a}(x) \\
& -((n+a) n a+n a(n+a-1)) c_{n-1}^{a}(x)+n a^{2}(n-1) c_{n-1}^{a}(x) .
\end{aligned}
$$

By carrying a careful computation, using the previous recurrence relation for the Charlier polynomials, as well as the expression of $P_{n, \xi}$ in terms of (3.6), (3.7) and (3.8), one can see that

$$
\begin{aligned}
& \left(\begin{array}{cc}
1 / \xi & 0 \\
0 & 1
\end{array}\right) P_{n, \xi}(x)\left(x^{2} R_{2}+x R_{1}+R_{0}(\xi)\right) \\
= & \left(\begin{array}{cc}
b\left(-c_{n+1}^{a}(x)+(n+a) c_{n}^{a}(x)\right) & c_{n}^{a}(x) \\
b^{2} c_{n+2}^{a}(x)-\left(b^{2}+n b^{2}+b^{2} a\right) c_{n+1}^{a}(x)+\left(n b^{2} a+\xi+b^{2} a\right) c_{n}^{a}(x) & -b c_{n+1}^{a}(x)
\end{array}\right) .
\end{aligned}
$$

Since the Charlier polynomials $c_{n}^{a}, n \geq 0$, are orthogonal with respect to the measure $\rho=\sum_{x=0}^{\infty} \frac{a^{x}}{x!} \delta_{x}$, we get from (3.9) that $\left\langle P_{n, \xi}, x^{m}\right\rangle_{W_{\xi}}=0$ for $m<n$. Hence the polynomials $P_{n, \xi}, n \geq 0$, are orthogonal with respect to $W_{\xi}$.

We now prove that the family of weight matrices $\gamma W_{\xi}, \gamma, \xi>0$, form the convex cone of the difference operator $D(3.5)$.

Theorem 3.2.2. For real numbers $a$ and $b$ with $a>0$ and $b \neq 0$, let $D$ be the second order difference operator defined by (3.5). Then,

$$
\Upsilon(D)=\left\{\gamma W_{\xi}: \gamma, \xi>0\right\}
$$

Proof. Write $T(x)=\sqrt{\frac{a^{x}}{x!}}\left(\begin{array}{cc}1 & b x \\ 0 & 1\end{array}\right)$. An easy calculation shows that
$T(x-1)=\frac{-1}{\sqrt{a x}} F_{-1}(x) T(x), \quad T^{-1}(x) F_{0}(x) T(x)=\left(\begin{array}{cc}x+1 & 0 \\ 0 & x\end{array}\right), \quad F_{1}(x-1) F_{-1}(x)=a x I$,
where $F_{-1}, F_{0}$ and $F_{1}$ are the coefficients of $\mathfrak{s}_{-1}, \mathfrak{s}_{0}$ and $\mathfrak{s}_{1}$ in the second order difference operator $D$ (3.5). Lemma 3.1.1 gives then that $\gamma W_{\xi} \in \Upsilon(D), \gamma, \xi>0$.

We now prove that actually the family $\gamma W_{\xi}, \gamma, \xi>0$, provides all the weight matrices in the convex cone $\Upsilon(D)$, that is

$$
\Upsilon(D)=\left\{\gamma W_{\xi}: \gamma, \xi>0\right\}
$$

Lemma 3.1.3 gives that the generalized moments $\mu_{n}=\int\binom{x}{n} d U(x), n \geq 0$, of each weight matrix $U \in \Upsilon(D)$ have to satisfy the moment equations (3.3) and (3.4). If we write

$$
\begin{aligned}
F_{-1}(x) & =F_{-1,2}\binom{x}{2}+F_{-1,1}\binom{x}{1}, \quad F_{1}(x)=F_{1,2}\binom{x}{2}+F_{1,1}\binom{x}{1}+F_{1,0} \\
G_{0} & =F_{-1}+F_{0}+F_{1}
\end{aligned}
$$

these moment equations are (take into account that $F_{-1,0}=0$ ), for $n=0$,

$$
\begin{equation*}
G_{0} \mu_{0}=\mu_{0} G_{0}^{*} \tag{3.10}
\end{equation*}
$$

and for $n \geq 1$

$$
\begin{align*}
& {\left[\binom{n}{2} F_{1,2}+n F_{1,1}-n F_{-1,1}+G_{0}\right] \mu_{n}}  \tag{3.11}\\
& \quad+\left[\binom{n-1}{2} F_{1,2}+(n-1) F_{1,1}+F_{1,0}\right] \mu_{n-1}=\mu_{n} G_{0}^{*}
\end{align*}
$$

In our example we have that

$$
\binom{n}{2} F_{1,2}+n F_{1,1}-n F_{-1,1}+G_{0}=\left(\begin{array}{cc}
n+1-a & -n b-a b \\
0 & n-a
\end{array}\right), \quad G_{0}^{*}=\left(\begin{array}{cc}
1-a & -a b \\
0 & -a
\end{array}\right) .
$$

For a fixed $n \geq 2$, the matrices $\binom{n}{2} F_{1,2}+n F_{1,1}-n F_{-1,1}+G_{0}$ and $G_{0}^{*}$ do not share any eigenvalue. This implies that the equation (3.11) defines $\mu_{n}, n \geq 2$, in an unique way from $\mu_{0}$ and $\mu_{1}$ (see [61], p. 225). But $\mu_{1}$ has to be Hermitian, since $U$ is a weight matrix, hence it is easy to see that equation (3.11) for $n=1$ also defines $\mu_{1}$ in an unique way from $\mu_{0}$.

It is just a matter of calculation to see that the set of solutions $\mu_{0}$ of the equation (3.10) is formed by the matrices

$$
\left(\begin{array}{cc}
\eta & a b \gamma \\
a b \gamma & \gamma
\end{array}\right)
$$

where $\gamma>0$ and $\eta>\gamma a^{2} b^{2}$ (since we are assuming that $\mu_{0}$ is the first moment of a weight matrix, and so it has to be a positive definite matrix). On the other hand, the first moment of $\gamma W_{\xi}, \gamma>0, \xi \in \mathbb{R}$, is

$$
\gamma e^{a}\left(\begin{array}{cc}
\xi+a b^{2}+a^{2} b^{2} & a b \\
a b & 1
\end{array}\right) .
$$

By choosing $\xi=\eta / \gamma-a b^{2}-a^{2} b^{2}$, we see that for each weight matrix $U \in \Upsilon(D)$ there exist $\gamma>0$ and $\xi \in \mathbb{R}$ such that $U$ has the same first moment $\mu_{0}$ as $\gamma e^{-a} W_{\xi}$. Hence, since the (generalized) moments $\mu_{n}, n \geq 1$, of $U$ and $\gamma W_{\xi}$ are uniquely defined from $\mu_{0}$, we conclude that $U$ and $\gamma W_{\xi}$ have the same generalized moments $\mu_{n}, n \geq 0$. It is then clear that $U$ and $\gamma W_{\xi}$ have also the same moments $s_{n}, n \geq 0$, where $s_{n}=\int x^{n} d U(x)$.

We now prove that actually $U=\gamma W_{\xi}$ and then, $\xi>0$ (since $U$ is a weight matrix). This can be done by different approaches. One of them uses Fourier transform and it works as follows: consider the Fourier transform $\mathcal{F}(X)$ of a weight matrix $X$ defined by $\mathcal{F}(X)(x)=\int_{\mathbb{R}} e^{i t x} d X(t), x \in \mathbb{R} . \mathcal{F}(X)$ is a matrix $\mathcal{C}^{\infty}$-function in $\mathbb{R}$ and

$$
\left(\frac{d}{d x}\right)^{n}(\mathcal{F}(X)(x))=\int_{\mathbb{R}}(i t)^{n} e^{i t x} d X(t), \quad x \in \mathbb{R}
$$

This shows that the moments of $X$ are just $(d / d x)^{n}(\mathcal{F}(X))(0) / i^{n}, n \geq 0$.
Since $U$ and $\gamma W_{\xi}$ have the same moments $s_{n}, n \geq 0$, we have that the Fourier transforms $\mathcal{F}(U)$ of $U$ and $\mathcal{F}\left(\gamma W_{\xi}\right)$ of $\gamma W_{\xi}$ have at 0 the same derivatives of any order. These derivatives are equal to $i^{n} s_{n}, n \geq 0$.

It is easy to see that the Fourier transform $\mathcal{F}\left(\gamma W_{\xi}\right)$ is actually a matrix entire function, and accordingly

$$
\lim _{n \rightarrow \infty}\left|\left(s_{n}\right)_{i, j}\right| \frac{r^{n}}{n!}=0,
$$

for all $r>0$, where $Y_{i, j}$ denotes the $(i, j)$ entry of a matrix $Y$. Since $s_{n}, n \geq 0$, are the moments of the weight matrix $U$ and the even moments $s_{2 n}$ of a weight matrix are positive definite matrices, we conclude that

$$
\lim _{n \rightarrow \infty} \operatorname{Tr}\left(s_{2 n}\right) \frac{r^{2 n}}{(2 m)!}=0
$$

Since $U$ and $\gamma W_{\xi}$ have the same moments, according to Lemma 2.1 of [36], there exists an entire function $\Phi$ such that $\Phi(x)=\mathcal{F}(U)(x), x \in \mathbb{R}$. Hence, the corresponding Fourier transforms of $U$ and $\gamma W_{\xi}$ are entire functions which have at 0 the same derivatives of any order. That is, the entire functions $\Phi$ and $\mathcal{F}\left(\gamma W_{\xi}\right)$ are equal and then, $\mathcal{F}\left(\gamma W_{\xi}\right)(x)=$ $\mathcal{F}(U)(x), x \in \mathbb{R}$. So $U=\gamma W_{\xi}$.

As we wrote in the previous Section, the assumptions in the Lemma 3.1.1 are not so restrictive as at a first glance appeared to be. In fact, all the examples of weight matrices constructed in Chapter 2 satisfy that assumptions. For the sake of completeness, we display a second example (the proof is omitted), now in arbitrary size, using the same method and based again in an example from Chapter 2. In this case the convex cone $\Upsilon(D)$ is, at least, $N$-dimensional.

For this example we recover the matrices, $A, J$ in (1.25) and introduce the $N \times N$ $\operatorname{matrix} R_{A, a}$ :

$$
\begin{equation*}
A=\sum_{i=1}^{N-1} v_{i} \mathcal{E}_{i, i+1}, \quad J=\sum_{i=1}^{N}(N-i) \mathcal{E}_{i, i}, \quad R_{A, a}=(I-A)(I-a A)^{-1} \tag{3.12}
\end{equation*}
$$

where symbol $\mathcal{E}_{i, j}$ stands for the $N \times N$ matrix with entry $(i, j)$ equal to 1 and 0 otherwise, and $v_{1}, \cdots, v_{N-1}$ are complex numbers.

Theorem 3.2.3. For real numbers $a$ and $c$ with $0<a<1$ and $c>0$ let $D$ be the second order difference operator defined by

$$
D(\cdot)=\mathfrak{s}_{1}(\cdot) F_{1}(x)+\mathfrak{s}_{0}(\cdot) F_{0}(x)+\mathfrak{s}_{-1}(\cdot) F_{-1}(x)
$$

where

$$
\begin{aligned}
F_{-1}(x) & =R_{A, a}^{-1} x, \quad F_{1}(x)=a(x+c) R_{A, a} \\
F_{0}(x) & =(a-1)(J-(N-1) I)-x\left(a R_{A, a}+R_{A, a}^{-1}\right)
\end{aligned}
$$

Then, $\left\{\gamma W_{\xi_{1}, \cdots, \xi_{N-1}}: \gamma, \xi_{i}>0, i=1, \cdots, N-1\right\} \subseteq \Upsilon(D)$ where

$$
W_{\xi_{1}, \cdots, \xi_{N-1}}=\frac{1}{\Gamma(c)} \sum_{x=0}^{\infty} \frac{a^{x} \Gamma(x+c)}{x!} R_{A, a}^{x}\left(\begin{array}{cccc}
\xi_{1} & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \xi_{N-1} & 0 \\
0 & \cdots & 0 & 1
\end{array}\right)\left(R_{A, a}^{*}\right)^{x} \delta_{x}
$$

### 3.2.2 Examples constructed by using the second method

We now use the second method to study the convex cone of some second order difference operators.

We first consider the second order difference operator

$$
\begin{equation*}
D(\cdot)=\mathfrak{s}_{1}(\cdot) F_{1}(x)+\mathfrak{s}_{0}(\cdot) F_{0}(x)+\mathfrak{s}_{-1}(\cdot) F_{-1}(x) \tag{3.13}
\end{equation*}
$$

where $F_{-1}, F_{0}, F_{1}$ are the matrix polynomials given by

$$
\begin{aligned}
F_{-1}(x) & =\left(\begin{array}{cc}
-b(x-1)(a-1) & a b^{2} x(x-1)(a-1) \\
-1 & x b a
\end{array}\right) \\
F_{0}(x) & =\left(\begin{array}{cc}
b(a(c+x)-x)-b^{-1} & -a x\left(b^{2}(c+2 x)(a-1)-1\right) \\
1 & -2 x b a
\end{array}\right), \\
F_{1}(x) & =\left(\begin{array}{cc}
0 & a(c+x)\left((x+1) b^{2}(a-1)-1\right) \\
0 & b(c+x) a
\end{array}\right)
\end{aligned}
$$

along with the weight matrix

$$
W=\sum_{x=0}^{\infty} \frac{a^{x} \Gamma(x+c)}{x!}\left(\begin{array}{cc}
x+b^{2}(a-1)^{2} x^{2} & b(a-1) x \\
b(a-1) x & 1
\end{array}\right) \delta_{x} .
$$

Theorem 3.2.4. For real numbers $a, b$ and $c$ with $0<a<1,0<c, a \neq 1 / 2+1 /\left(2 b^{2}\right)$ and $b \neq 0$, let $D$ be the second order difference operator defined by (3.13). Then,

$$
\Upsilon(D)=\left\{\gamma W+\xi\left(\begin{array}{cc}
a|b| c & -\operatorname{sign}(b) \\
-\operatorname{sign}(b) & 1 /(a|b| c)
\end{array}\right) \delta_{-c}: \gamma>0, \xi \geq 0\right\}
$$

where $\operatorname{sign}(b)$ stands for the sign of $b$.
Proof. It is a matter of calculation to check that $W$ and $D$ satisfy the symmetry equations

$$
\begin{aligned}
F_{1}(x-l) W(x-l) & =W(x) F_{-1}^{*}(x), \quad \text { for } x \geq 1 \\
F_{0}(x) W(x) & =W(x) F_{0}^{*}(x), \quad \text { for } x \geq 0
\end{aligned}
$$

as well as the boundary condition $W(0) F_{-1}^{*}(0)=0$. By Theorem 1.3.19 we can conclude that $W \in \Upsilon(D)$.

To simplify the writing, we set

$$
M=\left(\begin{array}{cc}
a|b| c & -\operatorname{sign}(b) \\
-\operatorname{sign}(b) & 1 /(a|b| c)
\end{array}\right) .
$$

For $x=-c$ we then, have

$$
\begin{aligned}
F_{-1}(-c) M & =\left(\begin{array}{cc}
b(c+1)(a-1) & a c b^{2}(c+1)(a-1) \\
1 & -c b a
\end{array}\right)\left(\begin{array}{cc}
a|b| c & -\operatorname{sign}(b) \\
-\operatorname{sign}(b) & 1 /(a|b| c)
\end{array}\right)=0 \\
F_{1}(-c) M & =\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
a|b| c & -\operatorname{sign}(b) \\
-\operatorname{sign}(b) & 1 /(a|b| c)
\end{array}\right)=0, \\
F_{0}(-c) M & =\left(\begin{array}{cc}
\frac{-1+c b^{2}}{b} & -a c\left(c b^{2} a-c b^{2}+1\right) \\
1 & 2 c b a
\end{array}\right)\left(\begin{array}{cc}
a|b| c & -\operatorname{sign}(b) \\
-\operatorname{sign}(b) & 1 /(a|b| c)
\end{array}\right) \\
& =\left(\begin{array}{cc}
\operatorname{sign}(b) c^{2} a^{2} b^{2} & -a|b| c \\
-a|b| c & -\operatorname{sign}(b)
\end{array}\right), \\
M F_{0}^{*}(-c) & =\left(\begin{array}{cc}
a|b| c & -\operatorname{sign}(b) \\
-\operatorname{sign}(b) & 1 /(a|b| c)
\end{array}\right)\left(\begin{array}{cc}
-a c\left(c b^{2} a-c b^{2}+1\right) & 2 c b a
\end{array}\right) \\
& =\left(\begin{array}{cc}
\operatorname{sign}(b) c^{2} a^{2} b^{2} & -a|b| c \\
-a|b| c & -\operatorname{sign}(b)
\end{array}\right) .
\end{aligned}
$$

By Theorem 3.1.2, the weight matrix $\gamma W+\xi M \delta_{-c}, \gamma>0, \xi \geq 0$, is also in the convex cone $\Upsilon(D)$ of $D$.

We now prove that actually this family of weight matrices provides all the weight matrices in the convex cone $\Upsilon(D)$, that is $\Upsilon(D)=\left\{\gamma W+\xi M \delta_{-c}: \gamma>0, \xi \geq 0\right\}$. The proof is similar to that of Theorem 3.2.2, hence we only sketch it.

Lemma 3.1.3 gives that the generalized moments $\mu_{n}=\int\binom{x}{n} d U(x), n \geq 0$, of each weight matrix $U \in \Upsilon(D)$ have to satisfy the moment equations (3.3) and (3.4). If we write

$$
\begin{aligned}
F_{-1}(x) & =F_{-1,2}\binom{x}{2}+F_{-1,1}\binom{x}{1}+F_{-1,0}, \quad F_{1}(x)=F_{1,2}\binom{x}{2}+F_{1,1}\binom{x}{1}+F_{1,0} \\
G_{0} & =F_{-1}+F_{0}+F_{1}
\end{aligned}
$$

these moment equations are, for $n=0$,

$$
\begin{equation*}
G_{0} \mu_{0}=\mu_{0} G_{0}^{\star} \tag{3.14}
\end{equation*}
$$

and for $n \geq 1$

$$
\begin{gather*}
{\left[\binom{n}{2} F_{1,2}+\binom{n}{1} F_{1,1}-\binom{n}{1} F_{-1,1}+G_{0}\right] \mu_{n}}  \tag{3.15}\\
+\left[\binom{n-1}{2} F_{1,2}+\binom{n-1}{1} F_{1,1}+F_{1,0}\right] \mu_{n-1}-F_{-1,0} \sum_{j=0}^{n-1}(-1)^{j+n-1} \mu_{j}=\mu_{n} G_{0}^{*}
\end{gather*}
$$

In our example, $\binom{n}{2} F_{1,2}+n F_{1,1}-n F_{-1,1}+G_{0}$ and $G_{0}$ are upper triangular matrices with diagonal entries equal to

$$
b(a-1) n+a b c+a b-b-1 / b, \quad a b c-a b, \quad a b c+a b-b-1 / b, \quad a b c,
$$

respectively. Hence, for a fixed $n \geq 1$, and except for the values $a=1 / 2+1 /\left(2 b^{2}\right)$ and $a=1+1 /\left((n+1) b^{2}\right)$, the matrices $\binom{n}{2} F_{1,2}+n F_{1,1}-n F_{-1,1}+G_{0}$ and $G_{0}^{*}$ do not share any eigenvalue. We need not to consider these exceptional values: $a=1+1 /\left((n+1) b^{2}\right)$, since we assume $a<1$, and $a \neq 1 / 2+1 /\left(2 b^{2}\right)$. Hence, equation (3.15) defines $\mu_{n}, n \geq 1$, in an unique way from $\mu_{0}$ (see [61], p. 225).

It is just a matter of calculation to see that the set of solutions $\mu_{0}$ of the equation (3.14) is formed by the matrices

$$
\left(\begin{array}{cc}
\eta & -a b c \tau \\
-a b c \tau & \tau
\end{array}\right)
$$

where $\tau>0$ and $\eta>\tau a^{2} b^{2} c^{2}$ (since we are assuming that $\mu_{0}$ is the first moment of a weight matrix, and so it has to be a positive definite matrix). On the other hand, the first moment of $\gamma W+\xi M \delta_{-c}, \gamma, \xi \in \mathbb{R}$, is

$$
\frac{\gamma \Gamma(c)}{(1-a)^{c}}\left(\begin{array}{cc}
\frac{a c\left(a^{2} b^{2} c-a b^{2}(c-1)-1-b^{2}\right)}{a-1} & -a b c \\
-a b c & 1
\end{array}\right)+\xi M
$$

It is then easy to see that given $\tau$ and $\eta$ there exist $\gamma, \xi \in \mathbb{R}$ such that $U$ has the same first moment $\mu_{0}$ as $\gamma W+\xi M \delta_{-c}$. Hence, since the generalized moments $\mu_{n}, n \geq 1$, of $U$ and
$\gamma W+\xi M \delta_{-c}$ are uniquely defined from $\mu_{0}$, we conclude that $U$ and $\gamma W_{\xi}$ have the same generalized moments $\mu_{n}, n \geq 0$. It is then clear that $U$ and $\gamma W+\xi M \delta_{-c}$ have also the same moments $s_{n}, n \geq 0$, where $s_{n}=\int x^{n} d U(x)$.

In order to prove that actually $U=\gamma W+\xi M \delta_{-c}$, we can use again the Fourier transform (as in the proof of Theorem 3.2.2), taking into account that $\mathcal{F}(U)$ and $\mathcal{F}\left(\gamma W+\xi M \delta_{-c}\right)$ have at 0 the same derivatives of any order, that $\mathcal{F}\left(\gamma W+\xi M \delta_{-c}\right)$ is an analytic function in the open half plane $\{z \in \mathbb{C}: \log a<\Im z\}$ and that 0 is contained in that half plane (since $0<a<1$ ).

We finally display an example in arbitrary size $N \times N$.
Consider again the $N \times N$ matrices given by (1.25),

$$
A=\sum_{i=1}^{N-1} v_{i} \mathcal{E}_{i, i+1}, \quad J=\sum_{i=1}^{N}(N-i) \mathcal{E}_{i, i}
$$

where the parameters $v_{i}$ satisfy the following constrains: for $i=1, \cdots, N-2$,

$$
\begin{equation*}
(N-i-1) a\left|v_{i}\right|^{2}\left|v_{N-1}\right|^{2}+(N-1)\left|v_{i}\right|^{2}-i(N-i)\left|v_{N-1}\right|^{2}=0 . \tag{3.16}
\end{equation*}
$$

Let $W$ be the discrete weight matrix given by

$$
\begin{equation*}
W=\sum_{x=0}^{\infty} \frac{a^{x}}{x!}(I+A)^{x}\left(I+A^{*}\right)^{x} \delta_{x} . \tag{3.17}
\end{equation*}
$$

It was shown in Theorem 2.2.1 that the difference operator

$$
D_{1}(\cdot)=\mathfrak{s}_{-1}(\cdot)(I+A)^{-1} x+\mathfrak{s}_{0}(\cdot)\left(-J-(I+A)^{-1} x\right)+a \mathfrak{s}_{1}(\cdot)(I+A)
$$

is symmetric with respect to the weight matrix (3.17). In [57, Theorem 3] it was proved that, under the constrains (3.16), the difference operator

$$
D_{2}(\cdot)=\mathfrak{s}_{-1}(\cdot) H_{-1}(x)+\mathfrak{s}_{0}(\cdot) H_{0}(x)+\mathfrak{s}_{1} H_{1}(x)
$$

where

$$
\begin{aligned}
H_{-1}(x)= & {\left[(I+A)^{-1}-I\right] x^{2}+\left(\frac{N-1}{a\left|v_{N-1}\right|^{2}} I+J\right) x, } \\
H_{1}(x)= & {\left[(I+A)^{-1}-I\right] x^{2}+\left(2 J-N I-a A+(I+A)^{-1}\right) x } \\
& +a(I+A)\left(\frac{N-1}{a\left|v_{N-1}\right|^{2}} I+J\right)\left(I+A^{*}\right), \\
H_{0}(x)=- & H_{-1}(x)-H_{1}(x),
\end{aligned}
$$

is also symmetric with respect to $W$.
Theorem 3.2.5. Let $w$ be the non zero (row) vector in $\mathbb{C}^{N}$ whose entries satisfy

$$
\begin{equation*}
w_{i+1}=\frac{(N-i)}{a \bar{v}_{i}} w_{i}, \quad w_{1}=1, \tag{3.18}
\end{equation*}
$$

and write $M_{0}$ for the $N \times N$ positive semidefinite matrix $M_{0}=w^{*} w$. For

$$
\lambda=-\frac{(N-1)\left(1+a\left|v_{N-1}\right|^{2}\right)}{a\left|v_{N-1}\right|^{2}},
$$

consider the operator $D_{3}=\lambda D_{1}+D_{2}$. Then,

$$
\left\{\gamma W+\xi M_{0} \delta_{0}: \gamma>0, \xi \geq 0\right\} \subseteq \Upsilon\left(D_{3}\right)
$$

Proof. Since $D_{3}$ is a linear combination of two symmetric operators with respect to $W$, it is also symmetric with respect to $W$. Write

$$
D_{3}(\cdot)=\mathfrak{s}_{-1}(\cdot) F_{-1}(x)+\mathfrak{s}_{0}(\cdot) F_{0}(x)+\mathfrak{s}_{1} F_{1}(x)
$$

By Lemma 3.1.2, if we prove that $D_{3}$ satisfies the conditions

$$
\begin{equation*}
F_{1}(0) M_{0}=0, \quad M_{0} F_{-1}^{*}(0)=0, \quad F_{0}(0) M_{0}=M_{0}^{*} F_{0}^{*}(0) \tag{3.19}
\end{equation*}
$$

then, we have that $D_{3}$ is symmetric with respect to the weight matrices $\gamma W+\xi M_{0} \delta_{0}, \gamma>0$ and $\xi \geq 0$, i.e. $\gamma W+\xi M_{0} \delta_{0} \in \Upsilon\left(D_{3}\right)$.

The coefficients of $D_{3}$ are given by

$$
\begin{aligned}
F_{1}(x)= & {\left[(I+A)^{-1}-I\right] x^{2}+\left[2 J-N I-a A+(I+A)^{-1}\right] x } \\
& +a(I+A)\left[\lambda I+\left(\frac{N-1}{a\left|v_{N-1}\right|^{2}} I+J\right)\left(I+A^{*}\right)\right], \\
F_{-1}(x)= & {\left[(I+A)^{-1}-I\right] x^{2}+\left[\frac{N-1}{a\left|v_{N-1}\right|^{2}} I+J+\lambda(I+A)^{-1}\right] x, } \\
F_{0}(x)= & -F_{-1}(x)-F_{1}(x)-\lambda(J-a(I+A)) .
\end{aligned}
$$

It is obvious that the second condition in (3.19) holds since $F_{-1}(0)=0$. To see that the first condition in (3.19) holds, we point out that under the constrains (3.16) we have

$$
\begin{aligned}
F_{1}(0) & =a(I+A)\left[\lambda I+\left(\frac{N-1}{a\left|v_{N-1}\right|^{2}} I+J\right)\left(I+A^{*}\right)\right] \\
& =a(I+A)\left[-(N-1) I+J+\frac{N-1}{a\left|v_{N-1}\right|^{2}} A^{*}+J A^{*}\right] \\
& =a(I+A)\left[\sum_{i=1}^{N}(1-i) \mathcal{E}_{i, i}+\sum_{i=2}^{N}\left(\frac{(N-1) \bar{v}_{i-1}}{a\left|v_{N-1}\right|^{2}}+(N-i) \bar{v}_{i-1}\right) \mathcal{E}_{i, i-1}\right] \\
& =a(I+A)\left[\sum_{i=1}^{N}(1-i) \mathcal{E}_{i, i}+\sum_{i=2}^{N} \frac{(i-1)(N-i+1)}{a v_{i-1}} \mathcal{E}_{i, i-1}\right]
\end{aligned}
$$

where the last equality holds because of the constrains on $v_{i},(3.16)$. Now it is straightforward to see that, because of $(3.18), w^{*}$ is in the kernel of $F_{1}(0)$, and hence $F_{1}(0) M_{0}=0$.

For the third condition in (3.19), notice that

$$
F_{0}(0) M_{0}=\left(-F_{1}(0)-F_{-1}(0)-\lambda(J-a(I+A))\right) w^{*} w=-\lambda(J+\lambda a(I+A)) w^{*} w .
$$

And also $M_{0} F_{0}^{*}(0)=-\lambda w^{*} w\left(J-a\left(I+A^{*}\right)\right)$. Then, to see that $F_{0}(0) M_{0}=M_{0}^{*} F_{0}^{*}(0)$ it suffices to check the following equality, $(-J+a A) w^{*} w=w^{*} w\left(-J+a A^{*}\right)$. We write $w=\sum_{i=0}^{N} w_{i} e_{i}$, where $\left(e_{i}\right)_{i=1}^{N}$ is the canonical base of $\mathbb{C}^{N}$. Then, we have that

$$
\begin{aligned}
(-J+a A) M_{0} & =\left(\sum_{i=1}^{N}(i-N) \mathcal{E}_{i, i}+a \sum_{i=1}^{N} v_{i} \mathcal{E}_{i, i+1}\right) w^{*} w \\
& =\left(\sum_{i=1}^{N}\left((i-N) \bar{w}_{i}+a v_{i} \bar{w}_{i+1}\right) e_{i}\right) w \\
& =\sum_{i, j=1}^{N}\left((i-N) \bar{w}_{i} w_{j}+a v_{i} \bar{w}_{i+1} w_{j}\right) \mathcal{E}_{i, j} \\
M_{0}\left(-J+a A^{*}\right) & =\sum_{i, j=1}^{N}\left((j-N) \bar{w}_{i} w_{j}+a \bar{v}_{j} \bar{w}_{i} w_{j+1}\right) \mathcal{E}_{i, j}
\end{aligned}
$$

So we have that $(-J+a A) M_{0}=M_{0}\left(-J+a A^{*}\right)$ if and only if

$$
(i-N) \bar{w}_{i} w_{j}+a v_{i} \bar{w}_{i+1} w_{j}=(j-N) \bar{w}_{i} w_{j}+a \bar{v}_{j} \bar{w}_{i} w_{j+1}
$$

By dividing both sides of the previous equality by $\bar{w}_{i} w_{j}$ we get that $(-J+a A) M_{0}=$ $M_{0}\left(-J+a A^{*}\right)$ if and only if

$$
(i-N)+a v_{i} \frac{\bar{w}_{i+1}}{\bar{w}_{i}}=(j-N)+a \bar{v}_{j} \frac{w_{j+1}}{w_{j}} .
$$

But this is true since by (3.18) $\frac{\bar{w}_{i+1}}{\bar{w}_{i}}=\frac{(N-i)}{a v_{i}}$, and then both sides of the previous equality are, indeed, 0 . With this last equality it is proved the third condition in (3.19).

## Chapter 4

## Matrix polynomials satisfying $q$-difference equations.

In the theory of scalar orthogonal polynomials, those families of orthogonal polynomials being solutions of a $q$-differential equation of the form (1.29)

$$
\sigma(x) D_{q^{-1}}\left(D_{q}(p(x))\right)+\tau(x) D_{q}(p(x))=\lambda p(x)
$$

where $\sigma$ and $\tau$ are polynomials and $D_{q}$ is the $q$-differential operator (1.30), are called $q$-classical polynomials of the Hahn class (we will refer to them simply as $q$-classical polynomials).

The previous $q$-differential equation can be written in terms of $q$-shift operators, $\mathfrak{E}_{l}(f(x))=f\left(q^{l} x\right)$ for $l \in \mathbb{Z}$, by

$$
\begin{equation*}
f_{-1}(x) \mathfrak{E}_{-1} p(x)+f_{0}(x) \mathfrak{E}_{0} p(x)+f_{1}(x) \mathfrak{E}_{1} p(x)=\lambda p(x) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{aligned}
f_{-1}(x) & =-\frac{\sigma(x)}{\left(1-q^{2}\right) x^{2}} \quad f_{0}(x)=\frac{\left(1+q^{-1}\right) \sigma(x)}{(1-q)\left(1-q^{-1}\right) x^{2}}+\frac{\tau(x)}{(1-q) x} \\
f_{1}(x) & =-\frac{\sigma(x)}{(1-q)\left(1-q^{-1}\right) x^{2}}-\frac{\tau(x)}{(1-q) x}
\end{aligned}
$$

We consider here a matrix analogue of the $q$-difference operator, defined by

$$
\mathfrak{E}_{-1}(\cdot) F_{-1}(x)+\mathfrak{E}_{0}(\cdot) F_{0}(x)+\mathfrak{E}_{1}(\cdot) F_{1}(x),
$$

where $F_{i}(x)$ are matrix polynomials in $x^{-1}$ such that $\operatorname{dgr}\left(F_{i}\right) \leq 2, \operatorname{dgr}\left(q F_{1}+F_{0}+q^{-1} F_{-1}\right) \leq 1$ and $\operatorname{dgr}\left(F_{1}+F_{0}+F_{-1}\right)=0$.

Such a $q$-difference operator is symmetric with respect to a $q$-weight if it satisfies the symmetry equations

$$
\begin{align*}
F_{0}\left(q^{x}\right) W\left(q^{x}\right) & =W\left(q^{x}\right) F_{0}\left(q^{x}\right)^{*}, \quad x \in \mathbb{N},  \tag{4.2}\\
F_{1}\left(q^{x-1}\right) W\left(q^{x-1}\right) & =q W\left(q^{x}\right) F_{-1}\left(q^{x}\right)^{*}, \quad x \in \mathbb{N} \backslash\{0\}, \tag{4.3}
\end{align*}
$$

and the boundary conditions

$$
\begin{align*}
& W(1) F_{-1}(1)^{*}=0,  \tag{4.4}\\
& q^{2 x} F_{1}\left(q^{x}\right) W\left(q^{x}\right) \rightarrow 0,  \tag{4.5}\\
& q^{x}\left(F_{1}\left(q^{x}\right) W\left(q^{x}\right)-W\left(q^{x}\right) F_{1}\left(q^{x}\right)^{*}\right) \rightarrow 0,  \tag{4.6}\\
& \text { as } x \rightarrow \infty,
\end{align*}
$$

In this chapter we introduce a method to solve the symmetry equation (4.3) for a second-order $q$-difference operator with respect to a $q$-weight

$$
\begin{equation*}
W=\sum_{x=0}^{\infty} q^{x} W\left(q^{x}\right) \delta_{q^{x}} . \tag{4.7}
\end{equation*}
$$

We then construct a matrix relative of the little $q$-Jacobi polynomials and we explore some of their properties.

The following lemma give us a method to solve equation (1.53) in Theorem 1.3.21. We omit the proof for being completely analogous to that of Theorem 2.1.1.

Lemma 4.0.6. Let $s(x)$ be a scalar function satisfying $s\left(q^{x}\right) \neq 0$ for $x \in \mathbb{N} \backslash\{0\}$. Assume that $F_{1}$ and $F_{-1}$ are matrix-valued polynomials such that

$$
\begin{equation*}
F_{1}\left(q^{x-1}\right) F_{-1}\left(q^{x}\right)=q\left|s\left(q^{x}\right)\right|^{2} I, \quad \forall x \in \mathbb{N} \backslash\{0\} . \tag{4.8}
\end{equation*}
$$

Let $T$ be a solution of the $q$-difference equation

$$
\begin{equation*}
T\left(q^{x-1}\right)=s\left(q^{x}\right)^{-1} F_{-1}\left(q^{x}\right) T\left(q^{x}\right), \quad x \in \mathbb{N} \backslash\{0\}, \quad T(1)=I . \tag{4.9}
\end{equation*}
$$

Then, the $q$-weight defined by $W\left(q^{x}\right)=T\left(q^{x}\right) T\left(q^{x}\right)^{*}$ satisfies the symmetry equation

$$
F_{1}\left(q^{x-1}\right) W\left(q^{x-1}\right)=q W\left(q^{x}\right) F_{-1}\left(q^{x}\right)^{*}, \quad x \in \mathbb{N} \backslash\{0\} .
$$

### 4.1 A matrix-valued relative of the little $q$-Jacobi polynomials

In this section we construct a family of matrix orthogonal polynomials that can be considered as a matrix relative of the little $q$-Jacobi polynomials.

For $\alpha \in \mathbb{R} \backslash\{0\}$ consider the matrix

$$
\begin{equation*}
R=\alpha A-a e^{\log (q)(J+A)}-e^{-\log (q)(J+A)}, \tag{4.10}
\end{equation*}
$$

where $A$ and $J$ are the matrices given by (1.25). Notice that, since $-a e^{\log (q)(J+A)}-$ $e^{-\log (q)(J+A)}$ has different eigenvalues, so does $R$, therefore it can be diagonalized. Let $S$ be a matrix such that $S^{-1} R S$ is diagonal,

$$
\begin{equation*}
S^{-1}\left(\alpha A-a e^{\log (q)(J+A)}-e^{-\log (q)(J+A)}\right) S=-a e^{\log (q) J}-e^{-\log (q) J}=-a q^{J}-q^{-J} . \tag{4.11}
\end{equation*}
$$

We set the matrices

$$
\begin{equation*}
M=S^{-1}(J+A) S, \quad L=q^{M}=S^{-1} q^{J+A} S, \quad U=\alpha S^{-1} A S . \tag{4.12}
\end{equation*}
$$

Theorem 4.1.1. Let $\alpha \in \mathbb{R} \backslash\{0\}, 0<a<q^{-1}$ and $b<q^{-1}$, and consider the matrices $M, L$ and $U$ given by (4.12). The $q$-difference operator

$$
\begin{equation*}
D(\cdot)=\mathfrak{E}_{-1}(\cdot)\left(x^{-1}-1\right) L^{-1}+\mathfrak{E}_{0}(\cdot)\left(U-x^{-1}\left(a L+L^{-1}\right)\right)+\mathfrak{E}_{1}(\cdot)\left(a x^{-1}-a b q\right) L \tag{4.13}
\end{equation*}
$$

is symmetric with respect to the weight matrix $W$ supported on $q^{\mathbb{N}}$ and given by

$$
\begin{equation*}
W\left(q^{x}\right)=\frac{a^{x}(b q ; q)_{x}}{(q ; q)_{x}} L^{x}\left(L^{*}\right)^{x}, \quad x \in \mathbb{N} . \tag{4.14}
\end{equation*}
$$

Proof. To prove that (4.13) is symmetric with respect to (4.14) we apply Theorem 1.3.21 for $r=1$. Then, it suffices to show that the symmetry equations (4.2), (4.3) and the boundary conditions $(4.4),(4.5)$ and (4.6) hold. We proceed in three steps.

First Step. The symmetry equation $F_{1}\left(q^{x-1}\right) W\left(q^{x-1}\right)=q W\left(q^{x}\right) F_{-1}\left(q^{x}\right)^{*}$ holds for $x \in \mathbb{N}$.

We use Lemma 4.0.6 to see that this $q$-difference equation holds. To do so notice that the coefficients $F_{1}=\left(a q^{-x+1}-a b q\right) L$ and $F_{-1}=\left(q^{-x}-1\right) L^{-1}$ satisfy

$$
F_{1}\left(q^{x-1}\right) F_{-1}\left(q^{x}\right)=\left(a q^{-x+1}-a b q\right)\left(q^{-x}-1\right) L L^{-1}=\left|s\left(q^{x}\right)\right|^{2} I, \quad x \geq 1
$$

and $s\left(q^{x}\right)=\sqrt{\left(a q^{-x+1}-a b q\right)\left(q^{-x}-1\right)} \neq 0$ for $x \geq 1$. On the other hand, the $q$-weight (4.14) can be factorized as

$$
\begin{equation*}
W\left(q^{x}\right)=T\left(q^{x}\right) T\left(q^{x}\right)^{*}, \quad T\left(q^{x}\right)=\sqrt{\frac{a^{x}(b q ; q)_{x}}{(q ; q)_{x}}} L^{x} \tag{4.15}
\end{equation*}
$$

and $T$ satisfies $T\left(q^{x-1}\right)=\frac{\sqrt{q}}{s\left(q^{x}\right)} F_{-1}\left(q^{x}\right) T\left(q^{x}\right)$ :

$$
\begin{aligned}
\frac{\sqrt{q}}{s\left(q^{x}\right)} F_{-1}\left(q^{x}\right) T\left(q^{x}\right) & =\frac{\sqrt{q}\left(q^{-x}-1\right)}{\sqrt{\left(a q^{1-x}-a b q\right)\left(q^{-x}-1\right)}} \sqrt{\frac{a^{x}(b q ; q)_{x}}{(q ; q)_{x}}} L^{-1} L^{x} \\
& =\sqrt{\frac{q\left(1-q^{x}\right)}{q a\left(1-b q^{x}\right)} \frac{a^{x}(b q ; q)_{x}}{(q ; q)_{x}}} L^{x-1}=\sqrt{\frac{a^{x-1}(b q ; q)_{x-1}}{(q ; q)_{x-1}}} L^{x-1} \\
& =T\left(q^{x-1}\right) .
\end{aligned}
$$

Then, Lemma 4.0.6 applies, and the symmetry equation

$$
F_{1}\left(q^{x-1}\right) W\left(q^{x-1}\right)=q W\left(q^{x}\right) F_{-1}\left(q^{x}\right)^{*}
$$

holds.
Second step. The symmetry equation $F_{0}\left(q^{x}\right) W\left(q^{x}\right)=W\left(q^{x}\right) F_{0}\left(q^{x}\right)^{*}$ holds for $x \in \mathbb{N}$.
By using the factorization $W\left(q^{x}\right)=T\left(q^{x}\right) T\left(q^{x}\right)^{*}$ this symmetry equation is equivalent to the Hermiticity of the matrix function

$$
\begin{equation*}
T\left(q^{x}\right)^{-1}\left(U-q^{-x}\left(a L+L^{-1}\right)\right) T\left(q^{x}\right), \quad \text { for all } x \in \mathbb{N} \tag{4.16}
\end{equation*}
$$

We see that this matrix is actually a real diagonal matrix for all $x \in \mathbb{N}$, hence it is Hermitian. Taking into account formulas (1.22), (4.15) and the definition of the matrix $L$ (4.12), we can write

$$
\begin{aligned}
& T\left(q^{x}\right)^{-1}\left(U-q^{-x}\left(a L+L^{-1}\right)\right) T\left(q^{x}\right) \\
& =q^{-M x}\left(U-q^{-x}\left(a S^{-1} q^{J+A} S+S^{-1} q^{-(J+A)} S\right)\right) q^{M x} \\
& =\sum_{i=0}^{\infty} \frac{(-1)^{i}}{i!} x^{i} \log (q)^{i}\left(\operatorname{Adj}_{M}^{i} U-a S^{-1} q^{J+A} S-S^{-1} q^{-(J+A)} S\right)
\end{aligned}
$$

Notice that the matrices $U$ and $M$ given by (4.12) satisfy
$[M, U]=\alpha S^{-1}(J+A) S S^{-1} A S-\alpha S^{-1} A S S^{-1}(J+A) S=\alpha S^{-1}(J A-A J) S=\alpha S^{-1} A S=U$.
Therefore $\operatorname{Adj}_{M}^{i} U=U$ for all $i \geq 0$ and then,

$$
\begin{aligned}
T\left(q^{x}\right)^{-1} F_{0}\left(q^{x}\right) T\left(q^{x}\right) & =\sum_{i=0}^{\infty} \frac{(-1)^{i}}{i!} x^{i} \log (q)^{i}\left(U-a S^{-1} q^{J+A} S-S^{-1} q^{-(J+A)} S\right) \\
& =\sum_{i=0}^{\infty} \frac{(-1)^{i}}{i!} x^{i} \log (q)^{i} S^{-1}\left(\alpha A-a q^{(J+A)}-q^{-(J+A)}\right) S .
\end{aligned}
$$

By (4.11) we get

$$
T\left(q^{x}\right)^{-1} F_{0}\left(q^{x}\right) T\left(q^{x}\right)=\sum_{i=0}^{\infty} \frac{(-1)^{i}}{i!} x^{i} \log (q)^{i}\left(-a q^{J}-q^{-J}\right),
$$

since all the parameters involved are real, this is an Hermitian matrix for all $x \geq 0$, therefore the second symmetry equation (4.3) holds.

Third Step. Boundary Conditions.
It just remains to check the boundary conditions

$$
\begin{align*}
& W(1) F_{-1}(1)^{*}=0  \tag{4.17}\\
& \lim _{x \rightarrow \infty} q^{2 x}\left(F_{1}\left(q^{x}\right) W\left(q^{x}\right)\right)=0  \tag{4.18}\\
& \lim _{x \rightarrow \infty} q^{x}\left(F_{1}\left(q^{x}\right) W\left(q^{x}\right)-W\left(q^{x}\right) F_{1}\left(q^{x}\right)^{*}\right)=0 \tag{4.19}
\end{align*}
$$

It is clear that the boundary condition (4.17) hold since $F_{-1}(x)=\left(x^{-1}-1\right) L^{-1}$. To see that (4.18) is satisfied, we use the factorization of $W$ (4.15). Write $W=\rho\left(q^{x}\right) L^{x}\left(L^{x}\right)^{*}$ where $\rho\left(q^{x}\right)=\frac{a^{x}(b q ; q)_{x}}{(q ; q)_{x}}$ is the $q$-weight associated to the little $q$-Jacobi polynomials, then, $q^{x} W\left(q^{x}\right) \rightarrow 0$ when $x \rightarrow \infty$, and we get

$$
\lim _{x \rightarrow \infty} q^{2 x}\left(F_{1}\left(q^{x}\right) W\left(q^{x}\right)\right)=\lim _{x \rightarrow \infty} q^{2 x}\left(a q^{-x}-a b q\right) L W\left(q^{x}\right)=0
$$

For the last boundary condition (4.19) we see that

$$
q^{x}\left(F_{1}\left(q^{x}\right) W\left(q^{x}\right)-W\left(q^{x}\right) F_{1}\left(q^{x}\right)^{*}\right)=q^{x} \frac{a^{x}(b q ; q)_{x}}{(q ; q)_{x}} K\left(q^{x}\right)=q^{x} \rho\left(q^{x}\right) K\left(q^{x}\right)
$$

where $K\left(q^{x}\right)$ is a matrix polynomial in $q^{x}$. Then, since $\rho\left(q^{x}\right)$ is the scalar weight for the little $q$-Jacobi polynomials, we have that

$$
\lim _{x \rightarrow \infty} q^{x} \rho\left(q^{x}\right) K\left(q^{x}\right)=0
$$

Notice that for the matrices $J$ and $A$ (1.25), $J+A$ can be diagonalized and so does $S^{-1}(J+A) S$. Let $S_{1}$ be the matrix such that $\left(S_{1}\right)^{-1} S^{-1}(J+A) S S_{1}=J$, then, since $L=S^{-1} e^{\log (q)(J+A)} S$ we have $\left(S_{1}\right)^{-1} L S_{1}=q^{J}$ and

$$
\begin{aligned}
L^{x+1}\left(L^{*}\right)^{x}-L^{x}\left(L^{*}\right)^{x+1} & =S_{1}\left(q^{J(x+1)}\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1} q^{J x}-q^{J(x+1)}\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1} q^{J x}\right) S_{1}^{*} \\
& =S_{1} q^{J x}\left(q^{J}\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1}-\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1} q^{J}\right) q^{J x} S_{1}^{*}
\end{aligned}
$$

We write

$$
q^{J x}=\left(\begin{array}{llll}
q^{(N-1) x} & & &  \tag{4.20}\\
& q^{(N-2) x} & & \\
& & \ddots & \\
& & & 1
\end{array}\right)=\tilde{Q}(x)+\mathcal{E}_{N N}
$$

where we recall that $\mathcal{E}_{i, j}$ is the matrix with 1 in its $(i, j)$ entry and zero otherwise. Then,

$$
\begin{aligned}
L^{x+1}\left(L^{*}\right)^{x}-L^{x}\left(L^{*}\right)^{x+1} & =S_{1}\left(\tilde{Q}(x)+\mathcal{E}_{N N}\right)\left(q^{J}\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1}-\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1} q^{J}\right)\left(\tilde{Q}(x)+\mathcal{E}_{N N}\right) S_{1}^{*} \\
& =S_{1} \tilde{Q}(x)\left(q^{J}\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1}-\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1} q^{J}\right) \tilde{Q}(x) S_{1}^{*}+\Theta(x) \\
& =q^{2 x} K_{1}(x)+\Theta\left(q^{x}\right),
\end{aligned}
$$

where $K_{1}\left(q^{x}\right)$ is a matrix polynomial in $q^{x}$ and

$$
\begin{aligned}
\Theta(x) & =S_{1} \mathcal{E}_{N N}\left(q^{J}\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1}-\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1} q^{J}\right) \tilde{Q}(x) S_{1}^{*} \\
& +S_{1} \tilde{Q}(x)\left(q^{J}\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1}-\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1} q^{J}\right) S_{1}^{*} \mathcal{E}_{N N} \\
& +S_{1} \mathcal{E}_{N N}\left(q^{J}\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1}-\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1} q^{J}\right) \mathcal{E}_{N N} S_{1}^{*}
\end{aligned}
$$

Notice that $\mathcal{E}_{N N}\left(q^{J}\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1}-\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1} q^{J}\right) \mathcal{E}_{N N}=0$, therefore

$$
\begin{align*}
\Theta(x) & =S_{1} \mathcal{E}_{N N}\left(q^{J}\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1}-\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1} q^{J}\right) \tilde{Q}(x) S_{1}^{*} \\
& +S_{1} \tilde{Q}(x)\left(q^{J}\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1}-\left(S_{1}\right)^{-1}\left(S_{1}^{*}\right)^{-1} q^{J}\right) S_{1}^{*} \mathcal{E}_{N N} \\
& =q^{x} K_{2}\left(q^{x}\right), \tag{4.22}
\end{align*}
$$

where $K_{2}\left(q^{x}\right)$ is a matrix polynomial in $q^{x}$. Then, it follows from (4.15), (4.21) and (4.22) that

$$
\begin{aligned}
& \lim _{x \rightarrow \infty} q^{x}\left(F_{1}\left(q^{x}\right) W\left(q^{x}\right)-W\left(q^{x}\right) F_{1}\left(q^{x}\right)\right) \\
& =\lim _{x \rightarrow \infty} q^{x}\left(a q^{-x}-a b q\right) \frac{a^{x}(b q ; q)_{x}}{(q ; q)_{x}}\left(L^{x+1}\left(L^{*}\right)^{x}-L^{x}\left(L^{*}\right)^{x+1}\right) \\
& =\lim _{x \rightarrow \infty} q^{x}\left(a q^{-x}-a b q\right) \frac{a^{x}(b q ; q)_{x}}{(q ; q)_{x}}\left(q^{2 x} K_{1}\left(q^{x}\right)+q^{x} K_{2}\left(q^{x}\right)\right) \\
& =\lim _{x \rightarrow \infty} q^{x} \frac{a^{x}(b q ; q)_{x}}{(q ; q)_{x}}\left(a-a b q^{x+1}\right)\left(q^{x} K_{1}\left(q^{x}\right)+K_{2}\left(q^{x}\right)\right)=0,
\end{aligned}
$$

so the third boundary condition (4.19) also holds, and we have seen that Theorem 1.3.21 applies. Then, we can conclude that the $q$-difference operator given by (4.13) is symmetric with respect to the weight matrix $W$ given by (4.14).

Since the coefficients $F_{1}, F_{0}$ and $F_{-1}$ satisfy the degree conditions given in Theorem 1.3.20, the $q$-difference operator $D$ takes polynomials into polynomials and it does not raise the degree of polynomials. Then, we have the following corollary.

Corollary 4.1.2. Let $\left(P_{n}\right)_{n}$ be the sequence of monic orthogonal polynomials with respect to the $q$-weight (4.14), then

$$
D\left(P_{n}\right)=\Lambda_{n} P_{n}, \quad \Lambda_{n}=-q^{-1} L^{-1}+U-a b q^{n+1} L .
$$

Observation 4.1.3. The weight matrix presented in the previous theorem cannot be reduced to scalars. To see that, notice that from the definition of $A$, (1.25), for $v_{1}, \cdots, v_{N-1} \in$ $\mathbb{C}$ not all of them zero, the matrix $A$ is not normal, which implies that $W\left(q^{x}\right) W\left(q^{y}\right) \neq$ $W\left(q^{y}\right) W\left(q^{x}\right)$ for all $y \neq x$.

### 4.2 A matrix valued $q$-hypergeometric function

As in the continuous case, for certain vector-valued $q$-differential equation one can describe its analytic solutions around $x=0$ in terms of a matrix analogue of basic hypergeometric functions. This can be used to describe the rows of the eigenfunctions of a matrix $q$ difference operator with diagonal eigenvalues.

In this section we introduce a matrix-valued basic hypergeometric function and show how this matrix function defines the analytic solutions of a $q$-difference equation. This work is based in the matrix-valued hypergeometric functions introduced by Tirao [98] and presented in the preliminaries. It is worth to mention that the matrix function that we introduce here is different form that introduced in [17], where some extra factorization assumption are required.

We start by defining the matrix basic hypergeometric function ${ }_{2} \eta_{1}$.
Definition 4.2.1. Let $A, B, C \in \mathbb{C}^{N \times N}$ where $\sigma(C) \cap q^{-\mathbb{N} \backslash\{0\}}=\varnothing$. Define

$$
\begin{aligned}
& (A, B ; C ; q)_{0}=I, \\
& (A, B ; C ; q)_{k}=(A, B ; C ; q)_{k-1}\left(I-q^{k-1} A-q^{2 k-2} B\right)\left(I-q^{k} C\right)^{-1}, \quad k \geq 1 .
\end{aligned}
$$

Define the function ${ }_{2} \eta_{1}$ by

$$
{ }_{2} G_{1}\left[\begin{array}{c}
A, B  \tag{4.23}\\
C
\end{array} ; q, x\right]=\sum_{n=0}^{\infty}(A, B ; C ; q)_{n} \frac{x^{n}}{(q ; q)_{n}} .
$$

Theorem 4.2.2. Let $A, B, C \in \mathbb{C}^{N \times N}$ such that $\sigma(C) \cap q^{-\mathbb{N} \backslash\{0\}}=\varnothing$. Then, for $Q^{0} \in$ $\mathbb{C}^{N}, Q^{0} \neq 0$

$$
Q(x)=Q^{0}{ }_{2} G_{1}\left[\begin{array}{c}
A, B  \tag{4.24}\\
C
\end{array} ; q, q x\right]
$$

is a solution of the vector-valued $q$-difference equation

$$
\begin{equation*}
Q\left(q^{-1} x\right)(1-x)+Q(x)(-I-C+x A)+Q(q x)(C+x B)=0 \tag{4.25}
\end{equation*}
$$

with initial condition $Q(0)=Q^{0}$. Conversely, any vector-valued analytic solution $Q(x)$ around 0 of (4.25) with initial condition $Q(0) \neq 0$ is of the form (4.24).

Proof. We will prove that any analytic solution of (4.25) is of the form (4.24).
Let $Q=\sum_{k=0}^{\infty} Q^{k} x^{k}$ be an analytic solution of (4.25) with $Q^{0} \neq 0$. Applying the Frobenius method we get the following recursions formulas for the coefficients of $Q$ :

$$
\begin{aligned}
Q^{0} & =Q^{0} \\
0 & =Q^{k}\left(\left(q^{-k}-1\right) I+\left(q^{k}-1\right) C\right)+Q^{k-1}\left(-q^{-k+1} I+A+q^{k-1} B\right), \quad k \geq 1
\end{aligned}
$$

Then, we get

$$
\begin{aligned}
Q^{k} & =-Q^{k-1}\left(-q^{-k+1} I+A+q^{k-1} B\right)\left(\left(q^{-k}-1\right) I+\left(q^{k}-1\right) C\right)^{-1} \\
& =Q^{k-1} q^{-k+1}\left(I-q^{k-1} A-q^{2 k-2} B\right)\left(\left(q^{-k}-1\right) I+\left(q^{k}-1\right) C\right)^{-1} \\
& =Q^{k-1} q\left(I-q^{k-1} A-q^{2 k-2} B\right)\left(\left(1-q^{k}\right) I-q^{k}\left(1-q^{k}\right) C\right)^{-1} \\
& =\frac{q}{\left(1-q^{k}\right)} Q^{k-1}\left(I-q^{k-1} A-q^{2 k-2} B\right)\left(I-q^{k} C\right)^{-1}
\end{aligned}
$$

By iterating this process we obtain

$$
Q^{k}=\frac{q^{k}}{(q: q)_{k}} Q^{0}(A, B ; C ; q)_{n}
$$

and therefore, $Q$ is given by 4.24 .

### 4.3 The $2 \times 2$ case in depth.

In this section we study in depth a family of matrix valued orthogonal polynomials introduced in Section 4.1 for the size $N=2$. First, by exploiting the factorization of the weight matrix we can write the polynomials in terms of scalar little $q$-Jacobi polynomials. Then, we apply the results presented in the previous sections to write the orthogonal polynomials as basic hypergeometric functions. We also provide a Rodrigues formula as well as a three term recurrence relation for this family of polynomials.

The next theorem is just Theorem 4.1.1 for $N=2$ and $\alpha=(1-q)\left(q^{-1}-a\right)$.
Theorem 4.3.1. Assume $a$ and $b$ satisfy $0<a<q^{-1}$ and $b<q^{-1}$. For $v \in \mathbb{C}$ define matrices

$$
U=\left(\begin{array}{cc}
0 & v(1-q)\left(q^{-1}-a\right)  \tag{4.26}\\
0 & 0
\end{array}\right), \quad M=\left(\begin{array}{ll}
1 & v \\
0 & 0
\end{array}\right), \quad L=e^{\log (q) M}=\left(\begin{array}{cc}
q & -v(1-q) \\
0 & 1
\end{array}\right)
$$

The q-difference operator given by

$$
\begin{equation*}
D=\mathfrak{E}_{-1} F_{-1}(x)+\mathfrak{E}_{0} F_{0}(x)+\mathfrak{E}_{1} F_{1}(x), \tag{4.27}
\end{equation*}
$$

$F_{-1}(x)=\left(x^{-1}-1\right) L^{-1}, \quad F_{0}(x)=U-x^{-1}\left(L^{-1}+a L\right), \quad F_{1}(x)=\left(a x^{-1}-a b q\right) L$,
satisfies $D P_{n}=\Lambda_{n} P_{n}$, where $\left(P_{n}\right)_{n \geq 0}$ are the monic polynomials orthogonal with respect to a weight matrix of the form (4.7) with

$$
\begin{equation*}
W\left(q^{x}\right)=a^{x} \frac{(b q ; q)_{x}}{(q ; q)_{x}} L^{x}\left(L^{*}\right)^{x} \tag{4.28}
\end{equation*}
$$

and the eigenvalues are

$$
\Lambda_{n}=\left(\begin{array}{cc}
-q^{-n-1}-a b q^{n+2} & v(1-q)\left(a b q^{n+1}-q^{1-n}+q^{-1}-a\right)  \tag{4.29}\\
0 & -q^{-n}-a b q^{n+1}
\end{array}\right)
$$

### 4.3.1 Expression in terms of little $q$-Jacobi polynomials.

For $N=2$ and $\alpha=(1-q)\left(q^{-1}-a\right)$ the weight function (4.14) takes the form

$$
W\left(q^{x}\right)=\frac{a^{x}(b q ; q)_{x}}{(q ; q)_{x}}\left(\begin{array}{cc}
q^{2 x}+|v|^{2}\left(1-q^{x}\right)^{2} & -v\left(1-q^{x}\right) \\
-\bar{v}\left(1-q^{x}\right) & 1
\end{array}\right)
$$

and by Theorem (4.3.1), the sequence of monic orthogonal polynomials $\left(\tilde{P}_{n}\right)_{n}$ with respect to $W$ satisfy

$$
\begin{equation*}
\tilde{P}_{n}\left(q^{-1} x\right) L^{-1}+\tilde{P}_{n}(x)\left(U-x^{-1}\left(a L+L^{-1}\right)\right)+\left(a x^{-1}-a b q\right) \tilde{P}_{n}(q x) L=\Lambda_{n} \tilde{P}_{n}(x) \tag{4.30}
\end{equation*}
$$

where

$$
\tilde{\Lambda} n=\left(\begin{array}{cc}
-q^{-n-1}-a b q^{n+2} & v(1-q)\left(a b q^{n+1}-q^{1-n}+q^{-1}-a\right)  \tag{4.31}\\
0 & -q^{-n}-a b q^{n+1}
\end{array}\right)
$$

The following theorem gives the explicit expression of the matrix orthogonal polynomials in terms of the little $q$-Jacobi polynomials.

Theorem 4.3.2. The monic matrix-valued orthogonal polynomials are of the form

$$
\tilde{P}_{n}(x)=M_{n}^{-1}\left(\begin{array}{cc}
\kappa_{11}^{n} p_{n}\left(x ; a q^{2}, b ; q\right) & \kappa_{12}^{n} p_{n+1}(x ; a, b ; q)+\kappa_{11}^{n}(1-x) v p_{n}\left(x ; a q^{2}, b ; q\right) \\
\kappa_{21}^{n} p_{n-1}\left(x ; a q^{2}, b ; q\right) & \kappa_{22}^{n} p_{n}(x ; a, b ; q)+\kappa_{21}^{n}(1-x) v p_{n-1}\left(x ; a q^{2}, b ; q\right)
\end{array}\right)
$$

where

$$
M_{n}=\left(\begin{array}{cc}
1 & -\frac{\mu_{n}}{1-a b q^{2 n+2}} v  \tag{4.32}\\
0 & 1
\end{array}\right)
$$

$p_{n}(x ; a, b ; q)$ are the little $q$-Jacobi polynomials

$$
p_{n}(x ; a, b \mid q)={ }_{2} \phi_{1}\left[\begin{array}{c}
q^{-n}, a b q^{n+1}  \tag{4.33}\\
a q
\end{array} ; q, q x\right]
$$

and the coefficients $\kappa_{i, j}^{n}$ are given by

$$
\begin{array}{ll}
\kappa_{11}^{n}=(-1)^{n} q^{\binom{n}{2}} \frac{\left(a q^{3} ; q\right)_{n}}{\left(a b q^{n+3} ; q\right)_{n}}, & \kappa_{12}^{n}=(-1)^{n+1} v q^{\binom{n+1}{2}} \frac{(a q ; q)_{n+1}}{\left(a b q^{n+2} ; q\right)_{n+1}},  \tag{4.34}\\
\kappa_{21}^{n}=\xi_{n} a q^{-n+2} \frac{\left(1-q^{n}\right)\left(1-b q^{n}\right)}{(1-a q)\left(1-a q^{2}\right)} \overline{\kappa_{12}^{n-1}}, & \kappa_{22}^{n}=\xi_{n} \frac{\kappa_{12}^{n-1}}{v},
\end{array}
$$

where

$$
\xi_{n}=\left(1+a q|v|^{2} \frac{\left(1-q^{n}\right)\left(1-b q^{n}\right)}{\left(1-a b q^{n+1}\right)\left(1-a q^{n+1}\right)}\right)^{-1}
$$

Proof. Let $\left(P_{n}\right)_{n}$ be the sequence of orthogonal polynomials given by $P_{n}=M_{n} \tilde{P}_{n}$. Then,

$$
\left.D\left(P_{n}\right)\right)=M_{n}^{-1} \tilde{\Lambda} n M_{n} P_{n}=\Lambda_{n} P_{n}
$$

A straightforward computation gives that for $M_{n}$ and $\tilde{\Lambda}_{n}$ given by (4.31), the following holds

$$
\Lambda_{n}=M_{n}^{-1} \tilde{\Lambda} n M_{n}=\operatorname{diag}\left(-q^{-n-1}-a b q^{n+2},-q^{-n}-a b q^{n+1}\right)
$$

We now write

$$
\begin{align*}
& P_{n}\left(q^{x}\right)=M_{n} \tilde{P}_{n}\left(q^{x}\right)=\left(\begin{array}{ll}
\tilde{p}_{11}^{n}\left(q^{x}\right) & \tilde{p}_{12}^{n}\left(q^{x}\right) \\
\tilde{p}_{21}^{n}\left(q^{x}\right) & \tilde{p}_{22}^{n}\left(q^{x}\right),
\end{array}\right) \\
& Q_{n}\left(q^{x}\right)=P_{n}\left(q^{x}\right) L^{x}=\left(\begin{array}{ll}
q^{x} \tilde{p}_{11}^{n}\left(q^{x}\right) & \tilde{p}_{12}^{n}-\left(1-q^{x}\right) v \tilde{p}_{11}^{n}\left(q^{x}\right) \\
q^{x} \tilde{p}_{21}^{n}\left(q^{x}\right) & \tilde{p}_{22}^{n}-\left(1-q^{x}\right) v \tilde{p}_{21}^{n}\left(q^{x}\right)
\end{array}\right)=\left(\begin{array}{ll}
r_{11}^{n}\left(q^{x}\right) & r_{12}^{n}\left(q^{x}\right) \\
r_{21}^{n}\left(q^{x}\right) & r_{22}^{n}\left(q^{x}\right)
\end{array}\right) . \tag{4.35}
\end{align*}
$$

Taking into account that the sequence of monic orthogonal polynomials, $\left(\tilde{P}_{n}\right)_{n}$ satisfies (4.30) and that $L^{-x} F_{0}\left(q^{x}\right) L^{x}$ is diagonal (see Theorem 4.1.1) we obtain

$$
\begin{align*}
\left(D P_{n}\right)\left(q^{x}\right) L^{x}= & P_{n}\left(q^{x-1}\right)\left(q^{-1} x\right) L^{-1} L^{x}+P_{n}\left(q^{x}\right) L^{x} L^{-x}\left(U-x^{-1}\left(a L+L^{-1}\right)\right) L^{x} \\
& +\left(a x^{-1}-a b q\right) P_{n}(q x) L L^{x} \\
= & \left(q^{-x}-1\right) Q_{n}\left(q^{x-1}\right)+Q_{n}\left(q^{x}\right) q^{-x}\left(\begin{array}{cc}
-\left(q^{-1}+a q\right) & 0 \\
0 & -(1+a)
\end{array}\right) \\
& +\left(a q^{-x}-a b q\right) Q_{n}\left(q^{x+1}\right) \\
= & \operatorname{diag}\left(-q^{-n-1}-a b q^{n+2},-q^{-n}-a b q^{n+1}\right) Q_{n}\left(q^{x}\right) \tag{4.36}
\end{align*}
$$

Since the eigenvalues, as well as all the matrix coefficients involved, are diagonal, (4.36) gives four uncoupled scalar-valued $q$-difference equations. These equations can be matched with the $q$-difference equation for the little $q$-Jacobi polynomials, giving

$$
\begin{array}{rlr}
p_{11}^{n}=\kappa_{11}^{n} p_{n}\left(x ; a q^{2}, b ; q\right), & p_{12}^{n}=\kappa_{12}^{n} p_{n-1}\left(x ; a q^{2}, b ; q\right), \\
r_{21}^{n}=\kappa_{21}^{n} p_{n+1}\left(x ; a q^{2}, b ; q\right), & r_{22}^{n}=\kappa_{22}^{n} p_{n}(x ; a, b ; q),
\end{array}
$$

where $p_{n}(x ; a, b ; q)$ are little $q$-Jacobi polynomials, and $\kappa_{i j} \in \mathbb{C}$ are constants that need to be determined. Then, we can write

$$
P_{n}(x)=\left(\begin{array}{cc}
\kappa_{11}^{n} p_{n}\left(x ; a q^{2}, b ; q\right) & \kappa_{12}^{n} p_{n+1}(x ; a, b ; q)+\kappa_{11}^{n}(1-x) v p_{n}\left(x ; a q^{2}, b ; q\right) \\
\kappa_{21}^{n} p_{n-1}\left(x ; a q^{2}, b ; q\right) & \kappa_{22}^{n} p_{n}(x ; a, b ; q)+\kappa_{21}^{n}(1-x) v p_{n-1}\left(x ; a q^{2}, b ; q\right)
\end{array}\right) .
$$

From the expression of the leading coefficient of $P_{n}, M_{n}$, the coefficients $\kappa_{11}^{n}$ and $\kappa_{12}^{n}$ are determined and one can easily see that they are given by (4.34). The expression of $M_{n}$ also gives the relation

$$
\begin{equation*}
\kappa_{22}^{n}=q^{-n} \frac{(q, a q ; q)_{n}}{\left(q^{-n}, a b q^{n+1} ; q\right)_{n}}-\kappa_{21}^{n} v q^{n-1} \frac{(1-a q)\left(1-a q^{2}\right)}{\left(1-a b q^{n+1}\right)\left(1-a q^{n+1}\right)} \tag{4.37}
\end{equation*}
$$

By using the orthogonality of $P_{n}$ we can determine completely $\kappa_{21}^{n}$ and $\kappa_{22}^{n}$ and they are given by (4.34). This completes the proof of the theorem.

Corollary 4.3.3. For the matrix-valued polynomials $\left(P_{n}\right)_{n \geq 0}$ with diagonal eigenvalues we have

$$
\left\langle P_{m}, P_{n}\right\rangle_{W}=H_{n} \delta_{m, n}
$$

where $H_{n}$ is the diagonal matrix

$$
\begin{equation*}
H_{n}=\operatorname{diag}\left(\left|\kappa_{11}^{n}\right|^{2} h_{n}\left(a q^{2}, b ; q\right)+\left|\kappa_{12}^{n}\right|^{2} h_{n}(a, b ; q),\left|\kappa_{21}^{n}\right|^{2} h_{n}\left(a q^{2}, b ; q\right)+\left|\kappa_{22}^{n}\right|^{2} h_{n}(a, b ; q)\right), \tag{4.38}
\end{equation*}
$$

and $h_{n}(a, b ; q)=\left\|p_{n}(a, b ; q)\right\|^{2}$.

### 4.3.2 Expression as a matrix-valued $q$-hypergeometric function

Let $P_{n, i}$ be the $i$-th row of the matrix-valued polynomial $P_{i}$. Since the matrix polynomials $P_{n}$ satisfy $D\left(P_{n}\right)=\Lambda_{n} P_{n}$ where $D$ is given by (4.27) and $\Lambda_{n}$ are diagonal matrices, this $q$-difference equation can be written as two decoupled row equations

$$
\begin{equation*}
D P_{n, i}(x)=P_{n, i}\left(q^{-1} x\right) F_{-1}(x)+P_{n, i}(x) F_{0}(x)+P_{n, i}(q x) F_{1}(x)=\lambda_{n, i} P_{n, i} \tag{4.39}
\end{equation*}
$$

where $i=1,2, \lambda_{n, 1}=-q^{-n-1}-a b q^{n+2}, \lambda_{n, 2}=-q^{-n}-a b q^{n+1}$ and $P_{n, i}$ are the rows of the matrix polynomials $P_{n}$.

We rewrite (4.39) by multiplying on the right by $x L$, where $L$ is given by (4.26), we get fro $i=1,2$,

$$
\begin{equation*}
P_{n, i}\left(q^{-1} x\right)(1-x)+P_{n, i}(x)\left(x\left(U-\lambda_{n, i} I\right) L-\left(I+a L^{2}\right)\right)+P(q x)\left((a-a b q x) L^{2}\right)=0 . \tag{4.40}
\end{equation*}
$$

Proposition 4.3.4. The vector-valued orthogonal polynomial solution of (4.40) is given by

$$
P_{n, i}(x)=P_{n, i}(0)_{2} G_{1}\left[\begin{array}{c}
U L-\lambda_{n, i} L,-a b q L^{2}  \tag{4.41}\\
a L^{2}
\end{array} ; q, q x\right]
$$

Proof. Since $\sigma\left(a L^{2}\right) \cap q^{-\mathbb{N} \backslash\{0\}}=\left\{1, q^{2}\right\} \cap q^{-\mathbb{N} \backslash\{0\}}=\varnothing$, we apply Theorem 4.2.2 on (4.40) to get (4.41).

Notice that the initial values of the terminating series (4.41) can be determined by Theorem 4.3.2, and are given by

$$
P_{n}(0)=\left(\begin{array}{ll}
\kappa_{11}^{n} & \kappa_{12}^{n}+\kappa_{11}^{n} v \\
\kappa_{21}^{n} & \kappa_{22}^{n}+\kappa_{21}^{n} v
\end{array}\right)
$$

### 4.3.3 The three term recurrence relation and the Rodrigues formula

In this section we compute the coefficients of the three term recurrence relation for $\left(P_{n}\right)_{n}$ and we show a Rodrigues formula for them.

Theorem 4.3.5. The sequence of orthogonal polynomials $\left(P_{n}\right)_{n}$ satisfies the three term recurrence relation

$$
\begin{equation*}
x P_{n}(x)=A_{n} P_{n+1}(x)+B_{n} P_{n}(x)+C_{n} P_{n-1}, \tag{4.42}
\end{equation*}
$$

where the matrices $A_{n}, B_{n}$ and $C_{n}$ are given by

$$
\begin{aligned}
& A_{n}=M_{n} M_{n+1}^{-1} \quad C_{n}=A_{n} H_{n} H_{n-1}^{-1} \\
& B_{n}=-A_{n} P_{n+1}(0)\left(P_{n}(0)\right)^{-1}-C_{n} P_{n-1}(0)\left(P_{n}(0)\right)^{-1}
\end{aligned}
$$

and $M_{n}$ and $H_{n}$ are given by (4.32) and (4.38) respectively.
Proof. Consider the recurrence relation

$$
\begin{equation*}
x P_{n}(x)=A_{n} P_{n+1}(x)+B_{n} P_{n}(x)+C_{n} P_{n-1} \tag{4.43}
\end{equation*}
$$

By comparing the leading coefficients of (4.43) we get

$$
A_{n}=M_{n} M_{n+1}^{-1}=\left(\begin{array}{cc}
1 & -\frac{q^{n}(1-q)(1-a q)\left(1+a b q^{2 n+3}\right)}{\left(a b q^{2 n+2} ; q^{2}\right)_{2}} v \\
0 & 1
\end{array}\right)
$$

From (4.43) we can compute $C_{n}$ as

$$
C_{n}=A_{n}\left\langle P_{n}, P_{n}\right\rangle\left\langle P_{n-1}, P_{n-1}\right\rangle^{-1}
$$

Therefore by Corollary 4.3 .3 we can write $C_{n}=A_{n} H_{n} H_{n-1}^{-1}$. To find $B_{n}$ we first recall that, by Theorem (4.3.2),

$$
P_{n}(0)=\left(\begin{array}{ll}
\kappa_{11}^{n} & \kappa_{12}^{n}+\kappa_{11}^{n} v \\
\kappa_{21}^{n} & \kappa_{22}^{n}+\kappa_{21}^{n} v
\end{array}\right)
$$

and $\operatorname{det}\left(P_{n}(0)\right)=\kappa_{11}^{n} \kappa_{22}^{n}-\kappa_{21}^{n} \kappa_{12}^{n}>0$, by Theorem 4.3.2. If we plug-in $x=0$ in (4.43) we find

$$
B_{n}=-A_{n} P_{n+1}(0)\left(P_{n}(0)\right)^{-1}-C_{n} P_{n-1}(0)\left(P_{n}(0)\right)^{-1}
$$

The following theorem gives a Rodrigues formula for $\left(P_{n}\right)_{n}$.
Theorem 4.3.6. Let $R(n)$ be the matrix function given by

$$
R(n)=\left(\begin{array}{cc}
\frac{\left(1-a q^{n+2}\right)\left(1-a b q^{n+3}\right)+a v^{2} q^{2}\left(1-q^{n}\right)\left(1-b q^{n+1}\right)}{1-a b q^{2 n+3}} & 0 \\
-\left(1-q^{n}\right) a v q^{2} & 1-a q^{n+2}
\end{array}\right) .
$$

Then, the expression

$$
\begin{equation*}
\bar{P}_{n}\left(q^{x}\right)=q^{-x} D_{q}^{n}\left(\frac{a^{x} q^{(n+1) x}(b q ; q)_{x}}{(q ; q)_{x-n}} L^{x} R(n)\left(L^{x}\right)^{*}\right) W\left(q^{x}\right)^{-1} \tag{4.44}
\end{equation*}
$$

defines a sequence of matrix polynomials orthogonal with respect to (4.28)

Before we prove Theorem 4.3 .6 we formulate a Lemma that will be proved later.
Lemma 4.3.7. For $1<k<n$,

$$
\begin{equation*}
\left.D_{q}^{n-k}\left(\frac{a^{x+k-1} q^{(n+1)(x+k-1)}(b q ; q)_{x+k-1}}{(q ; q)_{x+k-n-1}} T\left(q^{x+k-1}\right) R(n) T\left(q^{x+k-1}\right)^{*}\right) D_{q}^{k}\left(q^{x m}\right)\right|_{x=0}=0 \tag{4.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.D_{q}^{n-k}\left(\frac{a^{x+k-1} q^{(n+1)(x+k-1)}(b q ; q)_{x+k-1}}{(q ; q)_{x+k-n-1}} T\left(q^{x+k-1}\right) R(n) T\left(q^{x+k-1}\right)^{*}\right) D_{q}^{k}\left(q^{x m}\right)\right|_{x=\infty}=0 . \tag{4.46}
\end{equation*}
$$

We will also make use of the $q$-Leibniz rule

$$
D_{q}^{n}\left(f\left(q^{x}\right) g\left(q^{x}\right)\right)=\sum_{k=0}^{n}\left[\begin{array}{l}
n  \tag{4.47}\\
k
\end{array}\right] D_{q}^{n-k} f\left(q^{k+x}\right) D_{q}^{k} g\left(q^{x}\right)
$$

and the following formula

$$
D_{q}^{n}\left(f\left(q^{x}\right)\right)=\frac{1}{(1-q)^{n} q^{(n)} q^{n x}} \sum_{j=0}^{n}(-1)^{n-j}\left[\begin{array}{l}
n  \tag{4.48}\\
j
\end{array}\right] q^{\left(\frac{n-j}{2}\right)} f\left(q^{j+x}\right) .
$$

Proof of Theorem 4.3.6. We need to prove that for all $n \geq 0, \bar{P}_{n}$ is a matrix-valued polynomial of degree $n$ with non-singular coefficient and they satisfy an orthogonality relation with respect to (4.28).

First step. $\bar{P}_{n}$ is a matrix polynomial of degree $n$ with non-singular coefficient.
Let us write $q^{x} W\left(q^{x}\right)=\rho\left(q^{x}\right) L^{x}\left(L^{x}\right)^{*}$, where the matrix $L$ is given by 4.26 and $\rho\left(q^{x}\right)=q^{x} \frac{a^{x}(b q ; q)_{x}}{(q ; q)_{x}}$ is the weight associated to the scalar little $q$-Jacobi polynomials with parameters $a$ and $b$. Taking into account that $L^{x} R(n)\left(L^{x}\right)^{*}$ is a matrix-valued polynomial of degree 2 in $q^{x}$ and the $q$-Leibniz rule (4.47), we can write $\bar{P}_{n}$ as

$$
\begin{align*}
\bar{P}_{n}\left(q^{x}\right)= & D_{q}^{n}\left(\frac{a^{x} q^{(n+1) x}(b q ; q)_{x}}{(q ; q)_{x-n}^{x}} L^{x} R(n)\left(L^{x}\right)^{*}\right) W\left(q^{x}\right)^{-1}  \tag{4.49}\\
= & D_{q}^{n}\left(\frac{a^{x} q^{(n+1) x}(b q ; q)_{x}}{(q ; q)_{x-n}}\right)(\rho(x))^{-1} L^{x} R(n)\left(L^{x}\right)^{*}\left(L^{x}\left(L^{x}\right)^{*}\right)^{-1} \\
& +\left[\begin{array}{l}
n \\
1
\end{array}\right]_{q} D_{q}^{n-1}\left(\frac{a^{x+1} q^{(n+1)(x+1)}(b q ; q)_{x+1}}{(q ; q)_{x-n+1}}\right)(\rho(x))^{-1} D_{q}\left(L^{x} R(n)\left(L^{x}\right)^{*}\right)\left(L^{x}\left(L^{x}\right)^{*}\right)^{-1} \\
& +\left[\begin{array}{l}
n \\
2
\end{array}\right]_{q} D_{q}^{n-2}\left(\frac{a^{x+2} q^{(n+1)(x+2)}(b q ; q)_{x+2}}{(q ; q)_{x-n+2}}\right)(\rho(x))^{-1} D_{q}^{2}\left(L^{x} R(n)\left(L^{x}\right)^{*}\right)\left(L^{x}\left(L^{x}\right)^{*}\right)^{-1} .
\end{align*}
$$

Let us first deal with the scalar part of (4.49). By making use of the formula (4.48) we can write

$$
\begin{align*}
D_{q}^{n}\left(\frac{a^{x} q^{(n+1) x}(b q ; q)_{x}}{(q ; q)_{x-n}}\right) \rho\left(q^{x}\right)^{-1}= & \frac{1}{(1-q)^{n} q^{\binom{n}{2}}} \sum_{j=0}^{n}(-1)^{n-j}\left[\begin{array}{c}
n \\
j
\end{array}\right]_{q} q^{\binom{n-j}{2}} q^{(n+1) j} a^{j} \\
& \times\left(b q^{x+1} ; q\right)_{j}\left(q^{x-n+j+1} ; q\right)_{n-j} \\
= & t_{n}\left(q^{x}\right), \tag{4.50}
\end{align*}
$$

$D_{q}^{n-1}\left(\frac{a^{x+1} q^{(n+1)(x+1)}(b q ; q)_{x+1}}{(q ; q)_{x+1-n}}\right) \rho\left(q^{x}\right)^{-1}=\frac{q^{x}}{(1-q)^{n-1} q^{\left(\begin{array}{c}2-1 \\ 2\end{array}\right.}} \sum_{j=0}^{n-1}(-1)^{n-j-1}\left[\begin{array}{c}n-1 \\ j\end{array}\right]_{q} q^{\binom{n-j-1}{2}}$ $\times q^{(n+1)(j+1)} a^{j+1}\left(b q^{x+1} ; q\right)_{j+1}\left(q^{x-n+j+2} ; q\right)_{n-j-1}$

$$
\begin{equation*}
=q^{x} r_{n}\left(q^{x}\right) \tag{4.51}
\end{equation*}
$$

$\left.D_{q}^{n-2}\left(\frac{a^{x+2} q^{(n+1)(x+2)}(b q ; q)_{x+2}}{(q ; q)_{x+2-n}}\right) \rho\left(q^{x}\right)^{-1}=\frac{q^{2 x}}{(1-q)^{n-2} q^{\left(\begin{array}{c}2-2\end{array}\right)}} \sum_{j=0}^{n-2}(-1)^{n-j-2}\left[\begin{array}{c}n-2 \\ j\end{array}\right]_{q} q^{(n-j-2}\right)^{j} a^{j+2}$

$$
\times q^{(n+1)(j+2)}\left(b q^{x+1} ; q\right)_{j+2}\left(q^{x-n+j+3} ; q\right)_{n-j-2}
$$

$$
\begin{equation*}
=q^{2 x} s_{n}\left(q^{x}\right) \tag{4.52}
\end{equation*}
$$

where $t_{n}, r_{n}$ and $s_{n}$ are polynomials of degree $n$. Moreover, one can directly see that these polynomials have leading coefficients given by

$$
\begin{align*}
& t_{n}^{n}=\frac{1}{(1-q)^{n} q^{\binom{n}{2}} \sum_{j=0}^{n}(-1)^{n-j}\left[\begin{array}{c}
n \\
j
\end{array}\right]_{q} q^{\binom{j+1}{2}} q^{(n+1) j} a^{j} b^{j},}  \tag{4.53}\\
& r_{n}^{n}=\frac{1}{\left.(1-q)^{n-1} q^{\binom{n-1}{2}} \sum_{j=0}^{n}(-1)^{n-j-1}\left[\begin{array}{c}
n-1 \\
j
\end{array}\right]_{q} q^{(j+2} 2^{(j)}\right) q^{(n+1)(j+1)} a^{j+1} b^{j+1},}  \tag{4.54}\\
& s_{n}^{n}=\frac{1}{(1-q)^{n-2} q^{\binom{n-2}{2}} \sum_{j=0}^{n}(-1)^{n-j-2}\left[\begin{array}{c}
n-2 \\
j
\end{array}\right]_{q} q^{\binom{j+3}{2}} q^{(n+1)(j+2)} a^{j+2} b^{j+2} .} \tag{4.55}
\end{align*}
$$

By applying the $q$-Leibniz rule (4.47) to the matrix part of (4.49) we can write

$$
\begin{align*}
& D_{q}\left(L^{x} R(n)\left(L^{x}\right)^{*}\right)\left(L^{-x}\right)^{*} L^{-x}=\frac{1}{(1-q) q^{x}} L^{x} R_{1}(n) L^{-x},  \tag{4.56}\\
& D_{q}^{2}\left(L^{x} R(n)\left(L^{x}\right)^{*}\right)\left(L^{-x}\right)^{*} L^{-x}=\frac{1}{(1-q)^{2} q^{2 x}} L^{x} R_{2}(n) L^{-x},
\end{align*}
$$

where

$$
R_{1}(n)=R(n)-L R(n) L^{*}, \quad R_{2}(n)=R(n)-\left(1+q^{-1}\right) L R(n) L^{*}+q^{-1} L^{2} R(n)\left(L^{*}\right)^{2}
$$

Taking into account (4.50), (4.51), (4.52) and (4.56), we can write (4.49) as

$$
\bar{P}_{n}\left(q^{x}\right)=t_{n}\left(q^{x}\right) L^{x} R(n) L^{-x}+\left[\begin{array}{c}
n  \tag{4.57}\\
1
\end{array}\right]_{q} \frac{q^{x} r_{n}\left(q^{x}\right)}{(1-q) q^{x}} L^{x} R_{1}(n) L^{-x}+\left[\begin{array}{c}
n \\
2
\end{array}\right]_{q} \frac{q^{2 x} s_{n}\left(q^{x}\right)}{(1-q)^{2} q^{2 x}} L^{x} R_{2}(n) L^{-x}
$$

By plugging in the explicit expressions of the polynomials $t_{n}, r_{n}$ and $s_{n}$ and of the matrices $R(n), R_{1}(n), R_{2}(n)$ and $L^{x}$ and carrying direct computations we get that (4.57) is a polynomial of degree $n$ with non-singular leading coefficient.

Second step. The orthogonality relation.
To prove that the sequence of polynomials given by (4.44) is orthogonal, we see that for $n \geq 1$ and $0 \leq m<n,\left\langle P_{n}, x^{m} I\right\rangle_{W}=0$ holds.

By using the $q$-Leibniz rule (4.47), the formal identity given in (4.48) Lemma 4.3.7, we get

$$
\begin{aligned}
\left\langle P_{n}, x^{m}\right\rangle_{W}= & \frac{1}{q-1} \sum_{x=0}^{\infty} D_{q}^{n}\left(\frac{a^{x} q^{(n+1) x}(b q ; q)_{x}}{(q ; q)_{x-n}} L^{x} R(n)\left(L^{x}\right)^{*}\right) q^{x m} \\
= & \left.D_{q}^{n-1}\left(\frac{a^{x} q^{(n+1) x}(b q ; q)_{x}}{(q ; q)_{x-n}} L^{x} R(n)\left(L^{x}\right)^{*}\right) D_{q}\left(q^{x m}\right)\right|_{x=0} ^{\infty} \\
& +\frac{1}{q-1} \sum_{x=0}^{\infty} D_{q}^{n-1}\left(\frac{a^{x+1} q^{(n+1)(x+1)}(b q ; q)_{x+1}}{(q ; q)_{x+1-n}} L^{x} R(n)\left(L^{x}\right)^{*}\right) D_{q}\left(q^{x m}\right) \\
= & \frac{1}{q-1} \sum_{x=0}^{\infty} D_{q}^{n-1}\left(\frac{a^{x+1} q^{(n+1)(x+1)}(b q ; q)_{x+1}}{(q ; q)_{x+1-n}} L^{x} R(n)\left(L^{x}\right)^{*}\right) D_{q}\left(q^{x m}\right)
\end{aligned}
$$

By repeating this process we obtain

$$
\begin{aligned}
\left\langle P_{n}, x^{m}\right\rangle & =\frac{1}{q-1} \sum_{x=0}^{\infty} D_{q}^{n-m-1}\left(\frac{a^{x+m+1} q^{n(x+m+2)}(b q ; q)_{x+m+1}}{(q ; q)_{x+m+1-n}} L^{x} R(n)\left(L^{x}\right)^{*}\right) D_{q}^{m+1}\left(q^{x m}\right) q^{x} \\
& =0
\end{aligned}
$$

because $D_{q}^{m+1}\left(q^{x m}\right)=0$. This gives the desired result.
We now prove Lemma 4.3.7.
Proof of Lemma 4.3.7. To see that the first boundary condition (4.45) holds, we use the expression

$$
\frac{1}{(q ; q)_{x-n}}=\frac{\left(q^{x-n+1} ; q\right)_{n}}{(q ; q)_{x}}
$$

that vanishes at $x=0$. Any other quantity involved in (4.45) is bounded in $x=0$, then, we have that (4.45) holds.

For (4.46), use that $0<a<q^{-1}$ and so $a^{x+k-1} q^{(n+1)(x+k-1)}$ goes to 0 when $x$ goes to $\infty$. Since all the other quantities remain bounded when $x$ goes to $\infty$, we obtain the desired result.

## Chapter 5

## A family of matrix polynomials satisfying second order differential equations.

In this chapter we introduce a family of continuous weight matrices and their sequences of orthogonal polynomials. We start by presenting the weights via an LDU-decomposition (see [75]) and we give an alternative expression of them in terms of scalar Gegenbauer polynomials. We then show that the sequences of orthogonal polynomials are eigenfunctions of two independent differential operators. This property can be exploited to obtain a matrix Pearson equation for the weight matrices in the sense of [12] and a compact Rodrigues formula for the polynomials. We also show how the families of polynomials introduced here can be expressed in terms of matrix hypergeometric functions introduced in Chapter 1, and we give the expression of these matrix polynomials in terms of scalar Racah polynomials and Gegenbauer polynomials.

Along the whole chapter we will make use of several summation formulas regarding hypergeometric functions. Such formulas are listed in Section (1.1).

For a matter of simplicity in the formulas exhibited in this chapter, we perform a tinny change in the notation used for the matrices, by shifting the index summation range. From now, a matrix $M \in \mathbb{C}^{(N+1) \times(N+1)}$ will be written as

$$
M=\sum_{i=0}^{N} \sum_{j=0}^{N} M_{i j} \mathcal{E}_{i, j}
$$

and $\mathcal{E}_{i, j}$ is the matrix with a 1 in its $(i+1, j+1)$ entry, and zero othewise.

### 5.1 The weight matrix

We define a family of weights matrices $\left(W^{(\nu)}\right)_{\nu>0}$ absolutely continuous with respect to the Lebesgue measure on $(-1,1)$. Then their densities (that we also denote by $W^{(\nu)}$ ) are positive semi-definite matrices on $(-1,1)$ so they can be expressed in terms of an LDU decomposition of the form $L(x) D(x) L^{*}(x)$ where $L(x)$ is a triangular unipotent matrix and $D(x)$ is a positive semi-definite diagonal matrix for all $x \in(-1,1)$. In the rest of the
chapter we will use the term weight matrix to refer both to the weight matrix itself and to the matrix functions that defines it, $d W^{(\nu)}(x)=W^{(\nu)}(x) d x$.

To do so we will use the Gegenabuer polynomials defined by (see, for instance, [76], [59])

$$
C_{n}^{(\nu)}(x)=\frac{(2 \nu)_{n}}{n!}{ }_{2} F_{1}\left(\begin{array}{c}
-n, n+2 \nu  \tag{5.1}\\
\frac{1}{2}+\nu
\end{array} ; \frac{(1-x)}{2}\right)
$$

The Gegenbauer polynomials satisfy the orthogonality relation

$$
\begin{equation*}
\int_{-1}^{1} C_{n}^{(\nu)}(x) C_{m}^{(\nu)}(x)\left(1-x^{2}\right)^{\nu-1 / 2} d x=\frac{(2 \nu)_{n} \sqrt{\pi} \Gamma\left(\nu+\frac{1}{2}\right)}{n!(n+\nu) \Gamma(\nu)} \delta_{m, n} \tag{5.2}
\end{equation*}
$$

For $\nu>0$ and $\ell \in \frac{1}{2} \mathbb{N}, N=2 \ell+1$, we define the matrix polynomials $L^{(\nu)}:[-1,1] \rightarrow \mathbb{C}^{N \times N}$ by

$$
\left(L^{(\nu)}(x)\right)_{m, k}= \begin{cases}0 & \text { if } m<k  \tag{5.3}\\ \frac{m!}{(2 \nu+2 k)_{m-k} k!} C_{m-k}^{\nu+k}(x) & \text { if } m \geq k\end{cases}
$$

for $k, m=0, \cdots, 2 \ell$. Notice that they are unipotent lower triangular matrices.
We also introduce the diagonal matrix polynomial

$$
\begin{gather*}
T^{(\nu)}:[-1,1] \rightarrow \mathbb{C}^{N \times N} \\
\left(T^{(\nu)}(x)\right)_{k, k}= \\
t_{k}^{(\nu)}\left(1-x^{2}\right)^{k}, \quad k=0, \cdots, 2 \ell  \tag{5.4}\\
t_{k}^{(\nu)}= \\
\frac{k!(\nu)_{k}}{(\nu+1 / 2)_{k}} \frac{(2 \nu+2 \ell)_{k}(2 \ell+\nu)}{(2 \ell-k+1)_{k}(2 \nu+k-1)_{k}}
\end{gather*}
$$

A direct check shows that $T^{(\nu)}(x)$ is a positive definite matrix for all $x \in(-1,1)$ and for all $\nu>0$.

Definition 5.1.1. Let $\nu>0$ and $\ell \in \frac{1}{2} \mathbb{N}$, set $N=2 \ell+1$. Let $W^{(\nu)}$ be the continuous weight matrix supported on $(-1,1)$ and given by $d W^{(\nu)}=W^{(\nu)}(x) d x$, where

$$
\begin{equation*}
W^{(\nu)}(x)=L^{(\nu)}(x) T^{(\nu)}(x)\left(L^{(\nu)}(x)\right)^{*} \tag{5.5}
\end{equation*}
$$

Observation 5.1.2. Notice that

$$
\left(L^{(\nu)}(1)\right)_{i, j}=\binom{i}{j}, \quad\left(L^{(\nu)}(-1)\right)_{i, j}=(-1)^{i-j}\binom{i}{j}, \quad \text { for } i \geq j
$$

it is also clear that $\left(T^{(\nu)}( \pm 1)\right)_{k, k}=t_{0}^{(\nu)} \delta_{k, 0}$. If we write $W^{(\nu)}=\left(1-x^{2}\right)^{\nu-1 / 2} W_{\mathrm{pol}}^{(\nu)}(x)$ then we get

$$
\begin{equation*}
\left(W_{\mathrm{pol}}^{(\nu)}(1)\right)_{i, j}=t_{0}^{(\nu)}=2 \ell+\nu, \quad\left(W_{\mathrm{pol}}^{(\nu)}(-1)\right)_{i, j}=(-1)^{i-j}(2 \ell+\nu) \tag{5.6}
\end{equation*}
$$

Observation 5.1.3. The matrix $L(x)$ is invertible, and it is remarkable that the inverse is again completely described in terms of hypergeometric series. Explicitly, see Cagliero and Koornwinder [11, (4.7), Thm. 4.1],

$$
\begin{equation*}
\left(\left(L^{(\nu)}(x)\right)^{-1}\right)_{k, n}=\frac{k!}{n!(2 \nu+k+n-1)_{k-n}} C_{k-n}^{(1-\nu-k)}(x), \quad k \geq n \tag{5.7}
\end{equation*}
$$

where we follow the convention of [11] for $C_{n}^{(-p)}(x)$ for $p \in \mathbb{N}$,

$$
C_{n}^{-p}=\frac{(-2 p)_{n}}{n!}{ }_{2} F_{1}\left(\begin{array}{c}
-n, n-2 p \\
\frac{1}{2}-p
\end{array} ; \frac{(1-x)}{2}\right) .
$$

The next theorem gives an alternative expression for the weight matrices $W^{(\nu)}$ in terms of scalar Gegenbauer polynomials.

Theorem 5.1.4. For $\ell \in \frac{1}{2} \mathbb{N}$ and $\nu>0$, the weight function $W^{(\nu)}$ can be expressed as

$$
\begin{align*}
\left(W^{(\nu)}(x)\right)_{i, j}= & \left(1-x^{2}\right)^{\nu-1 / 2} \sum_{t=\max (0, i+j-2 \ell)}^{i} \alpha_{t}^{(\nu)}(i, j) C_{i+j-2 t}^{(\nu)}(x)  \tag{5.8}\\
\alpha_{t}^{(\nu)}(i, j)= & (-1)^{i} \frac{j!i!(i+j-2 t)!}{t!(2 \nu)_{i+j-2 t}(\nu)_{i+j-t}} \frac{(\nu)_{j-t}(\nu)_{i-t}}{(j-t)!(i-t)!} \frac{(i+j-2 t+\nu)}{(i+j-t+\nu)}  \tag{5.9}\\
& \times(2 \ell-i)!(j-2 \ell)_{i-t}(-2 \ell-\nu)_{t} \frac{(2 \ell+\nu)}{(2 \ell)!}
\end{align*}
$$

where $C_{n}^{(\nu)}$ stands for the Gegenbauer polynomials (5.1), $i, j \in\{0,1, \cdots, 2 \ell\}$ and $j \geq i$, and $\left(W^{(\nu)}(x)\right)_{i, j}=\left(W^{(\nu)}(x)\right)_{j, i}$ for $j<i$.

Before we prove Theorem 5.1.4 we announce a lemma that is needed and will be proved afterwards.

Lemma 5.1.5. For $\nu>-1 / 2, i \leq j$, and $t, k \in\{0,1, \cdots, i\}$ the following holds

$$
\begin{align*}
\alpha_{t}^{(\nu)}(i, j) \frac{(2 \nu)_{i+j-2 t} \sqrt{\pi} \Gamma\left(\nu+\frac{1}{2}\right)}{(i+j-2 t)!(i+j-2 t+\nu) \Gamma(\nu)}=\sum_{k=0}^{i} \frac{i!j!t_{k}^{(\nu)}}{k!k!(2 \nu+2 k)_{i-k}(2 \nu+2 k)_{j-k}}  \tag{5.10}\\
\times \int_{-1}^{1} C_{i-k}^{(\nu+k)}(x) C_{j-k}^{(\nu+k)}(x) C_{i+j-2 t}^{(\nu)}(x)\left(1-x^{2}\right)^{k+\nu-1 / 2} d x
\end{align*}
$$

We can now prove Theorem 5.1.4.
Proof of Theorem 5.1.4. Because of the symmetries of the matrices involved it suffices to see that for $i \leq j$ the $(i, j)$-entry of (5.5) is equal to the right hand side of $(5.8)$, that is

$$
\begin{equation*}
\sum_{t=0}^{i} \alpha_{t}^{(\nu)}(i, j) C_{i+j-2 t}^{(\nu)}(x)=\sum_{k=0}^{i} \frac{i!j!t_{k}^{(\nu)}\left(1-x^{2}\right)^{k}}{k!k!(2 \nu+2 k)_{i-k}(2 \nu+2 k)_{j-k}} C_{i-k}^{(\nu+k)}(x) C_{j-k}^{(\nu+k)}(x), \tag{5.11}
\end{equation*}
$$

By the orthogonality relation for the Gegenbauer polynomials (5.2), (5.11) is equivalent to see that for $r \neq i+j-2 t, t=0, \cdots, i$,

$$
\begin{equation*}
\sum_{k=0}^{i} \frac{i!j!t_{k}^{(\nu)}}{k!k!(2 \nu+2 k)_{i-k}(2 \nu+2 k)_{j-k}} \int_{-1}^{1} C_{i-k}^{(\nu+k)}(x) C_{j-k}^{(\nu+k)}(x) C_{r}^{(\nu)}(x)\left(1-x^{2}\right)^{k+\nu-1 / 2}=0 \tag{5.12}
\end{equation*}
$$

and for $r=i+j-2 t$ with $t=0, \cdots, i$,

$$
\begin{equation*}
\alpha_{t}^{(\nu)}(i, j)\left\|C_{i+j-2 t}^{(\nu)}\right\|_{\nu}^{2}=\sum_{k=0}^{i} \frac{i!j!t_{k}^{(\nu)} \int_{-1}^{1} C_{i-k}^{(\nu+k)}(x) C_{j-k}^{(\nu+k)}(x) C_{j+i-2 t}^{(\nu)}(x)\left(1-x^{2}\right)^{k+\nu-1 / 2}}{k!k!(2 \nu+2 k)_{i-k}(2 \nu+2 k)_{j-k}} . \tag{5.13}
\end{equation*}
$$

To see that (5.12) holds, we apply the connection formula of $C_{r}^{(\nu)}$ and the linearization formula for the product $C_{i-k}^{(\nu+k)} C_{j-k}^{(\nu+k)}$ (see for instance [76]),

$$
\begin{align*}
C_{r}^{(\gamma)}= & \sum_{j=0}^{\left[\frac{r}{2}\right]} \frac{(\gamma-\beta)_{j}(\gamma)_{r-j}}{j!(\beta+1)_{r-j}} \frac{\beta+r-2 j}{\beta} C_{r-2 j}^{(\beta)},  \tag{5.14}\\
C_{n}^{(\gamma)} C_{m}^{(\gamma)}= & \sum_{j=0}^{\min (m, n)} \frac{(n+m-2 j+\gamma)(n+m-2 j)!(\gamma)_{j}}{(n+m-j+\gamma) j!(n-j)!(m-j)!}  \tag{5.15}\\
& \quad \times \frac{(\alpha)_{n-j}(\alpha)_{m-j}(2 \alpha)_{m+n-j}}{(\alpha)_{m+n-j}(2 \alpha)_{m+n-2 j}} C_{n+m-2 j}^{(\alpha)},
\end{align*}
$$

and we obtain

$$
\int_{-1}^{1} C_{i-k}^{(\nu+k)}(x) C_{j-k}^{(\nu+k)}(x) C_{r}^{(\nu)}(x)\left(1-x^{2}\right)^{k+\nu-1 / 2}=0
$$

for $i+j-r$ odd and $r<j+i$ or $r>i+j$. That is $r \neq i+j-2 t$ for $t=0, \cdots, i$. So (5.12) is, indeed, equal to zero. For (5.13), we apply Lemma 5.1.5 and we have the result since by (5.2),

$$
\left\|C_{i+j-2 t}^{(\nu)}\right\|_{\nu}^{2}=\frac{(2 \nu)_{i+j-2 t} \sqrt{\pi} \Gamma\left(\nu+\frac{1}{2}\right)}{(i+j-2 t)!(i+j-2 t+\nu) \Gamma(\nu)} .
$$

We now prove Lemma 5.1.5.
Proof of Lemma 5.1.5. To see that (5.10) holds we start by evaluating the integral on the right hand side

$$
\begin{equation*}
\int_{-1}^{1} C_{i-k}^{(\nu+k)}(x) C_{j-k}^{(\nu+k)}(x) C_{i+j-2 t}^{(\nu)}(x)\left(1-x^{2}\right)^{k+\nu-1 / 2} d x \tag{5.16}
\end{equation*}
$$

By applying the the connection formula, (5.14) and the linearization formula, (5.15) for the Gegenbauer polynomials, we get that (5.16) can be written as

$$
\begin{aligned}
& \frac{(\nu+k)_{i-k}(2 \nu+2 k)_{j-k}(-i)_{i-t}(\nu)_{j-t} \Gamma(\nu+k+1 / 2)}{(i-k)!(j-k)!(i-t)!\Gamma(\nu+i+j-t+1)} \sqrt{\pi} \\
& \quad \times{ }_{4} F_{3}\left(\begin{array}{c}
k-i,-i-k-2 \nu+1, t-i, \nu+1+j-t \\
-i,-i-\nu+1, j-i+1
\end{array} ; 1\right),
\end{aligned}
$$

where we have also used the orthogonality relations for the Gegenbauer polynomials (5.2). Using Whipple's transformation, (see 1.6), twice (once with ( $n, a, d$ ) of as ( $i-k,-i-2 \nu-$ $k+1,-i)$ and the second time as $(t,-i-j-\nu+t,-i)$ ) the ${ }_{4} F_{3}$-series can be rewritten as

$$
\frac{(1-j-i-2 \nu)_{i-k}(-j)_{t}(\nu)_{t}}{(1+j-i)_{i-k}(1-\nu-i)_{t}(1-i-j-2 \nu)_{t}}{ }_{4} F_{3}\left(\begin{array}{c}
-k, k+2 \nu-1,-t, t-i-j-\nu  \tag{5.17}\\
-i,-j, \nu
\end{array} ; 1\right) .
$$

Then, the integral (5.16) remains

$$
\begin{align*}
\int_{-1}^{1} C_{i-k}^{(\nu+k)} & (x) C_{j-k}^{(\nu+k)}(x) C_{i+j-2 t}^{(\nu)}(x)\left(1-x^{2}\right)^{k+\nu-1 / 2} d x=  \tag{5.18}\\
& \sqrt{\pi} \frac{(\nu+k)_{i-k}(2 \nu+2 k)_{j-k}(-i)_{i-t}(\nu)_{j-t}}{(i-k)!(j-k)!(i-t)!} \frac{\Gamma(\nu+k+1 / 2)}{\Gamma(\nu+i+j-t+1)} \\
& \times \frac{(1-j-i-2 \nu)_{i-k}(-j)_{t}(\nu)_{t}}{(1+j-i)_{i-k}(1-\nu-i)_{t}(1-i-j-2 \nu)_{t}} \\
& \times \sum_{m=0}^{\min (k, t)} \frac{(-k)_{m}(k+2 \nu-1)_{m}(-t)_{m}(t-i-j-\nu)_{m}}{(-i)_{m}(-j)_{m}(\nu)_{m} m!} .
\end{align*}
$$

We now plug (5.18) in (5.10) We next interchange the summations over $k$ and $m$, and in the summation $\sum_{k=m}^{i}$ we replace $k=p+m$. This gives for the inner sum (the $k$-dependent part)

$$
\begin{aligned}
& \frac{(2 \nu+2 \ell)_{m}(1-j-i-2 \nu)_{i-m}(2 \nu+m)_{m}}{(-2 \ell)_{m}(2 \nu+m)_{i}(i-m)!(1+j-i)_{i-m}} \\
& \times{ }_{5} F_{4}\left(\begin{array}{c}
2 \nu+2 m-1, \nu+m+\frac{1}{2}, m-j, 2 \nu+2 l+m, m-i \\
\nu+m-\frac{1}{2}, 2 \nu+m+j,-2 \ell+m, 2 \nu+i+m
\end{array} ; 1\right) \\
= & \frac{(1-j-i-2 \nu)_{i}(j-2 \ell)_{i}}{(-2 \ell)_{i} i!(1+j-i)_{i}(2 \nu+j)_{i}} \frac{(2 \nu+2 \ell)_{m}(-i)_{m}(-j)_{m}}{(1-j-i+2 \ell)_{m}}
\end{aligned}
$$

where we have used the Dougall summation formula for a very-well-poised ${ }_{5} F_{4}$-series, (1.7).
This shows that the right hand side of (5.10) can be written as a single sum; explicitly

$$
\begin{aligned}
& \frac{(-i)_{i-t}(\nu)_{j-t} \sqrt{\pi}(-j)_{t}(\nu)_{t} j!(2 \ell+\nu)(\nu)_{i} \Gamma\left(\nu+\frac{1}{2}\right)(1-i-j-2 \nu)_{i}(j-2 \ell)_{i}}{(i-j)!(i-t)!\Gamma(\nu+i+j-t+1)(1-\nu-i)_{t}(1-i-j-2 \nu)_{t}(-2 \ell)_{i}} \\
& \quad \times \frac{1}{(1+j-i)_{i}(2 \nu+j)_{i}}{ }_{3} F_{2}\left(\begin{array}{c}
-t, t-i-j-\nu, 2 \nu+2 \ell \\
\nu, 1-i-j+2 \ell
\end{array} ; 1\right) .
\end{aligned}
$$

The balanced ${ }_{3} F_{2}$-series is summable to $\frac{(1-i-j-2 \nu)_{t}(-2 \ell-\nu)_{t}}{(\nu)_{t}(2 \ell+1-i-j)_{t}}$ by the Pfaff-Saalschütz formula, (1.5). Next, a straightforward verification using the expression of $\alpha_{t}^{(\nu)}(i, j)$ in (5.9) shows that this is equal to the left hand side of (5.10), which proves Lemma 5.1.5.

As it was mentioned in the preliminaries, given a weight matrix one can always construct a sequence of orthogonal polynomials with respect to it. We denote by $P_{n}^{(\nu)}$ the corresponding monic matrix orthogonal polynomial of degree $n$, thus

$$
\begin{gather*}
\int_{-1}^{1} P_{n}^{(\nu)}(x) W^{(\nu)}(x)\left(P_{m}^{(\nu)}(x)\right)^{*} d x=\delta_{n, m} H_{n}^{(\nu)},  \tag{5.19}\\
P_{n}^{(\nu)}(x)=x^{n} I+x^{n-1} P_{n, n-1}^{(\nu)}+\cdots+x P_{n, 1}^{(\nu)}+P_{n, 0}^{(\nu)}, \quad P_{n, n}^{(\nu)}=I, P_{n, i}^{(\nu)} \in \mathbb{C}^{2 \ell+1 \times 2 \ell+1},
\end{gather*}
$$

where $H_{n}^{(\nu)}$ is a positive definite matrix. We denote the matrix inner product by

$$
\begin{equation*}
\langle P, Q\rangle^{(\nu)}=\int_{-1}^{1} P(x) W^{(\nu)}(x)(Q(x))^{*} d x, \quad \nu>0 \tag{5.20}
\end{equation*}
$$

In particular, the case $n=0$ in (5.19) can be evaluated explicitly using the orthogonality relations for the Gegenbauer polynomials (5.2) and (5.5), to see that $H_{0}^{(\nu)}$ is a diagonal matrix with entries

$$
\begin{equation*}
\left(H_{0}^{(\nu)}\right)_{k, k}=\alpha_{k}^{(\nu)}(k, k) \int_{-1}^{1}\left(1-x^{2}\right)^{\nu-1 / 2} d x=(2 \ell+\nu) \sqrt{\pi} \frac{\Gamma\left(\nu+\frac{1}{2}\right)}{\Gamma(\nu+1)} \frac{k!(2 \ell-k)!(\nu+1)_{2 \ell}}{(2 \ell)!(\nu+1)_{k}(\nu+1)_{2 \ell-k}} . \tag{5.21}
\end{equation*}
$$

Before we study the polynomials closely, and in order to be able to establish a result concerning the decomposition of the weight matrix, we determine the commutant of the weight, that is the algebra of matrices that commute with the weight.
Proposition 5.1.1. Let $\nu>0, N=2 \ell+1$. The commutant algebra, $A^{(\nu)}=\left\{T \in \mathbb{C}^{N \times N} \mid\right.$ $\left.\left[T, W^{(\nu)}(x)\right]=0, \forall x \in(-1,1)\right\}$, is generated by $\mathfrak{J}$, where $\mathfrak{J} \in \mathbb{C}^{N \times N}$ is the involution defined by $e_{j} \mapsto e_{2 \ell-j}$.
Proof. We first show that $\mathfrak{J} \in A^{(\nu)}$. Notice that $W^{(\nu)}$ commutes with $\mathfrak{J}$ if and only if

$$
\left(W^{(\nu)}(x)\right)_{j, 2 \ell-i}=\left(W^{(\nu)}(x)\right)_{2 \ell-j, i} .
$$

From the expression of $W^{(\nu)}$ in Theorem 5.1.4 and comparing the coefficients of the Gegenbauer polynomials we need to prove

$$
\alpha_{t}^{(\nu)}(\min (2 \ell-m, n), \max (2 \ell-m, n))=\alpha_{t+m-n}^{(\nu)}(\min (2 \ell-n, m), \max (2 \ell-n, m)) .
$$

This is straightforwardly verified from the expression of $\alpha_{t}^{(\nu)}$ (5.9). Notice that the summation ranges in (5.8) also match.

We now prove that if $S$ is in the commutant then it is a linear combination of $\mathfrak{J}$ and $I$.
Write $W^{(\nu)}(x)=\left(1-x^{2}\right)^{\nu-1 / 2} W_{\mathrm{pol}}^{(\nu)}(x)$, and $W_{\mathrm{pol}}^{(\nu)}(x)=\sum_{k=0}^{2 \ell} W_{k} x^{k}$ where $W_{k} \in \mathbb{C}^{N \times N}$ are Hermitian matrices. Then $S \in A^{(\nu)}$ if and only if $\left[S, W_{k}\right]=0$ for all $k=0, \cdots, 2 \ell$.

Take $k=2 \ell$. From (5.8) and (5.9) we observe that $\left(W_{2 \ell}\right)_{i j} \neq 0$ only for $j=2 \ell-i$, then $\left(S W_{2 \ell}\right)_{i j}=\left(W_{2 \ell} S\right)_{i j}$ if and only if $(S)_{i, 2 \ell-j}\left(W_{2 \ell}\right)_{2 \ell-j, j}=\left(W_{2 \ell}\right)_{i, 2 \ell-i}(S)_{2 \ell-i, j}$, then for $i, j=0, \cdots, 2 \ell$

$$
\begin{equation*}
(S)_{i, 2 \ell-j}=\frac{\left(W_{2 \ell}\right)_{i, 2 \ell-i}}{\left(W_{2 \ell}\right)_{2 \ell-j, j}}(S)_{2 \ell-i, j}=\frac{\left(W_{2 \ell}\right)_{i, 2 \ell-i}\left(W_{2 \ell}\right)_{2 \ell-i, i}}{\left(W_{2 \ell}\right)_{2 \ell-j, j}\left(W_{2 \ell}\right)_{j, 2 \ell-j}}(S)_{i, 2 \ell-j} \tag{5.22}
\end{equation*}
$$

From the expression in (5.8) and since $\nu>0$, we have that $\left(W_{2 \ell}\right)_{j, 2 \ell-j}=\left(W_{2 \ell}\right)_{i, 2 \ell-i}$ if and only if $j=i$ or $j=2 \ell-i$. Therefore, from (5.22) we get that if $S \in A^{(\nu)}$ then $S_{i, j}=0$ unless $j=i$ or $j=2 \ell-i$. Moreover

$$
\begin{equation*}
S_{i, 2 \ell-i}=S_{2 \ell-i, i}, \quad S_{i, i}=S_{2 \ell-i, 2 \ell-i} . \tag{5.23}
\end{equation*}
$$

Now take $k=2 \ell-1$. From (5.8) and taking into account that the Gegenbauer polynomials of even order are even and of odd order are odd we get that $\left(W_{2 \ell-1}\right)_{i, j}$ vanishes except for $|i+j-2 \ell|=1$. Then, we have that $S \in A^{(\nu)}$ if and only if

$$
\begin{align*}
& S_{i, 2 \ell-j+1}\left(W_{2 \ell-1}\right)_{2 \ell-j+1, j}+S_{i, 2 \ell-j-1}\left(W_{2 \ell-1}\right)_{2 \ell-j-1, j}=  \tag{5.24}\\
& \quad S_{2 \ell-i+1, j}\left(W_{2 \ell-1}\right)_{i, 2 \ell-i+1}+S_{2 \ell-i-1, j}\left(W_{2 \ell-1}\right)_{i, 2 \ell-i-1} .
\end{align*}
$$

Taking into account that $S_{i, j}=0$ unless $j=i$ or $j=2 \ell-i$, we have that (5.24) is trivial except for $i=2 \ell-j+1, j+1,2 \ell-j-1, j-1$. By plugging in each of the values for which (5.24) is non-trivial and taking into account the symmetries of $W_{2 \ell-1}$ we get that

$$
S_{j, j}=S_{2 \ell-j+1,2 \ell-j+1}, S_{j, 2 \ell-j}=S_{j-1,2 \ell-j+1}, \quad \text { for } j=1, \cdots, 2 \ell, j \neq \ell,
$$

and, in the case $j=\ell$, we also get $S_{\ell, \ell}=S_{\ell+1, \ell+1}+S_{\ell+1, \ell-1}$. This, together with (5.23), gives that $S$ is a linear combination of $\mathfrak{J}$ and $I$. So, we can conclude that $A^{(\nu)}$ is spanned by $I$ and $\mathfrak{J}$ for all $\nu>-1 / 2$.

Observation 5.1.6. It follows that $A^{(\nu)}$ is a two-dimensional algebra, and that the invariant subspaces of $\mathbb{C}^{2 \ell+1}$ for $W^{(\nu)}(x)$ are the $\pm 1$-eigenspaces of $\mathfrak{J}$. Then, the restrictions of $W^{(\nu)}(x)$ to the $\pm 1$-eigenspaces are irreducible. Explicitly,

$$
\begin{align*}
& W^{(\nu)}(x)=Y_{\ell}^{t}\left(\begin{array}{cc}
W_{+}^{(\nu)}(x) & 0 \\
0 & W_{-}^{(\nu)}(x)
\end{array}\right) Y_{\ell}, \quad Y_{\ell} \in \mathrm{SO}(2 \ell+1), \\
& Y_{p+\frac{1}{2}}=\frac{1}{2} \sqrt{2}\left(\begin{array}{cc}
I_{p+1} & \mathfrak{J}_{p+1} \\
-\mathfrak{J}_{p+1} & I_{p+1}
\end{array}\right), \quad Y_{p}=\frac{1}{2} \sqrt{2}\left(\begin{array}{ccc}
I_{p} & 0 & \mathfrak{J}_{p} \\
0 & \sqrt{2} & 0 \\
-\mathfrak{J}_{p} & 0 & I_{p}
\end{array}\right), \quad p \in \mathbb{N}, \tag{5.25}
\end{align*}
$$

where $I_{p}$ denotes the identity as $p \times p$-matrix and $\mathfrak{J}_{p}$ the antidiagonal matrix in $\mathbb{C}^{p \times p}$,

$$
\mathfrak{J}_{p}=\left(\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 1 \\
0 & 0 & \cdots & 1 & 0 \\
& & \because & & \\
0 & 1 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0 & 0
\end{array}\right) .
$$

That means that the weight matrix $W^{(\nu)}$ can be reduced to lower size, (5.25) and it admits no more reduction.

Note that $W_{+}^{(\nu)}(x) \in \mathbb{C}^{r_{1} \times r_{1}}$ and $W_{-}^{(\nu)}(x) \in \mathbb{C}^{r_{2} \times r_{2}}$ with $r_{1}=\left\lceil\ell+\frac{1}{2}\right\rceil$ and $r_{2}=\left\lfloor\ell+\frac{1}{2}\right\rfloor$, where $\rceil$ and $\rfloor$ are the ceiling and floor functions,

$$
\lceil x\rceil=\min \{m \in \mathbb{Z} \mid m \geq x\}, \quad\lfloor x\rfloor \max \{m \in \mathbb{Z} \mid m \leq x\}
$$

The corresponding monic orthogonal polynomials are denoted $P_{ \pm, n}^{(\nu)}$.
Since $C_{n}^{(\nu)}(-x)=(-1)^{n} C_{n}^{(\nu)}(x)$, the involution $\mathfrak{F} \in \mathbb{C}^{2 \ell+1 \times 2 \ell+1}, e_{j} \mapsto(-1)^{j} e_{j}$ satisfies $W^{(\nu)}(x) \mathfrak{F}=\mathfrak{F} W^{(\nu)}(-x)$. Since $\mathfrak{F} J=(-1)^{2 \ell} J \mathfrak{F}$, we find, in the case when the dimension $2 \ell+1$ is even that the weights $W_{+}^{(\nu)}(-x)=\mathfrak{F} J W_{-}^{(\nu)}(x) J \mathfrak{F}$ (where $\mathfrak{F}$ and $\mathfrak{J}$ are now the corresponding diagonal and antidiagonal operators in $\mathbb{C}^{\frac{2 \ell+1}{2} \times \frac{2 \ell+1}{2}}$.) For odd $2 \ell+1$ there is no link between the weights $W_{ \pm}^{(\nu)}$.

### 5.2 Polynomial eigenfunctions of matrix differential operators

In this section we present, for each $\nu>0$ a first order and a second order matrix differential operators which are symmetric with respect to the weight function $W^{(\nu)}$, and such that
they do not raise the degree of polynomials. In particular (see Lemma 1.3.3) this implies that the corresponding monic matrix orthogonal polynomials are eigenfunctions for these differential operators. These differential operators can be combined to obtain matrix functions that connect to the results by Cantero, Moral and Velázquez in [12]. This leads to forward shift and backward shift operators which can be used to give an explicit evaluation of the squared norm and to establish a Rodrigues formula.
Theorem 5.2.1. For $\nu>0$, let $D^{(\nu)}$ and $E^{(\nu)}$ be the matrix differential operators

$$
\begin{align*}
& D^{(\nu)}(\cdot)=\left(1-x^{2}\right) \frac{d^{2}}{d x^{2}}(\cdot)+\frac{d}{d x}(\cdot)\left(C^{(\nu)}-x U^{(\nu)}\right)-V^{(\nu)}  \tag{5.26}\\
& E^{(\nu)}(\cdot)=\frac{d}{d x}(\cdot)\left(x B_{1}^{(\nu)}+B_{0}^{(\nu)}\right)+A_{0}^{(\nu)} \tag{5.27}
\end{align*}
$$

where the matrices $C^{(\nu)}, U^{(\nu)}, V^{(\nu)}, B_{0}^{(\nu)}, B_{1}^{(\nu)}$ and $A_{0}^{(\nu)}$ are given by

$$
\begin{aligned}
& C^{(\nu)}=\sum_{i=0}^{2 \ell}(2 \ell-i) \mathcal{E}_{i, i+1}+\sum_{i=0}^{2 \ell} i \mathcal{E}_{i, i-1}, \quad U^{(\nu)}=(2 \ell+2 \nu+1) I, \\
& V^{(\nu)}=-\sum_{i=0}^{2 \ell} i(2 \ell-i) \mathcal{E}_{i, i}+(\nu-1)(2 \ell+\nu+1) I, \\
& B_{0}^{(\nu)}=\sum_{i=0}^{2 \ell} \frac{(2 \ell-i)}{2 \ell} \mathcal{E}_{i, i+1}-\sum_{i=0}^{2 \ell} \frac{i}{2 \ell} \mathcal{E}_{i, i-1}, \quad B_{1}^{(\nu)}=-\sum_{i=0}^{2 \ell} \frac{(\ell-i)}{\ell} \mathcal{E}_{i, i}, \\
& A_{0}^{(\nu)}=\sum_{i=0}^{2 \ell}\left(\frac{(2 \ell+2)(i-2 \ell)}{2 \ell}-(\nu-1) \frac{(\ell-i)}{\ell}\right) \mathcal{E}_{i, i} .
\end{aligned}
$$

Then, $D^{(\nu)}$ and $E^{(\nu)}$ are symmetric with respect to the weight $W^{(\nu)}$, and $D^{(\nu)}$ and $E^{(\nu)}$ commute. Moreover, for every integer $n \geq 0$, the monic orthogonal polynomials with respect to $W^{(\nu)},\left(P_{n}^{(\nu)}\right)_{n}$ satisfy:

$$
\begin{equation*}
D^{(\nu)}\left(P_{n}^{(\nu)}\right)=\Lambda_{n}\left(D^{(\nu)}\right) P_{n}^{(\nu)}, \quad \Lambda_{n}\left(D^{(\nu)}\right)=\sum_{i=0}^{2 \ell}(i(2 \ell-i)-(n+\nu-1)(2 \ell+\nu+n+1)) \mathcal{E}_{i, i} \tag{5.28}
\end{equation*}
$$

$$
\begin{equation*}
E^{(\nu)}\left(P_{n}^{(\nu)}\right)=\Lambda_{n}\left(E^{(\nu)}\right) P_{n}^{(\nu)}, \Lambda_{n}\left(E^{(\nu)}\right)=\sum_{i=0}^{2 \ell} \frac{(\ell+1)(i-2 \ell)-n(\ell-i)-(\nu-1)(\ell-i)}{\ell} \mathcal{E}_{i, i} \tag{5.29}
\end{equation*}
$$

Proof. We make use of Theorem 1.3.7 to see that the differential operators $E^{(\nu)}$ and $D^{(\nu)}$ are symmetric with respect to $W^{(\nu)}$.

The symmetry of $E^{(\nu)}$ with respect to $W^{(\nu)}$. By Theorem 1.3.7 and writing $W^{(\nu)}(x)=\rho(x) W_{\text {pol }}^{(\nu)}(x)$ with $\rho(x)=\left(1-x^{2}\right)^{\nu-1 / 2}$, we have that the symmetry equations for $E^{(\nu)}$ and $W^{(\nu)}$ are given by

$$
\begin{align*}
0= & W_{\mathrm{pol}}^{(\nu)}(x)\left(x B_{1}^{(\nu)}+B_{0}^{(\nu)}\right)^{*}+\left(x B_{1}^{(\nu)}+B_{0}^{(\nu)}\right) W_{\mathrm{pol}}^{(\nu)}(x)  \tag{5.30}\\
0=- & A_{1}^{\prime}(x) W_{\mathrm{pol}}^{(\nu)}(x)-\frac{\rho^{\prime}(x)}{\rho(x)}\left(x B_{1}^{(\nu)}+B_{0}^{(\nu)}\right) W_{\mathrm{pol}}^{(\nu)}(x)  \tag{5.31}\\
& -\left(x B_{1}^{(\nu)}+B_{0}^{(\nu)}\right) W_{\mathrm{pol}}^{(\nu)}(x)^{\prime}+A_{0} W_{\mathrm{pol}}^{(\nu)}(x)-W_{\mathrm{pol}}^{(\nu)}(x) A_{0}^{(\nu)} .
\end{align*}
$$

And the boundary condition is

$$
\begin{equation*}
\lim _{x \rightarrow \pm 1}\left(x B_{1}+B_{0}\right) W^{(\nu)}(x)=0 . \tag{5.32}
\end{equation*}
$$

We start by proving the boundary condition (5.32). Because of Observation 5.6 we have that for all $i, j=0, \cdots 2 \ell$

$$
\begin{aligned}
\left(\lim _{x \rightarrow 1}\left(x B_{1}+B_{0}\right) W^{(\nu)}(x)\right)_{i, j} & =\left(\lim _{x \rightarrow 1}\left(1-x^{2}\right)^{(\nu-1 / 2)}\left(x B_{1}+B_{0}\right) W_{\mathrm{pol}}(1)\right)_{i, j} \\
& =\lim _{x \rightarrow 1}\left(1-x^{2}\right)^{(\nu-1 / 2)}\left(x\left(B_{1}\right)_{i, i}+\left(B_{0}\right)_{i, i+1}+\left(B_{0}\right)_{i, i-1}\right) \\
& =\lim _{x \rightarrow 1}\left(1-x^{2}\right)^{(\nu-1 / 2)}(1-x)(2 \ell+\nu) \frac{\ell-i}{i}=0,
\end{aligned}
$$

since $\nu>0$. Similarly, we can see that

$$
\left(\lim _{x \rightarrow-1}\left(x B_{1}+B_{0}\right) W^{(\nu)}(x)\right)_{i, j}=0, \quad \text { for } i, j=0, \cdots, 2 \ell .
$$

For the symmetry equations, we check entry per entry the matrix equations (5.30) and (5.31). We do it for $i \leq j-1$, the other cases can be done similarly. We start with the proof of (5.30). By preforming the matrix product we get that the ( $i, j$ )-component of (5.30) is given by

$$
\begin{align*}
& \left(W_{\mathrm{pol}}^{(\nu)}(x)\left(x B_{1}^{(\nu)}+B_{0}^{(\nu)}\right)^{*}+\left(x B_{1}^{(\nu)}+B_{0}^{(\nu)}\right) W_{\mathrm{pol}}^{(\nu)}(x)\right)_{i, j}=  \tag{5.33}\\
& -\frac{i}{2 \ell} \sum_{t=0}^{i-1} \alpha_{t}^{(\nu)}(i-1, j) C_{i+j-2 t-1}^{(\nu)}(x)-\frac{\ell-i}{\ell} \sum_{t=0}^{i} x \alpha_{t}^{(\nu)}(i, j) C_{i+j-2 t}^{(\nu)}(x) \\
& +\frac{2 \ell-i}{2 \ell} \sum_{t=0}^{i+1} \alpha_{t}^{(\nu)}(i+1, j) C_{i+j-2 t+1}^{(\nu)}(x)-\frac{j}{2 \ell} \sum_{t=0}^{i} \alpha_{t}^{(\nu)}(i, j-1) C_{i+j-2 t-1}^{(\nu)}(x) \\
& -\frac{\ell-j}{\ell} \sum_{t=0}^{i} x \alpha_{t}^{(\nu)}(i, j) C_{i+j-2 t}^{(\nu)}(x)+\frac{2 \ell-j}{2 \ell} \sum_{t=0}^{i} \alpha_{t}^{(\nu)}(i, j+1) C_{i+j-2 t+1}^{(\nu)}(x) .
\end{align*}
$$

where we have used the explicit expressions of $W^{(\nu)}$ from Theorem 5.1.4 and that $x B_{1}^{(\nu)}+$ $B_{0}^{(\nu)}$ is tridiagonal. Next, we use the three-recurrence relation for Gegenbauer polynomials, see e.g. [76], [77],

$$
x C_{r}^{(\nu)}(x)=\frac{(r+1)}{2(r+\nu)} C_{r+1}^{(\nu)}(x)+\frac{(r+2 \nu-1)}{2(r+\nu)} C_{r-1}^{(\nu)},
$$

to get rid of the multiplication by $x$. Notice that the coefficient of $C_{m+n+1}^{(\nu)}$ is equal to

$$
\begin{aligned}
& \alpha_{0}^{(\nu)}(i, j) \frac{i+j+1}{2(i+j+\nu)} \frac{j-\ell}{\ell}+\alpha_{0}^{(\nu)}(i, j+1) \frac{2 \ell-j}{2 \ell} \\
& \quad+\alpha_{0}^{(\nu)}(i, j) \frac{i+j+1}{2(i+j+\nu)} \frac{i-\ell}{\ell}+\alpha_{0}^{(\nu)}(i+1, j) \frac{2 \ell-i}{2 \ell}=0,
\end{aligned}
$$

what follows from the expression of $\alpha_{t}^{(\nu)}(i, j)$ (5.9). Regrouping and using the explicit expressions for $\alpha_{t}^{(\nu)}(m, n)$ we get that the right hand side of (5.33) equals

$$
\begin{aligned}
& \sum_{t=0}^{i} \alpha_{t}^{(\nu)}(i, j) \frac{(i+j-2 t+2 \nu-1)}{2 \ell(i+j-2 t+\nu)} C_{i+j-2 t-1}^{(\nu)}(x) \\
& \quad \times\left[\frac{(i+j-2 t+\nu-1)(i+j+\nu-t)(2 \ell-i+1)(i-t)}{(2 \ell-i-j+t+1)(i+j-2 t)(i+\nu-t-1)}\right. \\
& \quad+\frac{(i+j-2 t+\nu-1)(i+j+\nu-t)(2 \ell-j+1)(j-t)}{2 \ell(2 \ell-i-j+t+1)(i+j-2 t)(j+\nu-t-1)} \\
& \quad-(2 \ell-i-j)+\frac{(i+j-1-2 t+\nu)(2 \ell+\nu-t)(i+1)(j-t)}{(i+j-2 t)(t+1)(j+\nu-t-1)} \\
& \quad+\frac{(i+j-2 t+\nu-1)(2 \ell+\nu-t)(j+1)(i-t)}{(i+j-2 t)(t+1)(i+\nu-t-1)} \\
& \left.\quad-\frac{(2 \ell-i-j)(i+j-2 t+2 \nu-2)(i-t)(i+j+\nu-t)(j-t)(2 \ell+\nu-t)}{(j+\nu-t-1)(i+j-2 t)(\nu+i-t-1)(2 \ell-i-j+t+1)(t+1)}\right]
\end{aligned}
$$

and it is a straightforward check that the coefficient in square brackets is equal to 0 .
For the proof of the second symmetry equation we proceed in the same way. For the $(i, j)$-entry of (5.31)

$$
\begin{array}{r}
(2 \nu-1) x\left(\left(x B_{1}^{(\nu)}+B_{0}^{(\nu)}\right) W_{\mathrm{pol}}^{(\nu)}(x)\right)_{i, j}-\left(1-x^{2}\right)\left(\left(x B_{1}^{(\nu)}+B_{0}^{(\nu)}\right) W_{\mathrm{pol}}^{(\nu)}(x)^{\prime}\right)_{i, j} \\
+\left(1-x^{2}\right)\left[\left(A_{0}^{(\nu)}\right)_{i, i}-\left(A_{0}^{(\nu)}\right)_{j, j}-\left(B_{1}^{(\nu)}\right)_{i, i}\right]\left(W_{\mathrm{pol}}^{(\nu)}(x)\right)_{i, j},
\end{array}
$$

we use the three term recurrence for the Gegenbauer polynomials to get rid of the multiplication by $x$ and by $x^{2}$. We also have to use

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d C_{r}^{(\nu)}}{d x}(x)=\frac{(r+2 \nu-1)(r+2 \nu)}{2(r+\nu)} C_{r-1}^{(\nu)}(x)-\frac{r(r+1)}{2(r+\nu)} C_{r+1}^{(\nu)}(x) \tag{5.34}
\end{equation*}
$$

see e.g. $[76,(4.5 .7)]$ with the convention $C_{-1}^{(\nu)}(x)=0$. So this gives again a sum only involving Gegenbauer polynomials as in the check of the (5.30). Insert the explicit expression of the coefficients $\alpha_{t}^{(\nu)}(i, j)(5.9)$ to complete the proof by a straightforward but cubersome computation to see that each coefficient in the expansion of Gegenbauer polynomials vanishes.

This completes the proof of the symmetry of $E^{(\nu)}$ with respect to $W^{(\nu)}$.
The symmetry of $D^{(\nu)}$ with respect to $W^{(\nu)}$. The symmetry equations for $D^{(\nu)}$ and $W^{(\nu)}$ are
$2 \frac{d}{d x}\left(\left(1-x^{2}\right) W^{(\nu)}(x)\right)-\left(C^{(\nu)}-x U^{(\nu)}\right) W^{(\nu)}(x)=W^{(\nu)}(x)\left(C^{(\nu)}-x U^{(\nu)}\right)^{*}$,

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}}\left(\left(1-x^{2}\right) W^{(\nu)}(x)\right)-\frac{d}{d x}\left(\left(C^{(\nu)}-x U^{(\nu)}\right) W^{(\nu)}(x)\right)+V^{(\nu)} W^{(\nu)}(x)=W^{(\nu)}(x)\left(V^{(\nu)}\right)^{*} \tag{5.36}
\end{equation*}
$$

and the boundary condition are
(5.37) $\lim _{x \rightarrow \pm 1}\left(1-x^{2}\right) W^{(\nu)}(x)=0, \quad \lim _{x \rightarrow \pm 1}\left(\left(1-x^{2}\right) W^{(\nu)}(x)\right)^{\prime}-\left(C^{(\nu)}-x U^{(\nu)}\right) W^{(\nu)}(x)=0$.

We start by proving the symmetry equations.
We skip the proof of (5.35) because it is completely similar to that of (5.30).
For the symmetry equation (5.36) by making use of (5.35) we see that it suffices to prove

$$
\begin{equation*}
\left(W^{(\nu)}(x)\left(C^{(\nu)}-x U^{(\nu)}\right)^{*}-\left(C^{(\nu)}-x U^{(\nu)}\right) W^{(\nu)}(x)\right)^{\prime}=2\left(W^{(\nu)}(x) V^{(\nu)}-V^{(\nu)} W^{(\nu)}(x)\right) . \tag{5.38}
\end{equation*}
$$

We prove instead that

$$
\begin{align*}
& W^{(\nu)}(x)\left(C^{(\nu)}-x U^{(\nu)}\right)^{*}-\left(C^{(\nu)}-x U^{(\nu)}\right) W^{(\nu)}(x) \\
& \quad-2\left(\int W^{(\nu)}(x) d x\right) V^{(\nu)}+2 V^{(\nu)}\left(\int W^{(\nu)}(x) d x\right)=0, \tag{5.39}
\end{align*}
$$

which is obtained by integrating (5.38) with respect to $x$. Then, (5.38) follows by taking the derivative with respect to $x$.

We prove that the $(i, j)$ component for $i<j$ is zero. The other cases can be proved similarly. By performing the matrix product we see that the $(i, j)$ component of $\left(W(x)\left(C^{(\nu)}-x U^{(\nu)}\right)^{*}-\left(C^{(\nu)}-x U^{(\nu)}\right) W(x)\right)$ is given by

$$
\begin{align*}
& \rho(x) \sum_{t=0}^{i} C_{i+j-2 t-1}^{(\nu)}\left[j \alpha_{t}^{(\nu)}(i, j-1)+(2 \ell-j) \alpha_{t+1}^{(\nu)}(i, j+1)-i \alpha_{t+1}^{(\nu)}(i-1, j)-(2 \ell-i) \alpha_{t+1}^{(\nu)}(i+1, j)\right]  \tag{5.40}\\
& =-\sum_{t=0}^{i} \rho(x) C_{i+j-2 t-1}^{(\nu)}[(\nu-1)(i+j-2 t \ell-2 t-2 \ell-1+i)+2(i-t)(j-t)(\ell+1)] \\
& \quad \times \frac{(2 \ell-i-j)(i-j)(i+j-1-2 t+\nu)(i+j+2 \nu-1-2 t)}{(i+j-2 t+\nu)(i+j-2 t)(i+\nu-t-1)(2 \ell-i-j+t+1)(j+\nu-t-1)} .
\end{align*}
$$

In order to compute the part of (5.39) involving the integrals, we use the following formula for the Gegenbauer polynomials:

$$
\begin{equation*}
\int \rho(x) C_{r}^{(\nu)}(x) d x=\rho(x)\left(\frac{(r+1) C_{r+1}^{(\nu)}(x)}{2(\nu+r)(2 \nu+r)}-\frac{(2 \nu+r-1) C_{r-1}^{(\nu)}(x)}{2 r(\nu+r)}\right), \tag{5.41}
\end{equation*}
$$

which follows from the Rodrigues formulas for the Gegenbauer polynomials [76, (4.5.11)], [76, (4.5.5)] and (5.34). Using (5.41) for the integrals in (5.39) we obtain

$$
\begin{aligned}
& 2\left(\left(\int W^{(\nu)}(x) d x\right) V^{(\nu)}-V^{(\nu)}\left(\int W^{(\nu)}(x) d x\right)\right)_{i, j} \\
& =(i-j)(2 \ell-i-j) \rho(x) \sum_{t=0}^{i} \alpha_{t}^{(\nu)}(i, j)\left[-\frac{(2 \nu+i+j-2 t-1)}{(i+j-2 t)(\nu+i+j-2 t)}\right. \\
& \left.\quad \times \frac{\alpha_{t}^{(\nu)}(i, j)}{\alpha_{t+1}^{(\nu)}(i, j)} \frac{(i+j-2 t-1}{(\nu+i+j-2 t-2)(2 \nu+i+j-2 t-2)}\right] C_{i+j-2 t-1}^{(\nu)}(x),
\end{aligned}
$$

which is (5.40).
We now prove the boundary condition (5.37). The first one is direct since $W^{(\nu)}(x)=$ $\left(1-x^{2}\right)^{\nu-1 / 2} W_{\text {pol }}^{(\nu)}(x), \nu>0$ and $W_{\text {pol }}^{(\nu)}(x)$ is a matrix polynomial. For the second boundary condition we use the first symmetry equation (5.35) to see that it is equivalent to prove that
$\lim _{x \rightarrow \pm 1}\left(\left(W^{(\nu)}(x)\left(x U^{(\nu)}-C^{(\nu)}\right)^{*}-\left(x U^{(\nu)}-C^{(\nu)}\right) W^{(\nu)}(x)\right)\right)_{i, j}=0, \quad$ for all $i, j=0, \cdots, 2 \ell$.
Since $U^{(\nu)}$ is a multiple of the identity matrix we get that the second boundary condition for $D^{(\nu)}$ holds if and only if
$\lim _{x \rightarrow \pm 1}\left(W^{(\nu)}(x)\left(C^{(\nu)}\right)^{*}-C^{(\nu)} W^{(\nu)}(x)\right)_{i, j}=0$ for all $i, j=0, \cdots, 2 \ell$. By performing the matrix product we get

$$
\begin{align*}
\lim _{x \rightarrow \pm 1}\left(W^{(\nu)}(x)\left(C^{(\nu)}\right)^{*}-C^{(\nu)} W^{(\nu)}(x)\right)_{i, j}= & \lim _{x \rightarrow \pm 1}\left(\left(W^{(\nu)}\right)_{i, j-1}(x) C_{j, j-1}^{(\nu)}+\left(W^{(\nu)}\right)_{i, j+1}(x) C_{j, j+1}^{(\nu)}\right.  \tag{5.42}\\
& \left.-\left(C^{(\nu)}\right)_{i, i-1}\left(W^{(\nu)}(x)\right)_{i-1, j}-\left(C^{(\nu)}\right)_{i, i+1}\left(W^{(\nu)}(x)\right)_{i+1, j}\right) .
\end{align*}
$$

From the expression of $W^{(\nu)}$ in Definition 5.1.1 it follows that

$$
\lim _{x \rightarrow \pm 1}\left(W^{(\nu)}(x)\right)_{i, j}=t_{0}^{(\nu)} \lim _{x \rightarrow \pm 1}\left(1-x^{2}\right)^{\nu-1 / 2} L_{i, 0}^{(\nu)}(x) L_{j, 0}^{(\nu)}(x)
$$

Therefore (5.42) becomes

$$
\begin{aligned}
\lim _{x \rightarrow \pm 1}\left(1-x^{2}\right)^{\nu-1 / 2}( & j L_{i, 0}^{(\nu)}(x) L_{j-1,0}^{(\nu)}(x)+(2 \ell-j) L_{i, 0}^{(\nu)}(x) L_{j+1,0}^{(\nu)}(x) \\
& \left.-i L_{j, 0}^{(\nu)}(x) L_{i-1,0}^{(\nu)}(x)-(2 \ell-i) L_{j, 0}^{(\nu)}(x) L_{i+1,0}^{(\nu)}(x)\right) .
\end{aligned}
$$

By introducing the explicit values from the definition of the matrix functions $L^{(\nu)}(x)$ and taking into account the expression of the Gegenbauer polynomials (5.1) and the symmetry relation

$$
C_{n}^{(\nu)}(x)=(-1)^{n} C_{n}^{(\nu)}(-x)=(-1)^{n} \frac{(2 \nu)_{n}}{n!}{ }_{2} F_{1}\left(\begin{array}{c}
-n, n+2 \nu \\
\nu+\frac{1}{2}
\end{array} ; \frac{1+x}{2}\right),
$$

we get that

$$
\begin{aligned}
& \left(j L_{i, 0}^{(\nu)}(x) L_{j-1,0}^{(\nu)}(x)+(2 \ell-j) L_{i, 0}^{(\nu)}(x) L_{j+1,0}^{(\nu)}(x)\right. \\
& \left.\quad-i L_{j, 0}^{(\nu)}(x) L_{i-1,0}^{(\nu)}(x)-(2 \ell-i) L_{j, 0}^{(\nu)}(x) L_{i+1,0}^{(\nu)}(x)\right) \\
& =(1-x) K_{1}(x)=(1+x) K_{2}(x),
\end{aligned}
$$

where $K_{1}(x)$ and $K_{2}(x)$ are matrix polynomials. Therefore, since $\nu>0$ we have

$$
\lim _{x \rightarrow \pm 1}\left(W^{(\nu)}(x)\left(C^{(\nu)}\right)^{*}-C^{(\nu)} W^{(\nu)}(x)\right)_{i, j}=0, \quad \text { for all } i, j=0, \cdots, 2 \ell
$$

That is, the second boundary condition in (5.37) holds. So, by Theorem 1.3.7, $D^{(\nu)}$ is symmetric with respect to $W^{(\nu)}$.

It just remains to see that the monic orthogonal polynomials satisfy (5.28) and (5.29). To do so we first notice that $E^{(\nu)}$ and $D^{(\nu)}$ do not raise the degree of polynomials, so Lemma 1.3.3 applies and we get that the monic orthogonal polynomials are eigenfunctions of $D^{(\nu)}$ and $E^{(\nu)}$. The expression of the eigenvalues in (5.28) and (5.29) follows directly by equating the corresponding coefficients.

For matrix orthogonal polynomials, Cantero, Moral and Velázquez [12] established criteria for the derivatives of matrix orthogonal polynomials to be again matrix orthogonal polynomials. A result that is recovered in Theorem 1.3.9.

In order to establish the connection with Theorem 1.3.9, we consider the following second order differential operator for $\nu>0^{1}$,

$$
\begin{equation*}
D_{(\Phi, \Psi)}^{(\nu)}=\left(E^{(\nu)}\right)^{2}+(2 \ell+2) E^{(\nu)}+\left(\frac{(\ell+\nu)^{2}}{\ell^{2}}\right) D^{(\nu)}+\frac{\nu(\nu-1)(2 \ell+\nu+1)(\nu+2 \ell)}{\ell^{2}} I . \tag{5.43}
\end{equation*}
$$

By Theorem 5.2.1, $D_{(\Phi, \Psi)}^{(\nu)}$ is symmetric with respect to the weight $W^{(\nu)}$. Moreover, it commutes with $\mathfrak{J}$.

Proposition 5.2.1. The matrix differential operator $D_{(\Phi, \Psi)}^{(\nu)}$ commutes with $\mathfrak{J}$.
Proof. A straightforward calculation shows that $D^{(\nu)}$ commutes with $\mathfrak{J}$, and that the differential operator $E^{(\nu)}$ satisfies

$$
\mathfrak{J} E^{(\nu)} \mathfrak{J}=-\left(E^{(\nu)}+(\ell+1) I\right) .
$$

Then, by the definition of $D_{(\Phi, \Psi)}^{(\nu)}$, it is clear that

$$
\begin{aligned}
\mathfrak{J} D_{(\Phi, \Psi)}^{(\nu)} \mathfrak{J} & =\mathfrak{J}\left(\left(E^{(\nu)}\right)^{2}+(2 \ell+2) E^{(\nu)}+\left(\frac{(\ell+\nu)^{2}}{\ell^{2}}\right) D^{(\nu)}+\frac{\nu(\nu-1)(2 \ell+\nu+1)(\nu+2 \ell)}{\ell^{2}} I\right) \mathfrak{J} \\
& =\left(E^{(\nu)}\right)^{2}+(2 \ell+2) E^{(\nu)}+\left(\frac{(\ell+\nu)^{2}}{\ell^{2}}\right) D^{(\nu)}+\frac{\nu(\nu-1)(2 \ell+\nu+1)(\nu+2 \ell)}{\ell^{2}} I .
\end{aligned}
$$

A straightforward calculation shows that $D_{(\Phi, \Psi)}^{(\nu)}$ can be written as

$$
\begin{equation*}
D_{(\Phi, \Psi)}^{(\nu)}=\frac{d^{2}}{d x^{2}} \Phi^{(\nu)}(x)^{*}+\frac{d}{d x} \Psi^{(\nu)}(x)^{*}, \tag{5.44}
\end{equation*}
$$

[^2]where $\Phi^{(\nu)}$ and $\Psi^{(\nu)}$ are the explicit matrix polynomials of degree 2 and 1,
\[

$$
\begin{align*}
\Phi^{(\nu)}(x)= & x^{2} \sum_{i=0}^{2 \ell} \frac{(\ell-i)^{2}-(\ell+\nu)^{2}}{\ell^{2}} \mathcal{E}_{i, i}+x \sum_{i=1}^{2 \ell} \frac{(i-1-2 \ell)(2 \ell-2 i+1)}{2 \ell^{2}} \mathcal{E}_{i, i-1}  \tag{5.45}\\
& +x \sum_{i=0}^{2 \ell-1} \frac{(i+1)(2 \ell-2 i-1)}{2 \ell^{2}} \mathcal{E}_{i, i+1}+\sum_{i=2}^{2 \ell} \frac{(2 \ell-i+2)(2 \ell-i+1)}{4 \ell^{2}} \mathcal{E}_{i, i-2} \\
& +\sum_{i=0}^{2 \ell} \frac{-i(2 \ell-i+1)-(2 \ell-i)(i+1)+4(\ell+\nu)^{2}}{4 \ell^{2}} \mathcal{E}_{i, i} \\
& +\sum_{i=0}^{2 \ell-2} \frac{(i+2)(i+1)}{4 \ell^{2}} \mathcal{E}_{i, i+2},
\end{align*}
$$
\]

5.46) $\Psi^{(\nu)}(x)=-x \sum_{i=0}^{2 \ell} \frac{(2 \ell+2 \nu+1)(\nu+i)(\nu+2 \ell-i)}{\ell^{2}} \mathcal{E}_{i, i}$

$$
\begin{equation*}
-\left(\ell+\nu+\frac{1}{2}\right)\left(\sum_{i=1}^{2 \ell} \frac{(i-1-2 \ell)(\nu+i-1)}{\ell^{2}} \mathcal{E}_{i, i-1}+\sum_{i=0}^{2 \ell-1} \frac{(i+1)(\nu+2 \ell-i-1)}{\ell^{2}} \mathcal{E}_{i, i+1}\right) \tag{5.46}
\end{equation*}
$$

Proposition 5.2.2. Let $\nu>0$. The weight matrix $W^{(\nu)}(x)$ and the matrix polynomials $\Phi^{(\nu)}(x)$ and $\Psi^{(\nu)}(x)$ satisfy $\left(W^{(\nu)}(x) \Phi^{(\nu)}(x)\right)^{\prime}=W^{(\nu)}(x) \Psi^{(\nu)}(x)$.

Proof. Since $D_{(\Phi, \Psi)}^{(\nu)}$ is a combination of symmetric differential operators it is symmetric, so it satisfies the symmetry equations

$$
\begin{equation*}
\left(\Phi^{(\nu)}(x)^{*} W^{(\nu)}(x)\right)^{\prime \prime}-\left(\Psi^{(\nu)}(x)^{*} W^{(\nu)}(x)\right)^{\prime}=0 \tag{5.47}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
\lim _{x \rightarrow-1}\left(\Phi^{(\nu)}(x)^{*} W^{(\nu)}(x)\right)^{\prime}-\Psi^{(\nu)}(x)^{*} W^{(\nu)}(x)=0 \tag{5.48}
\end{equation*}
$$

holds. Integrating (5.47) in $(-1, x)$ and taking into account (5.48) we get

$$
\left(\Phi^{(\nu)}(x)^{*} W^{(\nu)}(x)\right)^{\prime}=\Psi^{(\nu)}(x)^{*} W^{(\nu)}(x)
$$

The result follows by taking adjoints.
Theorem 5.2.3. Let $\nu>0, x \in(-1,1)$ then, $W^{(\nu+1)}(x)=c^{(\nu)} W^{(\nu)}(x) \Phi^{(\nu)}(x)$, where $c^{(\nu)}=\frac{(2 \nu+1)(2 \ell+\nu+1) \ell^{2}}{\nu(2 \nu+2 \ell+1)(2 \ell+\nu)(\ell+\nu)}$.

Proof. From Proposition 5.2.2 and taking into account that the boundary condition

$$
\lim _{x \rightarrow-1} \Phi^{(\nu)}(x)^{\star} W^{(\nu)}(x)=0
$$

holds, it is equivalent to prove

$$
\begin{equation*}
c^{(\nu)} W^{(\nu)}(x) \Psi^{(\nu)}(x)=\left(W^{(\nu+1)}(x)\right)^{\prime} \tag{5.49}
\end{equation*}
$$

The proof of this theorem uses the same ingredients as the proof of Theorem 5.2.1. Let us calculate the $(i, j)$ entry of both sides in (5.49). We assume $i<j$, the other situations can be treated in an analogue way. Now $\left(W^{(\nu)}(x) \Psi^{(\nu)}(x)\right)_{i, j}$ can be written explicitly using Theorem 5.1.4 and (5.46). This gives explicit terms involving Gegenbauer polynomials multiplied by $x$. Then, using the three term recurrence relation for Gegenbauer polynomials and regrouping we can write $\left(W^{(\nu)}(x) \Psi^{(\nu)}(x)\right)_{i, j}$ as the following expansion in terms of Gegenbauer polynomials:

$$
\begin{equation*}
\frac{(2 \nu+1)(2 \ell+\nu+1)}{\nu(2 \ell+\nu)(\ell+\nu)} \sum_{t=0}^{m} \eta_{t}^{(\nu)}(i, j) C_{i+j-2 t+1}^{(\nu)}(x) \tag{5.50}
\end{equation*}
$$

where

$$
\begin{aligned}
\eta_{t}^{(\nu)}(i, j)= & \frac{-(\nu+j)(\nu+2 \ell-j)(i+j-2 t+1)}{i+j-2 t+\nu} \alpha_{t}^{(\nu)}(i, j)-(j-2 \ell)(\nu+j) \alpha_{t}^{(\nu)}(i, j+1) \\
& +j(\nu+2 \ell-j) \alpha_{t}^{(\nu)}(i, j-1)-\frac{(\nu+j)(\nu+2 \ell-j)(2 \nu+i+j-2 t+1)}{i+j-2 t+\nu+2} \alpha_{t-1}^{(\nu)}(i, j), \\
\eta_{0}^{(\nu)}(i, j)= & \frac{-(\nu+j)(\nu+2 \ell-j)(i+j+1)}{(i+j+\nu)} \alpha_{0}^{(\nu)}(i, j)-(j-2 \ell)(\nu+j) \alpha_{0}^{(\nu)}(i, j+1), \\
\eta_{i+1}^{(\nu)}(i, j)= & j(\nu+2 \ell-j) \alpha_{i}^{(\nu)}(i, j-1)-\frac{(\nu+j)(\nu+2 \ell-j)}{(j-i+\nu)} \alpha_{i}^{(\nu)}(i, j),
\end{aligned}
$$

for $t \in\{1, \cdots, i\}$. On the other hand, by (5.34) we can expand $\left(W^{(\nu+1)}(x)\right)_{i, j}^{\prime}$ in the same basis leading to

$$
\begin{equation*}
\left(1-x^{2}\right)^{\nu-1 / 2} \sum_{t=0}^{i} \frac{-(i+j-2 t+1)(2 \nu+i+j-2 t+1)}{2 \nu} \alpha_{t}^{(\nu+1)}(i, j) C_{i+j-2 t+1}^{(\nu)}(x) \tag{5.51}
\end{equation*}
$$

To obtain (5.51) we calculate

$$
\int_{-1}^{1} C_{k}^{(\nu)}(x)\left(W_{i, j}^{(\nu+1)}(x)\right)^{\prime} d x=-\int_{-1}^{1} \frac{d C_{k}^{(\nu)}}{d x}(x)\left(1-x^{2}\right)^{\nu+\frac{1}{2}} \sum_{t=0}^{i} \alpha_{t}^{(\nu+1)}(i, j) C_{i+j-2 t}^{(\nu+1)}(x) d x
$$

Since $\frac{d C_{k}^{(\nu)}}{d x}(x)=2 \nu C_{k-1}^{(\nu+1)}$ by [76, (4.5.5)], the integral on the right hand side of the previous equation can be calculated using the orthogonality relations for the Gegenbauer polynomials (5.2), leading to (5.51).

By a straightforward computation we check that (5.50) and (5.51) are the same, up to the constant, as given in Theorem 5.2.3.

By the previous theorems and Theorem 1.3.9 we have the following corollary.
Corollary 5.2.4. For $\nu>0$, the sequence $\left(\frac{d P_{n}^{(\nu)}}{d x}\right)_{n}$ is a sequence of matrix orthogonal polynomials with respect to weight function $W^{(\nu+1)}$ on $[-1,1]$. In particular, $\frac{d P_{n}^{\nu}}{d x}(x)=$ $n P_{n-1}^{(\nu+1)}(x), n \geq 1$.

Then, we get that $\frac{d}{d x}$ connects the sequence $\left(P_{n}^{(\nu)}\right)_{n}$ with $\left(P_{n}^{(\nu+1)}\right)_{n}$ and we say that $\frac{d}{d x}$ is a forward shift operator. We now show how to go form $\left(P_{n}^{(\nu+1)}\right)_{n}$ to $\left(P_{n}^{(\nu)}\right)_{n}$ via a differential operator.

Lemma 5.2.5. Let $\nu>0$. Define the first order matrix differential operator, $T^{(\nu)}$ by

$$
\begin{equation*}
\left(T^{(\nu)} Q\right)(x)=\frac{d Q}{d x}(x)\left(\Phi^{(\nu)}(x)\right)^{*}+Q(x)\left(\Psi^{(\nu)}(x)\right)^{*} \tag{5.52}
\end{equation*}
$$

then, $\left\langle\frac{d P}{d x}, Q\right\rangle^{(\nu+1)}=-c^{(\nu)}\left\langle P, T^{(\nu)} Q\right\rangle^{(\nu)}$, for matrix polynomials $P$ and $Q$.
Proof. For $\nu>0$ and $P, Q \in \mathbb{C}^{N \times N}$ we have

$$
\begin{aligned}
\left\langle\frac{d P}{d x}, Q\right\rangle^{(\nu+1)} & =\int_{-1}^{1} \frac{d}{d x} P(x) W^{(\nu+1)} Q(x) \\
& =-\int_{-1}^{1} P(x)\left(\frac{d}{d x}\left(W^{(\nu+1)}\right) Q(x)+W^{(\nu+1)} \frac{d}{d x} Q(x)\right) d x
\end{aligned}
$$

where we have used the boundary condition for $W^{(\nu+1)}$. Now by applying Lemma 5.2.3 and Proposition 5.2.2 we obtain

$$
\begin{aligned}
\left\langle\frac{d P}{d x}, Q\right\rangle^{(\nu+1)} & =-c^{(\nu)} \int_{-1}^{1} P(x)\left(W^{(\nu)} \Psi^{(\nu)}(x) Q(x)+W^{(\nu)} \Phi^{(\nu)}(x) \frac{d}{d x} Q(x)\right) d x \\
& =-c^{(\nu)}\left\langle P, T^{(\nu)} Q\right\rangle^{(\nu)}
\end{aligned}
$$

We can now exploit Lemma 5.2 .5 in order to obtain information about the monic matrix orthogonal polynomials $\left(P_{n}^{(\nu)}\right)_{n}$.

Theorem 5.2.6. Let $\left(P_{n}^{(\nu)}\right)_{n}$ be the sequence of monic orthogonal polynomials with respect to $W^{(\nu)}$. Then
(i) the squared norm of $P_{n}^{(\nu)}, H_{n}^{(\nu)}$ is a diagonal matrix whose entries are given by

$$
\begin{align*}
\left(H_{n}^{(\nu)}\right)_{k, k}= & \sqrt{\pi} \frac{\Gamma\left(\nu+\frac{1}{2}\right)}{\Gamma(\nu+1)} \frac{\nu(2 \ell+\nu+n)}{\nu+n} \frac{n!\left(\ell+\frac{1}{2}+\nu\right)_{n}(2 \ell+\nu)_{n}(\ell+\nu)_{n}}{(2 \ell+\nu+1)_{n}(\nu+k)_{n}(2 \ell+2 \nu+n)_{n}(2 \ell+\nu-k)_{n}}  \tag{5.53}\\
& \times \frac{k!(2 \ell-k)!(n+\nu+1)_{2 \ell}}{(2 \ell)!(n+\nu+1)_{k}(n+\nu+1)_{2 \ell-k}}
\end{align*}
$$

(ii) The following Rodrigues formula holds:

$$
\begin{align*}
P_{n}^{(\nu)}(x) & =G_{n}^{(\nu)} \frac{d^{n}}{d x^{n}}\left(W^{(\nu+n)}(x)\right) W^{(\nu)}(x)^{-1}  \tag{5.54}\\
\left(G_{n}^{(\nu)}\right)_{j, k} & =\delta_{j, k} \frac{(-1)^{n}(\nu)_{n}\left(\ell+\nu+\frac{1}{2}\right)_{n}(\ell+\nu)_{n}(2 \ell+\nu)_{n}}{\left(\nu+\frac{1}{2}\right)_{n}(\nu+k)_{n}(2 \ell+\nu+1)_{n}(2 \ell+2 \nu+n)_{n}(2 \ell+\nu-k)_{n}} .
\end{align*}
$$

Proof. To see that (i) holds we first notice that $D_{\Phi, \Psi}^{(\nu)}=T^{(\nu)} \circ \frac{d}{d x}$ then,

$$
T^{(\nu)}\left(P_{n-1}^{(\nu+1)}(x)\right)=\frac{1}{n} T^{(\nu)} \frac{d}{d x} P_{n}^{(\nu)}(x)=\frac{1}{n} D_{\Phi, \Psi}^{(\nu)} P_{n}^{(\nu)}(x)=\frac{1}{n} K_{n}^{(\nu)} P_{n}^{(\nu)}(x),
$$

where $K_{n}^{(\nu)}$ can be determined from the leading coefficients of $\Phi^{(\nu)}$ and $\Psi^{(\nu)}$. In particular, $T^{(\nu)}$ is a backward shift operator. Explicitly, $K_{n}^{(\nu)}$ is a diagonal invertible matrix for all $\nu>0$,

$$
\left(K_{n}^{(\nu)}\right)_{k, k}=-\frac{(\nu+k)(2 \ell+2 \nu+n)}{\ell^{2}}(2 \ell+\nu-k) .
$$

Then, we can write

$$
\begin{aligned}
H_{n}^{(\nu)} & =\left\langle P_{n}^{(\nu)}, P_{n}^{(\nu)}\right\rangle^{(\nu)}=\left(K_{n}^{(\nu)}\right)^{-1}\left\langle D_{\Phi, \Psi} P_{n}^{(\nu)}, P_{n}^{(\nu)}\right\rangle^{(\nu)} \\
& =\left(K_{n}^{(\nu)} c_{n}^{(\nu)}\right)^{-1}\left\langle\frac{d}{d x} P_{n}^{(\nu)}, \frac{d}{d x} P_{n}^{(\nu)}\right\rangle^{(\nu+1)}=\left(K_{n}^{(\nu)}\right)^{-1} \frac{n^{2}}{c_{n}^{(\nu)}}\left\langle P_{n-1}^{(\nu+1)}, P_{n-1}^{(\nu+1)}\right\rangle^{(\nu+1)} .
\end{aligned}
$$

Iterating, we get

$$
H_{n}^{(\nu)}=\prod_{i=0}^{n-1}(n-i)^{2}\left(c^{(\nu+i)} K_{n-i}^{(\nu+i)}\right)^{-1} H_{0}^{(\nu+n)},
$$

where the order in the product does not matter since all the $K_{n-i}^{(\nu+i)}$ are diagonal. By performing the product using the expression (5.21) of $H_{0}^{(\nu+n)}$, we get the result.

For (ii), use Theorem 5.2.3 and (5.49) to see that $T^{(\nu)}$ can be written as

$$
\begin{equation*}
T^{(\nu)} Q(x)=\left(c^{(\nu)}\right)^{-1} \frac{d}{d x}\left(Q(x) W^{(\nu+1)}\right)\left(W^{(\nu)}\right)^{-1}, \quad x \in(-1,1) \tag{5.55}
\end{equation*}
$$

where $Q \in \mathbb{C}^{N \times N}[x]$ and $\operatorname{dgr}\left(T^{(\nu)} Q\right)=\operatorname{dgr}(Q)+1$. Iterating leads to

$$
\left(\prod_{i=0}^{n-1} c^{(\nu+i)}\right)\left(\left(\left(Q T^{(\nu+n-1)}\right) \cdots T^{(\nu+1)}\right) T^{(\nu)}\right)(x)=\frac{d^{n}}{d x^{n}}\left(Q(x) W^{(\nu+n)}(x)\right) W^{(\nu)}(x)^{-1} .
$$

Now take $Q(x)=P_{0}^{(\nu+n)}(x)=1$, so the previous equality becomes

$$
\prod_{i=0}^{n-1} c^{(\nu+i)} P_{n}^{(\nu)}(x)=\left(\prod_{i=0}^{n-1} K_{n-i}^{(\nu+i)}\right)^{-1} \frac{d^{n}}{d x^{n}}\left(W^{(\nu+n)}(x)\right) W^{(\nu)}(x)^{-1} .
$$

A direct check shows that

$$
G_{n}=\left(\prod_{i=0}^{n-1} c^{(\nu+i)} K_{n-i}^{(\nu+i)}\right)^{-1},
$$

and this proves the result.

### 5.3 Expression in terms of matrix hypergeometric functions

In this section we link the matrix orthogonal polynomials with respect to $W^{(\nu)}$ to Tirao's matrix hypergeometric series ${ }_{2} H_{1}$ (see defintion 1.40). In order to show this link we switch from the interval $[-1,1]$ to $[0,1]$ using $x=1-2 u$. Set

$$
\begin{equation*}
R_{n}^{(\nu)}(u)=(-1)^{n} 2^{-n} P_{n}^{(\nu)}(1-2 u), \quad Z^{(\nu)}(u)=W_{\mathrm{pol}}^{(\nu)}(1-2 u) \tag{5.56}
\end{equation*}
$$

Hence, the rescaled monic matrix orthogonal polynomials $R_{n}^{(\nu)}$ satisfy

$$
\begin{equation*}
\int_{0}^{1} R_{n}^{(\nu)}(u) Z^{(\nu)}(u) R_{m}^{(\nu)}(u)^{*}(u(1-u))^{\nu-1 / 2} d u=\delta_{n, m} 2^{-2 n-2 \nu} H_{n}^{(\nu)} \tag{5.57}
\end{equation*}
$$

In this setting Theorem 5.2.1 gives the following corollary.
Corollary 5.3.1. Let $\widetilde{D}^{(\nu)}$ and $\widetilde{E}^{(\nu)}$ be the matrix differential operators

$$
\widetilde{D}^{(\nu)}=u(1-u) \frac{d^{2}}{d u^{2}}+\frac{d}{d x}\left(\widetilde{C}^{(\nu)}-u \widetilde{U}^{(\nu)}\right)-\widetilde{V}^{(\nu)}, \quad \widetilde{E}^{(\nu)}=\frac{d}{d x}\left(u \widetilde{B}_{1}^{(\nu)}+\widetilde{B}_{0}^{(\nu)}\right)+\widetilde{A}_{0}^{(\nu)}
$$

where $\widetilde{C}^{(\nu)}, \widetilde{U}^{(\nu)}, \widetilde{V}^{(\nu)}, \widetilde{B}_{0}^{(\nu)}, \widetilde{B}_{1}^{(\nu)}$ and $\widetilde{A}_{0}^{(\nu)}$ are given by

$$
\begin{gathered}
\widetilde{C}^{(\nu)}=-\sum_{i=0}^{2 \ell} \frac{(2 \ell-i)}{2} \mathcal{E}_{i, i+1}+\sum_{i=0}^{2 \ell} \frac{(2 \ell+2 \nu+1)}{2} \mathcal{E}_{i, i}-\sum_{i=0}^{2 \ell} \frac{i}{2} \mathcal{E}_{i, i-1}, \quad \widetilde{U}^{(\nu)}=(2 \ell+2 \nu+1) I, \\
\widetilde{V}^{(\nu)}=-\sum_{i=0}^{2 \ell} i(2 \ell-i) \mathcal{E}_{i, i}+(\nu-1)(2 \ell+\nu+1) I \\
\widetilde{B}_{0}^{(\nu)}=-\sum_{i=0}^{2 \ell} \frac{(2 \ell-i)}{4 \ell} \mathcal{E}_{i, i+1}+\sum_{i=0}^{2 \ell} \frac{(\ell-i)}{2 \ell} \mathcal{E}_{i, i}+\sum_{i=0}^{2 \ell} \frac{i}{4 \ell} \mathcal{E}_{i, i-1}, \quad \widetilde{B}_{1}^{(\nu)}=-\sum_{i=0}^{2 \ell} \frac{(\ell-i)}{\ell} \mathcal{E}_{i, i}, \\
\widetilde{A}_{0}^{(\nu)}=\sum_{i=0}^{2 \ell}\left(\frac{(\ell+1)(i-2 \ell)}{\ell}-(\nu-1) \frac{(\ell-i)}{\ell}\right) \mathcal{E}_{i, i} .
\end{gathered}
$$

Then, $\widetilde{D}^{(\nu)}$ and $\widetilde{E}^{(\nu)}$ are symmetric with respect to the weight $(u(1-u))^{\nu-1 / 2} Z^{(\nu)}(u)$, and $\widetilde{D}^{(\nu)}$ and $\widetilde{E}^{(\nu)}$ commute. Moreover, for every integer $n \geq 0, R_{n}^{(\nu)} \widetilde{D}^{(\nu)}=\Lambda_{n}\left(\widetilde{D}^{(\nu)}\right) R_{n}^{(\nu)}$, and $R_{n}^{(\nu)} \widetilde{E}^{(\nu)}=\Lambda_{n}\left(\widetilde{E}^{(\nu)}\right) R_{n}^{(\nu)}$ with

$$
\begin{gathered}
\Lambda_{n}\left(\widetilde{D}^{(\nu)}\right)=((\nu-1)(2 \ell+\nu+1)-n(2 \ell+2 \nu+n)) I-\sum_{i=0}^{2 \ell} i(2 \ell-i) \mathcal{E}_{i, i}, \\
\Lambda_{n}\left(\widetilde{E}^{(\nu)}\right)=-(n+\nu+2 \ell+1) I-(n+\nu+\ell) \sum_{i=0}^{2 \ell} \frac{i}{\ell} \mathcal{E}_{i, i} .
\end{gathered}
$$

We can describe the rows of $R_{n}^{(\nu)}$ in terms of matrix hypergeometric functions (see [98]). We first need to study the $\mathbb{C}^{2 \ell+1}$-valued polynomial solutions of $P \widetilde{D}^{(\nu)}=\lambda P, \lambda \in \mathbb{C}$. In order to avoid technical problems we consider

$$
\begin{equation*}
D_{\alpha}^{(\nu)}=\widetilde{D}^{(\nu)}+\alpha \widetilde{E}^{(\nu)}=u(1-u) \frac{d^{2}}{d u^{2}}+\frac{d}{d u}\left(C_{\alpha}^{(\nu)}-u U_{\alpha}^{(\nu)}\right)-V_{\alpha}^{(\nu)}, \quad \alpha \in \mathbb{R}, \tag{5.58}
\end{equation*}
$$

where $C_{\alpha}^{(\nu)}=\widetilde{C}^{(\nu)}+\alpha \widetilde{B}_{0}^{(\nu)}, U_{\alpha}^{(\nu)}=\widetilde{U}^{(\nu)}-\alpha \widetilde{B}_{1}^{(\nu)}$ and $V_{\alpha}^{(\nu)}=\widetilde{V}^{(\nu)}-\alpha \widetilde{A}_{0}^{(\nu)}$. It follows from Corollary 5.3.1 that
(5.59) $R_{n}^{(\nu)} D_{\alpha}^{(\nu)}=\Lambda_{n}\left(D_{\alpha}^{(\nu)}\right) R_{n}^{(\nu)}, \quad \Lambda_{n}\left(D_{\alpha}^{(\nu)}\right)=-n^{2}-n\left(\widetilde{U}_{\alpha}^{(\nu)}-1\right)-\widetilde{V}_{\alpha}^{(\nu)}, \quad$ for all $n \in \mathbb{N}_{0}$.

We denote by $\lambda_{n}^{\alpha}(j)$ the $j$-th diagonal entry of $\Lambda_{n}\left(D_{\alpha}^{(\nu)}\right)$, i.e.

$$
\begin{aligned}
\lambda_{n}^{\alpha}(j)= & -n^{2}-n \frac{(2 \ell(\ell+\nu)+\alpha(\ell-j)-\ell)}{\ell} \\
& -\frac{(2 \ell-j)(\alpha(\ell+1)-\ell j)}{\ell}+(\nu-1) \frac{\ell(2 \ell+\nu+1)-\alpha(\ell-j)}{\ell} .
\end{aligned}
$$

It follows from (5.59) that the $i$-th row of $R_{n}^{(\nu)}$ is a solution of
(5.60) $u(1-u) F^{\prime \prime}(u)+F^{\prime}(u)\left(C_{\alpha}^{(\nu)}-u U_{\alpha}^{(\nu)}\right)-F(u)\left(V_{\alpha}^{(\nu)}+\lambda\right)=0, \quad \lambda=\left(\Lambda_{n}\left(D_{\alpha}^{(\nu)}\right)\right)_{i, i}$,
which is an instance of the matrix hypergeometric equation [98]. In order to be able to apply Tirao's approach [98], and to have the rows of $R_{n}^{(\nu)}$ defined by this solution, we need the following lemma, whose proof is skipped since it is completely analogue to that in [79, Lem. 4.3].
Lemma 5.3.2. (i) The eigenvalues of $C_{\alpha}^{(\nu)}$ are $(2 j+2 \nu+1) / 2, j \in\{0, \ldots, 2 \ell\}$. In particular, $\sigma\left(C_{\alpha}^{(\nu)}\right) \cap\{-\mathbb{N}\}=\varnothing$.
(ii) Let $\alpha \in \mathbb{R} \backslash \mathbb{Q}$. Then, $(j, n)=(i, m) \in\{0,1 \cdots, 2 \ell\} \times \mathbb{N}$ if and only if $\lambda_{n}^{\alpha}(j)=\lambda_{m}^{\alpha}(i)$.

Since the eigenvalues of $C_{\alpha}^{(\nu)}$ are not in $-\mathbb{N}$, for any $F_{0} \in \mathbb{C}^{2 \ell+1}$, a (row-)vector-valued solution to (5.60) is given by

$$
\begin{equation*}
F(u)=\left({ }_{2} H_{1}\binom{\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda}{\left(C_{\alpha}^{(\nu)}\right)^{t}} F_{0}\right)^{t}, \tag{5.61}
\end{equation*}
$$

where the matrix hypergeometric function ${ }_{2} H_{1}$, defined as the power series

$$
\begin{gather*}
{ }_{2} H_{1}\left(\begin{array}{c}
U, V \\
C
\end{array} ; z\right)=\sum_{i=0}^{\infty} \frac{z^{i}}{i!}[C, U, V]_{i},  \tag{5.62}\\
{[C, U, V]_{0}=I, \quad[C, U, V]_{i+1}=(C+i)^{-1}\left(i^{2}+i(U-1)+V\right)[C, U, V]_{i},}
\end{gather*}
$$

converges for $|z|<1$ in $\mathbb{C}^{2 \ell+1 \times 2 \ell+1}$.
So (5.61) is valid and this gives a series representation for the rows of the monic polynomial $R_{n}^{(\nu)}$. Since each row is a polynomial, the series has to terminate and there exists $n \in \mathbb{N}$ so that $\left[\left(C_{\alpha}^{(\nu)}\right)^{t},\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda\right]_{n+1}$ is singular and $0 \neq P_{0} \in \operatorname{Ker}\left(\left[\left(C_{\alpha}^{(\nu)}\right)^{t},\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda\right]_{n+1}\right)$.

Suppose that $n$ is the least integer for which $\left[\left(C_{\alpha}^{(\nu)}\right)^{t},\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda\right]_{n+1}$ is singular, i.e. $\left[\left(C_{\alpha}^{(\nu)}\right)^{t},\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda\right]_{i}$ is regular for all $i \leq n$. Since

$$
\text { ) } \begin{align*}
& {\left[\left(C_{\alpha}^{(\nu)}\right)^{t},\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda\right]_{n+1} }  \tag{5.63}\\
= & \left(\left(C_{\alpha}^{(\nu)}\right)^{t}+n\right)^{-1}\left(n^{2}+n\left(\left(U_{\alpha}^{(\nu)}\right)^{t}-1\right)+\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda\right)\left[\left(C_{\alpha}^{(\nu)}\right)^{t},\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda\right]_{n}
\end{align*}
$$

and since the matrix $\left(C_{\alpha}^{(\nu)}+n\right)$ is invertible by Lemma 5.3.2(i), $\left[C_{\alpha}^{(\nu)}, U_{\alpha}^{(\nu)}, V_{\alpha}^{(\nu)}+\lambda\right]_{n+1}$ is a singular matrix if and only if the diagonal matrix

$$
\begin{align*}
M_{n}^{\alpha}(\lambda) & =\left(n^{2}+n\left(\left(U_{\alpha}^{(\nu)}\right)^{t}-1\right)+V_{\alpha}^{t}+\lambda\right)  \tag{5.64}\\
& =\left(n^{2}+n\left(U_{\alpha}^{(\nu)}-1\right)+V_{\alpha}^{(\nu)}+\lambda\right)=\lambda-\Lambda_{n}\left(D_{\alpha}^{(\nu)}\right)
\end{align*}
$$

is singular. Note that the diagonal entries of $M_{n}^{\alpha}(\lambda)$ are of the form $\lambda-\lambda_{n}^{\alpha}(j)$, so that $M_{n}^{\alpha}(\lambda)$ is singular if and only if $\lambda=\lambda_{n}^{\alpha}(j)$ for some $j \in\{0,1, \cdots, 2 \ell\}$. Because of Lemma 5.3 .2 (ii) the value of $\lambda$ and the corresponding $n$ (and $j$ ) is uniquely determined for $\alpha$ irrational.

Assume $\alpha$ irrational, so that $M_{n}^{\alpha}\left(\lambda_{m}^{\alpha}(i)\right)$ is singular if and only if $n=m$. Then, in the series (5.61) the matrix $\left[\left(C_{\alpha}^{(\nu)}\right)^{t},\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda\right]_{n+1}$ is singular and $\left[\left(C_{\alpha}^{(\nu)}\right)^{t},\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda\right]_{i}$ is non-singular for $0 \leq i \leq n$. Furthermore, the kernel of $\left[\left(C_{\alpha}^{(\nu)}\right)^{t},\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda\right]_{n+1}$ is one-dimensional if and only if $\lambda=\lambda_{n}^{\alpha}(i), i \in\{0,1, \cdots, 2 \ell\}$. In case $\lambda=\lambda_{n}^{\alpha}(i)$ we see that (5.61) is a (row-)vector-valued polynomial for

$$
P_{0}=\left[\left(C_{\alpha}^{(\nu)}\right)^{t},\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda_{n}^{\alpha}(i)\right]_{n}^{-1} e_{i}
$$

determined uniquely up to a scalar, where $e_{i}, i \in\{0,1 \cdots, 2 \ell\}$, is the standard orthonormal basis vector in $\mathbb{C}^{2 \ell+1}$.

This leads to the main result of this section, expressing the monic polynomials $R_{n}^{(\nu)}$ as a matrix hypergeometric function.

Theorem 5.3.3. The entries of the monic matrix orthogonal polynomials $R_{n}^{(\nu)}$ are given by
$\left(R_{n}^{(\nu)}(u)\right)_{i, j}=\left({ }_{2} H_{1}\binom{\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda_{n}^{\alpha}(i)}{\left(C_{\alpha}^{(\nu)}\right)^{t}} n!\left[\left(C_{\alpha}^{(\nu)}\right)^{t},\left(U_{\alpha}^{(\nu)}\right)^{t},\left(V_{\alpha}^{(\nu)}\right)^{t}+\lambda_{n}^{\alpha}(i)\right]_{n}^{-1} e_{i}\right)_{j}^{t}$,
for all $\alpha \in \mathbb{R}$.
In particular, the right hand side is independent of $\alpha$.
Remark 5.3.4. Let $F(u)={ }_{2} H_{1}(\underset{C}{U, V} ; u) F(0)$. Since $[C, U, V]_{n+1}=[C+1, U+2, V+$ $U]_{n}[C, U, V]_{1}$ and $[C, U, V]_{1}=C^{-1} V$, and $F^{\prime}(0)=C^{-1} V F(0)$ then, $F^{\prime}(u)={ }_{2} H_{1}(\underset{C+1}{U+2, V+U} ; u) F^{\prime}(0)$. So we can use this in Theorem 5.3 .3 to calculate $\left(\frac{d R_{n}^{(\nu)}}{d u}(u)\right)_{i j}$ in terms of matrix hypergeometric functions. On the other hand, using Corollary 5.2.4 and (5.56) we see that $\left(\frac{d R_{n}^{(\nu)}}{d u}(u)\right)_{i, j}=n\left(R_{n-1}^{(\nu+1)}(u)\right)_{i, j}$.

### 5.4 Three-term recurrence relation

Since the monic matrix polynomials $R_{n}^{(\nu)}$ given by (5.56), are orthogonal, they satisfy a three term recurrence relation of the form

$$
u R_{n}^{(\nu)}(u)=R_{n+1}^{(\nu)}(u)+X_{n}^{(\nu)} R_{n}^{(\nu)}(u)+Y_{n}^{(\nu)} R_{n-1}^{(\nu)}(u), \quad n \geq 0
$$

where $R_{-1}^{(\nu)}=0$ and $X_{n}^{(\nu)}, Y_{n}^{(\nu)} \in \mathbb{C}^{2 \ell+1 \times 2 \ell+1}$ are matrices depending on $n$ but not on $u$.
In order to obtain the coefficients $X_{n}^{(\nu)}, Y_{n}^{(\nu)}$ explicitly, we exploit the explicit expression of $R_{n}^{(\nu)}$ in terms of Tirao's matrix hypergeometric function (see Theorem 5.3.3), the expression of the norms of $R_{n}^{(\nu)}, 2^{2 n-2 \nu} H_{n}^{(\nu)}$, and the explicit expression of $H_{n}^{(\nu)},(5.53)$.

Before we state the main result of this section we need the following Lemma.
Lemma 5.4.1. Let $R_{n}^{(\nu)}$ be the matrix orthogonal polynomial appearing in Theorem 5.3.3 then,

$$
\begin{equation*}
R_{n, n-1}^{(\nu)}=\sum_{j=0}^{2 \ell} \frac{j n}{4(j+n+\nu-1)} \mathcal{E}_{j, j-1}-\sum_{j=0}^{2 \ell} \frac{n}{2} \mathcal{E}_{j, j}+\sum_{j=0}^{2 \ell} \frac{n(2 \ell-j)}{4(2 \ell+n+\nu-j-1)} \mathcal{E}_{j, j+1} . \tag{5.65}
\end{equation*}
$$

Proof. We compute $R_{n, n-1}^{(\nu)}$ by considering the coefficient of $u^{n-1}$ in Theorem 5.3.3. Using the recursive definition of $\left[C_{\alpha}^{(\nu)}, U_{\alpha}^{(\nu)}, V_{\alpha}^{(\nu)}+\lambda_{n}^{\alpha}(i)\right]_{n}$ we obtain that the matrix entries of $R_{n, n-1}^{(\nu)}$ are given by

$$
\left(R_{n, n-1}^{(\nu)}\right)_{i, j}=\left(e_{i}^{t}\left(C_{\alpha}^{(\nu)}+(n-1) I\right) M_{n-1}^{\alpha}\left(\lambda_{n}^{\alpha}(i)\right)^{-1}\right)_{j} .
$$

Observe that this is well defined since the matrix $M_{n-1}^{\alpha}\left(\lambda_{n}^{\alpha}(i)\right)$, (5.64), is invertible for any irrational $\alpha$. Now the lemma follows by a straightforward computation from the expression of $C_{\alpha}^{(\nu)}\left(\text { see 5.58) and } M_{n-1}^{\alpha}\left(\lambda_{n}^{\alpha}(i)\right)^{-1}\right)_{j}$, (5.64).

We can now give the explicit three term recurrence relation for $R_{n}^{(\nu)}$.
Theorem 5.4.2. For any $\ell \in \frac{1}{2} \mathbb{N}$ and $\nu>0$, the monic orthogonal polynomials $R_{n}^{(\nu)}$ satisfy the following three term recurrence relation

$$
\begin{equation*}
u R_{n}^{(\nu)}(u)=R_{n+1}^{(\nu)}(u)+X_{n}^{(\nu)} R_{n}^{(\nu)}(u)+Y_{n}^{(\nu)} R_{n-1}^{(\nu)}(u) \tag{5.66}
\end{equation*}
$$

where the matrices $X_{n}^{(\nu)}, Y_{n}^{(\nu)}$ are given by

$$
\begin{align*}
X_{n}^{(\nu)}= & \sum_{j=0}^{2 \ell}  \tag{5.67}\\
& {\left[\frac{-j(j+\nu-1)}{4(j+n+\nu-1)(j+n+\nu)} \mathcal{E}_{j, j-1}+\frac{\mathcal{E}_{j, j}}{2}\right.} \\
& \left.-\frac{(2 \ell-j)(2 \ell-j+\nu-1)}{4(2 \ell-j+n+\nu-1)(2 \ell+n-j+\nu)} \mathcal{E}_{j, j+1}\right],  \tag{5.68}\\
Y_{n}^{(\nu)}= & \sum_{j=0}^{2 \ell} \frac{n(n+\nu-1)(2 \ell+n+\nu)(2 \ell+n+2 \nu-1)}{16(2 \ell+n+\nu-j-1)(2 \ell+n+\nu-j)(j+n+\nu-1)(j+n+\nu)} \mathcal{E}_{j, j} .
\end{align*}
$$

Proof. Since the matrix polynomials $R_{n}^{(\nu)}$ are monic, by equating coefficients in (5.66) we get that $X_{n}^{(\nu)}=R_{n, n-1}^{(\nu)}-R_{n+1, n}^{(\nu)}$. Then, (5.67) follows by plugging (5.65) in the previous equality.

To see that (5.68) holds, notice that from (5.66) we have

$$
2^{-2 n-2 \nu} H_{n}^{(\nu)}=\left\langle u R_{n}, R_{n-1}\right\rangle=Y_{n}^{(\nu)}\left\langle R_{n-1}, R_{n-1}\right\rangle=2^{-2 n+2-2 \nu} H_{n-1}^{(\nu)} .
$$

Therefore $Y_{n}^{(\nu)}=\frac{1}{4} H_{n}^{(\nu)}\left(H_{n-1}^{(\nu)}\right)^{-1}$ and (5.68) follows from the expression of $H_{n}^{(\nu)}$, (5.53).

Corollary 5.4.1. The monic matrix polynomials $P_{n}^{(\nu)}$ defined in (5.19) satisfy

$$
\begin{equation*}
x P_{n}^{(\nu)}(x)=P_{n+1}^{(\nu)}(x)+\left(1-2 X_{n}^{(\nu)}\right) P_{n}^{(\nu)}(x)+4 Y_{n}^{(\nu)} P_{n-1}^{(\nu)}(x) \tag{5.69}
\end{equation*}
$$

where $X_{n}^{(\nu)}$ and $Y_{n}^{(\nu)}$ are given by (5.67) and (5.68), respectively.
Note that in the limit $n \rightarrow \infty$ the coefficients become constant; $\lim _{n \rightarrow \infty}\left(1-2 X_{n}^{(\nu)}\right)=0$, and $\lim _{n \rightarrow \infty} 4 Y_{n}^{(\nu)}=\frac{1}{4} I$.

Taking derivatives and using Corollary 5.2.4 gives the following identity
$P_{n}^{(\nu)}(x)+n x P_{n-1}^{(\nu+1)}(x)=(n+1) P_{n}^{(\nu+1)}(x)+n\left(1-2 X_{n}^{(\nu)}\right) P_{n-1}^{(\nu+1)}(x)+4(n-1) Y_{n}^{(\nu)} P_{n-2}^{(\nu+1)}(x)$, for $n \geq 1$ and with the convention $P_{-1}^{(\nu+1)}(x)=0$.

Combining (5.70) with the three term recurrence for $x P_{n-1}^{(\nu+1)}(x)$, (5.69), gives the following corollary.

Corollary 5.4.2. The monic orthogonal polynomials $P_{n}^{(\nu)}$ satisfy the following connection formula,

$$
\begin{equation*}
P_{n}^{(\nu)}(x)=P_{n}^{(\nu+1)}(x)+2\left(X_{n-1}^{(\nu+1)}-X_{n}^{(\nu)}\right) P_{n-1}^{(\nu+1)}(x)+4\left((n-1) Y_{n}^{(\nu)}-n Y_{n-1}^{(\nu+1)}\right) P_{n-2}^{(\nu+1)}(x) \tag{5.71}
\end{equation*}
$$

### 5.5 The matrix orthogonal polynomials related to Gegenbauer and Racah polynomials

The matrix entries of $P_{n}^{(\nu)}$ can be expressed in terms of Gegenbauer and Racah polynomials.

For doing that we first switch to $D_{0}^{(\nu)}=\widetilde{D}^{(\nu)}-2 \ell \widetilde{E}^{(\nu)}$, since this will lead to a diagonalisable operator after conjugation by an appropriate matrix function. In particular $D_{0}^{(\nu)}$ has the following form

$$
\begin{align*}
D_{0}^{(\nu)} & =u(1-u) \frac{d^{2}}{d u^{2}}+\left(\frac{d}{d u}\right)\left(K_{0}^{1}-u K_{1}^{1}\right)+K_{0} \\
K_{1}^{1} & =\sum_{i=0}^{2 \ell}(2 i+2 \nu+1) \mathcal{E}_{i, i}, \quad K_{0}^{1}=-\sum_{i=0}^{2 \ell} i \mathcal{E}_{i, i-1}+\sum_{i=0}^{2 \ell} \frac{(2 i+2 \nu+1)}{2} \mathcal{E}_{i, i}  \tag{5.72}\\
K_{0} & =\sum_{i=0}^{2 \ell}((2 \ell-i)(2 \ell+i+2)-(\nu-1)(\nu+2 i+1)) \mathcal{E}_{i, i}
\end{align*}
$$

Notice that $D_{0}^{(\nu)}$ is a matrix hypergeometric differential operator in the sense of Tirao [98].

We conjugate this differential operator by $M^{(\nu)}(u)=L^{(\nu)}(1-2 u)$, where $L^{(\nu)}$ is the matrix function (5.1). Going through to the calculations as in Section 6 in [79], we obtain Proposition 5.5.1. Recall that for a matrix $G, G_{L}$ and $G_{R}$ denote the left and right multiplication operators given by (1.23).

Proposition 5.5.1. The differential operator $\mathcal{D}^{(\nu)}=M_{R}^{(\nu)} \circ D_{0}^{(\nu)} \circ\left(M^{(\nu)}\right)_{R}^{-1}$ is the diagonal differential operator

$$
\mathcal{D}^{(\nu)}=u(1-u) \frac{d^{2}}{d u^{2}}+\left(\frac{d}{d u}\right) T_{1}(u)+T_{0},
$$

where $T_{1}(u)=\frac{1}{2} T_{1}^{1}-u T_{1}^{1}$,

$$
T_{1}^{1}=\sum_{k=0}^{2 \ell}(2 k+2 \nu+1) \mathcal{E}_{k, k}, \quad T_{0}=\sum_{k=0}^{2 \ell}(2 \ell-k-\nu+1)(2 \ell+k+\nu+1) \mathcal{E}_{k, k} .
$$

Moreover, $\mathcal{R}_{n}^{(\nu)}(u)=R_{n}^{(\nu)}(u) M^{(\nu)}(u)$ satisfies

$$
\mathcal{R}_{n}^{(\nu)} \mathcal{D}^{(\nu)}=\Lambda_{n}\left(\mathcal{D}^{(\nu)}\right) \mathcal{R}_{n}^{(\nu)}, \quad \Lambda_{n}\left(\mathcal{D}^{(\nu)}\right)=\Lambda_{n}\left(\widetilde{D}^{(\nu)}\right)-2 \ell \Lambda_{n}\left(\widetilde{E}^{(\nu)}\right) .
$$

Since $R_{n}^{(\nu)}$ and $M^{(\nu)}$ are matrix polynomials, Proposition 5.5.1 implies that for $j, k=0 \cdots 2 \ell,\left(\mathcal{R}_{n}^{(\nu)}(u)\right)_{k, j}$ is a polynomial solution to the hypergeometric differential operator

$$
\begin{equation*}
u(1-u) f^{\prime \prime}(u)+\left(\left(j+\nu+\frac{1}{2}\right)-u(2 j+2 \nu+1)\right) f^{\prime}(u)-(j-k-n)(j+n+k+2 \nu) f(u)=0 . \tag{5.73}
\end{equation*}
$$

Since the polynomial solutions of (5.73) are unique up to a constant factor we find

$$
\left(\mathcal{R}_{n}^{(\nu)}(u)\right)_{k, j}=c_{k, j}^{(\nu)}(n){ }_{2} F_{1}\left(\begin{array}{c}
j-k-n, n+k+j+2 \nu  \tag{5.74}\\
j+\frac{1}{2}+\nu
\end{array} ; u\right) .
$$

Note that the ${ }_{2} F_{1}$-series gives a Gegenbauer polynomial $C_{n+k-j}^{(\nu+j+1)}(1-2 u)$ scaled to $[0,1]$.
We are now going to calculate the explicit values of the constants $c_{k, j}^{(\nu)}(n)$. To do so, let us consider the following differential operator, $\mathcal{E}^{(\nu)}=M_{R}^{(\nu)} \circ \widetilde{E}^{(\nu)} \circ\left(\left(M^{(\nu)}\right)^{-1}\right)_{R}$. It is clear that the operator $\mathcal{E}^{(\nu)}$ satifies

$$
\begin{equation*}
\mathcal{E}^{(\nu)} \mathcal{R}_{n}^{(\nu)}=\Lambda_{n}\left(\mathcal{E}^{(\nu)}\right) \mathcal{R}_{n}^{(\nu)}, \quad \Lambda_{n}\left(\mathcal{E}^{(\nu)}\right)=\Lambda_{n}\left(\widetilde{E}^{(\nu)}\right) . \tag{5.75}
\end{equation*}
$$

Moreover, by Corollary 5.3.1, the matrix differential operators $\widetilde{D}^{(\nu)}$ and $\widetilde{E}^{(\nu)}$ commute then, $\mathcal{E}^{(\nu)}$ and $\mathcal{D}^{(\nu)}$ also commute, i.e. $\mathcal{E}^{(\nu)} \circ \mathcal{D}^{(\nu)}=\mathcal{D}^{(\nu)} \circ \mathcal{E}^{(\nu)}$.

An explicit calculation gives

$$
\begin{align*}
& \mathcal{E}^{(\nu)}=\frac{d}{d u} S_{1}(u)+S_{0}(u),  \tag{5.76}\\
& S_{1}(u)=u(1-u) \sum_{i=0}^{2 \ell} \frac{i(i+2 \nu-2)(2 \nu+i+2 \ell-1)}{\ell(2 \nu+2 i-1)(2 \nu+2 i-3)} \mathcal{E}_{i, i-1}+\sum_{i=0}^{2 \ell} \frac{(2 \ell-i)}{4 \ell} \mathcal{E}_{i, i+1}, \\
& S_{0}(u)=(1-2 u) \sum_{i=0}^{2 \ell} \frac{i(2 \nu+i-2)(2 \nu+i+2 \ell-1)}{2 \ell(2 \nu+2 i-3)} \mathcal{E}_{i, i-1} \\
& \quad+\sum_{i=0}^{2 \ell} \frac{i(2 \nu+i-1)-4 \ell(\ell+1)-2 \ell(\nu-1)}{2 \ell} \\
& \mathcal{E}_{i, i} .
\end{align*}
$$

Let $F(\lambda) \subseteq \mathbb{C}^{2 \ell+1}$ be the eigenspace of $\mathcal{D}^{(\nu)}$ for an eigenvalue $\lambda$, $F(\lambda)=\left\{f \in \mathbb{C}^{2 \ell+1} \mid \mathcal{D}^{(\nu)} f=\lambda f\right\}$. By Tirao, [98], the evaluation at zero ev(0)

$$
\begin{aligned}
e v(0): F(\lambda) & \rightarrow \mathbb{C}^{2 \ell+1} \\
Q^{\lambda} & \mapsto Q^{\lambda}(0),
\end{aligned}
$$

is an isomorphism between $F(\lambda)$ and $\mathbb{C}^{2 \ell+1 \times 2 \ell+1}$. Since $\mathcal{E}^{(\nu)}$ commutes with $\mathcal{D}^{(\nu)}, \mathcal{E}^{(\nu)}$ preserves the eigenspaces then, there exists a linear map $N(\lambda)$ such that the following diagram commutes


Let us show how the function $N(\lambda)$ looks like. Let $Q^{\lambda} \in \mathbb{C}^{N \times N}$ be a polynomial eigenfunction of $D^{(\nu)}$ for an eigenvalue $\lambda$. Then, by (5.61) (or see [98]), the rows of $Q^{\lambda}$, $Q_{j}^{\lambda}$ can be written as

$$
Q_{j}^{\lambda}(u)=\left({ }_{2} H_{1}\left(\begin{array}{c}
T_{1}^{1}, \lambda-T_{0} \\
\frac{1}{2} T_{1}^{1}
\end{array} ; u\right) Q^{\lambda}(0)^{t}\right)_{j}^{t},
$$

so that $\frac{d Q_{j}^{\lambda}}{d u}(0)=Q_{j}^{\lambda}(0)\left(\lambda-T_{0}\right)\left(\frac{1}{2} T_{1}^{1}\right)^{-1}$ (see Observation 5.3.4). Now (5.76) and (5.77) shows that

$$
N(\lambda)\left(Q_{j}^{\lambda}(0)\right)=\left(\mathcal{E}^{(\nu)} Q^{\lambda}\right)_{j}(0)=Q_{j}^{\lambda}(0)\left(\lambda-T_{0}\right)\left(\frac{1}{2} T_{1}^{1}\right)^{-1} S_{1}(0)+Q_{j}^{\lambda}(0) S_{0}(0)
$$

Therefore

$$
N(\lambda)=\left(\lambda-T_{0}\right)\left(\frac{1}{2} T_{1}^{1}\right)^{-1} S_{1}(0)+S_{0}(0)
$$

acting from the right on row-vectors from $\mathbb{C}^{2 \ell+1}$.
With the explicit expression of the function $N(\lambda)$, we can now calculate the value of the constants $c_{k, j}^{(\nu)}(n)$ in (5.74).

The $k$-th row $\left(\left(\mathcal{R}_{n}^{(\nu)}\right)_{k, j}\right)_{j=0}^{2 \ell}$ is an eigenfunction of $\mathcal{D}^{(\nu)}$ for the eigenvalue $\lambda_{n}(k)=$ $\Lambda_{n}\left(\mathcal{D}^{(\nu)}\right)_{k, k}$ (see Proposition 5.5.1). On the other hand, by (5.75) the $k$-th row of $\mathcal{R}_{n}^{(\nu)}$ is an eigenfunction of $\mathcal{E}^{(\nu)}$ for the eigenvalue $\mu_{n}(k)=\Lambda_{n}\left(\mathcal{E}^{(\nu)}\right)_{k, k}$. Since $\left(\left(\mathcal{R}_{n}^{(\nu)}(0)\right)_{k, j}\right)_{j=0}^{2 \ell}=$ $\left(c_{k, j}^{(\nu)}(n)\right)_{j=0}^{2 \ell}$, the row-vector $c_{k}^{(\nu)}=\left(c_{k, j}^{(\nu)}(n)\right)_{j=0}^{2 \ell}$ satisfies $c_{k}^{(\nu)} N\left(\lambda_{n}(k)\right)=\mu_{n}(k) c_{k}^{(\nu)}$. Explicitly,

$$
\begin{equation*}
-\frac{(j+k+n+2 \nu-1)(j-k-n-1)(2 \ell-j+1)}{(2 j+2 \nu-1)} c_{k, j-1}^{(\nu)}(n) \tag{5.78}
\end{equation*}
$$

$$
\begin{aligned}
&+(j(j+2 \nu-1)-4 \ell(\ell+1)-2 \ell(\nu-1)) c_{k, j}^{(\nu)}(n)+\frac{(j+1)(j+2 \nu-1)(2 \ell+j+2 \nu)}{(2 j+2 \nu-1)} c_{k, j+1}^{(\nu)}(n) \\
&=(-2 n(\ell-k)+(2 \ell+2)(k-2 \ell)-2(\nu-1)(\ell-k)) c_{k, j}^{(\nu)}(n)
\end{aligned}
$$

This is a finite three term recurrence relation for the coefficient $c_{k, j}^{(\nu)}(n)$ in the subindex $j$, which can be solved explicitly in terms of Racah polynomials, (see [102], [77])

$$
\begin{align*}
c_{k, j}^{(\nu)} & =c_{k, 0}^{(\nu)}(-1)^{j} \frac{(-2 \ell)_{j}(-n-k)_{j}}{j!(2 \nu+2 \ell)_{j}} R_{k}(\lambda(j) ;-2 \ell-1,-n-k-\nu, \nu-1, \nu-1) \\
& =c_{k, 0}^{(\nu)}(-1)^{j} \frac{(-2 \ell)_{j}(-n-k)_{j}}{j!(2 \nu+2 \ell)_{j}}{ }_{4} F_{3}\left(\begin{array}{c}
-j, j+2 \nu-1,-k,-n-\nu-2 \ell \\
\nu,-n-k,-2 \ell
\end{array} ; 1\right) . \tag{5.79}
\end{align*}
$$

Switching to the variable $x$, we find

$$
\left(\mathcal{P}_{n}^{(\nu)}\right)_{k, j}=\left(P_{n}^{(\nu)}(x) L^{(\nu)}(x)\right)_{k, j}=(-2)^{n} c_{k, j}^{(\nu)}(n) \frac{(n+k-j)!}{(2 j+2 \nu)_{n+k-j}} C_{n+k-j}^{(\nu+j)}(x)
$$

Then, the orthogonality relations (5.19) and the orthogonality relations for the (scalarvalued) Gegenbauer polynomials, see (5.2), imply
$\delta_{n, m}\left(H_{n}\right)_{k, i}=\delta_{n+k, m+i}(-2)^{n+m} \sum_{j=0}^{2 \ell \wedge(n+k)} c_{k, j}^{(\nu)}(n) \overline{c_{i, j}^{(\nu)}(m)} t_{j}^{(\nu)} \frac{(n+k-j)!}{(2 \nu+2 j)_{n+k-j}} \frac{\sqrt{\pi} \Gamma(\nu+j+1 / 2)}{(n+k+\nu) \Gamma(\nu+j)}$.
It follows from (5.79) that

$$
\begin{align*}
& \text { (5.80) } \delta_{n, m}\left(H_{n}\right)_{k, k}(-2)^{-n-m} \frac{(n+k+\nu) \Gamma(\nu) \Gamma(n+k+2 \nu)}{(2 \ell+\nu)(n+k)!\Gamma(\nu+1 / 2) \sqrt{\pi} \Gamma(2 \nu)}  \tag{5.80}\\
& \quad=\left|c_{k 0}(n)\right|^{2} \sum_{j=0}^{2 \ell \wedge(n+k)} \frac{(-2 \ell)_{j}(-n-k)_{j}(2 \nu-1)_{j}(\nu+1 / 2)_{j}}{j!(2 \ell+2 \nu)_{j}(n+k+2 \nu)_{j}(\nu-1 / 2)_{j}} \\
& \times R_{k}(\lambda(j) ;-2 \ell-1,-k-n-\nu, \nu-1, \nu-1) R_{k+n-m}(\lambda(j) ;-2 \ell-1,-k-n-\nu, \nu-1, \nu-1),
\end{align*}
$$

which corresponds to the orthogonality relations for the corresponding Racah polynomials (see [102], [77]). From this we find that the sum in (5.80) equals

$$
\delta_{n, m} M \frac{(-2 \ell-n-\nu)_{k}(-2 \ell-n-k-2 \nu+1)_{k}(-2 \ell-\nu+1)_{k}(-n-k-\nu+1)_{k} k!}{(-2 \ell-n-k-\nu+1)_{2 k}(-2 \ell)_{k}(-n-k)_{k}(\nu)_{k}},
$$

where

$$
M=\frac{(n+k+\nu)_{2 \ell}(2 \nu)_{2 \ell}}{(n+k+2 \nu)_{2 \ell}(\nu)_{2 \ell}}=\frac{(2 \ell+\nu)_{n+k}(2 \nu)_{n+k}}{(2 \ell+2 \nu)_{n+k}(\nu)_{n+k}} .
$$

Hence,

$$
\left|c_{k, 0}^{(\nu)}(n)\right|^{2}=\frac{4^{-2 n}(\nu)_{n}^{2}(2 \ell+2 \nu)_{n}^{2}}{(k+\nu)_{n}^{2}(2 \ell+\nu-k)_{n}^{2}} .
$$

It just remains to see the sign of $c_{k, 0}^{(\nu)}(n)$. If we take the $(k, 0)$-entry of the three term recurrence relation for $\mathcal{R}_{n}^{(\nu)}(u)$ we obtain a polynomial identity in $u$. If we take the leading coefficient it gives

$$
c_{k, 0}^{(\nu)}(n+1)=-c_{k, 0}^{(\nu)}(n) \frac{(n+k+2 \nu)}{4(n+k+\nu)}+c_{k+1,0}^{(\nu)}(n) \frac{(2 \ell-k)(2 \ell-k+\nu-1)(n+k+\nu)}{4(2 \ell-k+n+\nu-1)(2 \ell+n-k+\nu)} .
$$

If we plug $c_{k, 0}^{(\nu)}(n)=\operatorname{sign}\left(c_{k, 0}^{(\nu)}(n)\right)\left|c_{k, 0}^{(\nu)}(n)\right|$ in the equation above, we obtain

$$
\begin{aligned}
& (\nu+n)(2 \ell+2 \nu+n) \operatorname{sign}\left(c_{k, 0}^{(\nu)}(n+1)\right) \\
& \quad=-(n+k+2 \nu)(2 \ell+n+\nu-k) \operatorname{sign}\left(c_{k, 0}^{(\nu)}(n)\right)+(k+\nu)(2 \ell-k) \operatorname{sign}\left(c_{k+1,0}^{(\nu)}(n)\right)
\end{aligned}
$$

It then follows that $\operatorname{sign}\left(c_{k, 0}^{(\nu)}(n)\right)=\operatorname{sign}\left(c_{k+1,0}^{(\nu)}(n)\right)=-\operatorname{sign}\left(c_{k, 0}^{(\nu)}(n+1)\right)$. This implies that $\operatorname{sign}\left(c_{k, 0}^{(\nu)}(n)\right)=(-1)^{n}$.

The previous discussion is summarized in the following theorem.
Theorem 5.5.2. The polynomials $\mathcal{R}_{n}^{(\nu)}$ are given by

$$
\begin{aligned}
\left(\mathcal{R}_{n}^{(\nu)}(u)\right)_{k, j} & =c_{k, 0}^{(\nu)}(n)(-1)^{j} \frac{(-2 \ell)_{j}(-n-k)_{j}}{j!(2 \nu+2 \ell)_{j}} \\
& \times{ }_{4} F_{3}\left(\begin{array}{c}
-j, j+2 \nu-1,-k,-n-\nu-2 \ell \\
\nu,-n-k,-2 \ell
\end{array} ; 1\right){ }_{2} F_{1}\left(\begin{array}{c}
j-k-n, n+k+j+2 \nu \\
j+\frac{1}{2}+\nu
\end{array} ; u\right)
\end{aligned}
$$

where the constant $c_{k, 0}^{(\nu)}(n)$ is given by

$$
c_{k, 0}^{(\nu)}(n)=\frac{(-1)^{n} 4^{-n}(\nu)_{n}(2 \ell+2 \nu)_{n}}{(k+\nu)_{n}(2 \ell+\nu-k)_{n}}
$$

Note that Theorem 5.5.2 extends [79, Thm. 6.2]. Switching back to $P_{n}^{(\nu)}$ and using the inverse of $L^{(\nu)}(x)$ in (5.7) due Cagliero and Koornwinder [11], we get the following corollary.

Corollary 5.5.3. Using the notation of Theorem 5.5.2 the monic matrix polynomials have the explicit expansion

$$
\begin{align*}
\left(P_{n}^{(\nu)}(x)\right)_{k, i}= & \frac{(-2)^{n}}{i!} c_{k, 0}^{(\nu)}(n) \sum_{j=i}^{2 \ell} \frac{(n+k-j)!(-2 \ell)_{j}(-1)^{j}(-n-k)_{j}}{(2 \nu+2 j)_{n+k-j}(2 \nu+j+i-1)_{j-i}(2 \nu+2 \ell)_{j}}  \tag{5.81}\\
& \times R_{k}(\lambda(j) ;-2 \ell-1,-n-k-\nu, \nu-1, \nu-1) C_{n+k-j}^{(\nu+j)}(x) C_{j-i}^{(1-\nu-j)}(x)
\end{align*}
$$

Observation 5.5.1. It isn't obvious that the right hand side of (5.81) is a polynomial of degree at most $n$ in case $k>i$. In particular, the coefficients of $x^{p}$ with $p>n$ are zero. Notice that for $k>i$ the leading coefficient of the right hand side is zero, and this gives the following non-trivial identity regarding the Racah polynomials.

$$
\begin{aligned}
& \sum_{j=i}^{2 \ell} \frac{(\nu+j)_{n+k-j}(-2 \ell)_{j}(-1)^{j}(-n-k)_{j}}{(2 \nu+2 j)_{n+k-j}(2 \nu+j+i-1)_{j-i}(2 \nu+2 \ell)_{j}} \\
& \times \frac{(1-\nu-j)_{j-i}}{(j-i)!} R_{k}(\lambda(j) ;-2 \ell-1,-n-k-\nu, \nu-1, \nu-1)=0 .
\end{aligned}
$$
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[^0]:    ${ }^{1}$ Hahn's problem involves two more equivalent properties that we have skipped because we do not consider them in the matrix case.

[^1]:    ${ }^{2}$ The term $q$-classical makes reference to a bigger class of orthogonal polynomials, those that satisfy an operator equation that results form discretizing the second order differential equation in the $q$-quadratic lattice. However in the present work we accomplished the term $q$-classical to this subclass, that used to be referred as Hahn class.

[^2]:    ${ }^{1}$ The notation of this operator is motivated by equation (5.44)

