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Sistemas diferenciales lineales a trozos:
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CHAPTER 1

Introduction

The class of piecewise-linear differential systems (PWL systems, for short) is
an important class of nonlinear dynamical systems in a twofold sense. First,
they naturally appear in realistic nonlinear engineering models, as certain
devices are accurately modeled by piecewise linear vector fields, see [18]. In
fact, this kind of models are frequent in applications from electronic engineer-
ing and nonlinear control systems, where piecewise linear models cannot be
considered as idealized ones; they are used in mathematical biology as well,
see [16, 84, 85, 86], where they constitute approximate models. Therefore,
they constitute a significant subclass of piecewise-smooth dynamical systems.

Second, since non-smooth piecewise linear characteristics can be consid-
ered as the uniform limit of smooth nonlinearities, the global dynamics of
smooth models has been sometimes approximated by piecewise linear mod-
els and viceversa, as done in [57, 87], obtaining a good qualitative agreement
between the two modelling approaches. Note that, in practice, nonlinear
characteristics use to have a saturated part, which is difficult to be approx-
imated by polynomial models. Therefore, this possibility of what we could
call ‘global linearization’ by linear pieces emphasizes even more the impor-
tance of PWL systems, frequently being the most natural extensions to linear
systems in order to capture nonlinear phenomena.

In fact, it is a widely extended feeling among researchers in the field
that the richness of dynamical behavior found in piecewise linear systems
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2 Chapter 1. Introduction

covers almost all the instances of dynamics found in general smooth nonlinear
systems: limit cycles, homoclinic and heteroclinic orbits, strange attractors...

The consideration of this class as an alternative to smooth nonlinear
systems is gaining popularity due to the fact that one can write in closed form
the solutions when they are restricted to a region of the phase space where
the system becomes linear. Nevertheless, the analysis of the corresponding
dynamics is far from being trivial since one must match the different solutions
in every linear zone and such matching typically requires the explicit knowing
of flight times, what is true only by exception. On the other hand, standard
families of PWL systems have a non-small number of parameters, so that the
complete analysis of possible dynamical behaviors uses to be a formidable
task. In this sense, the disposal of good canonical forms is a preliminary aim
of great relevance, as it will be patent throughout the thesis.

As far as we know, the pioneering investigation of piecewise-linear systems
in a rigorous way is due to Andronov and coworkers [2]. Their book “Theory
of Oscillations” remains nowadays an obligated reference, still being a source
of ideas. Precisely, from the reading of such book there arose the inspiration
for the first works of our group about PWL systems, see [23] and [26] . The
analysis of piecewise-linear systems also received some growing attention after
the work on PWL chaotic systems [64] and references therein.

This thesis in PWL system dynamics can be seen as a further step in
a series by other members of our Dynamical Systems group in the Applied
Mathematics department of University of Sevilla: after the seed laid in by
Francisco Rodrigo’s thesis (1997), co-directed by professors Emilio Freire and
Francisco Torres, mainly devoted to planar PWL systems (see [80]), some
years later Victoriano Carmona (2002) and Javier Ros (2003) finished their
respective Ph. D. dissertations, where some problems in three dimensional
systems were also addressed, see [5, 81]. Since two more theses have been
recently presented by menbers of our group, namely by Elisabeth Garćıa
Medina (2011) and by Soledad Fernández Garćıa (2012) (see [32, 22]), this
work constitutes so the sixth ring of an enthusiastic ’research’ chain, always
nourished by the tireless impulse and generous suggestions coming from our
highly regarded professor Emilio Freire.

PWL differential systems: limit cycles and analysis of bifurcations



1.1. Motivation and objectives 3

1.1 Motivation and objectives

As it has been emphasized in previous works, the lack of differentiability of
PWL systems precludes the standard application of the powerful results com-
ing from the modern geometric theory of dynamical systems and bifurcations
of differentiable dynamics to be found in so celebrated books as [36] or [52].
Simple tasks, as it would be for instance the determination of the topological
type of an equilibrium point, surprisingly become sometimes intricate prob-
lems, see [11]. This fact makes the endeavor of building a general theory for
PWL systems to be a impressively large puzzle, as you must proceed via a
case-study approach, trying not to neglect any particular case. It is precisely
in this context of contributing to fill in the remaining empty shelves of the
PWL general theory where we encounter the motivation and targets of our
work.

Nowadays, the family of planar, continuous PWL systems (CPWL2, for
short) seems to be well understood, at least for some frequent subfamilies,
as are the systems with only two zones (2CPWL2 systems) or with three
zones but having symmetry with respect to the origin (S3CPWL2 systems).
Other problems however, as the determination of the maximum number of
limit cycles in planar, simplest discontinuous PWL systems with only two
zones (2DPWL2, for short) still are the subject of intensive, contemporary
research.

However, some results for general 2CPWL2 systems were obtained as the
consequence of the cumbersome consideration of all the possible cases, one-
by-one, through the detailed study of properties of different half-return maps.
A paradigmatic case of this, related to the uniqueness of limit cycles, is the
so called Lum-Chua conjecture. In a memorandum by Robert Lum and Leon
O. Chua, see [63], never published as a paper, there appeared the following
conjecture:

Conjecture 0.1. A continuous piecewise linear vector field with
one boundary has at most one limit cycle. The limit cycle, if it
exists, is either attracting or repelling.

The Lum-Chua conjecture was shown true after the long study made in
[23]. A natural question arises: is there a shorter way to arrive at the same
conclusion? As an specific objective, thanks to some recent results that take

Eĺısabet Vela



4 Chapter 1. Introduction

advantage of Massera’s geometric method, we wanted to give an answer to
this question.

In the case of 3CPWL2 systems, the situation is acceptable regarding the
subfamily of vector fields with symmetry respect to the origin, to be denoted
S3CPWL2 systems, for short. Here, there are obligated references, as the
Ph. D. dissertation of Francisco Rodrigo, see [80], which among other papers
leaded to [24], and the thorough study made in the Ph. D. dissertation of A.
Teruel, see [83], following a different approach. In fact, we know that such
a tesis is the germ of an incoming book to be published in next August. In
this specific PWL family we incidentally contribute by studying the possible
existence of algebraically computable nodal oscillators.

However, for quasi-symmetric 3CPWL2 vector fields (translated of sym-
metric ones) or general non-symmetric systems, there are few results available
related to the existence and uniqueness of limit cycles, a situation we want to
improve in this work, by resorting again to the quoted Massera’s geometric
method and showing also some outstanding applications.

Much has been done in CPWL3 systems, both in 2CPWL3 and S3CPWL3

systems in the last decade, thanks to the aforementioned theses by V. Car-
mona and J. Ros first, see [5, 81], and by E. Garćıa Medina and S. Fernández
Garćıa later, see [32, 22], leading to a variety of papers. Without entering into
the intricate world of chaotic dynamics, but looking for new ways to move
ahead towards the chaotic frontier, we want to study partial unfoldings of
the analogous to Hopf-pitchfork bifurcations in PWL systems. A particular
objective here is to determine how many limit cycles can bifurcate from such
a critical situation, where three eigenvalues (a zero and a imaginary pair of
the linear piece containing the involved equilibrium point) are simultaneously
located at the imaginary axis of complex plane.

1.2 Main contributions

The scientific contributions of this thesis appear distributed mainly within
chapters 3 and 4, since previous chapters are devoted to introduce notation,
a review of the terminology and standard techniques to be later needed. As
usual, the development of new results during the preparation of this work has
been the subject of scientific publications, some of them already appeared
but some other still in press. Thus, we can summarize a significant part of
our new results in the following four publications.

PWL differential systems: limit cycles and analysis of bifurcations



1.2. Main contributions 5

(1) Algebraically computable piecewise linear nodal oscillators. Applied
Mathematics and Computation. See [74].

(2) Unfolding the fold-Hopf bifurcation in piecewise linear continuous dif-
ferential systems with symmetry. Physica D: Nonlinear Phenomena.
See [77].

(3) A Hopf-zero degenerated case in symmetric piecewise linear systems,
to appear in the Springer book Dynamical systems: 100 years after
Poincaré. See [75].

(4) The focus-center-limit cycle bifurcation in discontinuous planar piece-
wise linear systems without sliding, to appear in the Springer book
Dynamical systems: 100 years after Poincaré. See [76].

Other included achievements deserve to be send for publication and there-
fore we plan to do it in a near future.

For the sake of concision, we want to specifically mention the main math-
ematical contributions included in our thesis.

• A new approach, following Massera’s method, to get a concise proof
for the Lum-Chua Conjecture in planar PWL systems with two zones
(2CPWL2).

• Characterization for a variety of boundary equilibrium bifurcations
(BEB’s, for short) in 2CPWL2 systems.

• Alternative proofs of existence and uniqueness results for limit cy-
cles in an important family of planar PWL systems with three zones
(3CPWL2).

• Characterization for a variety of boundary equilibrium bifurcations
(BEB’s, for short) in 3CPWL2 systems, detecting some situations with
two nested limit cycles surrounding the only equilibrium point.

• Analysis of the focus-center-limit cycle bifurcation in discontinuous pla-
nar PWL systems without sliding set.

• A thorough analysis of electronic Wien bridge oscillators, character-
izing qualitatively (and quantitatively in some cases) the oscillatory
behaviour and determining the parameter regions for oscillations.

Eĺısabet Vela



6 Chapter 1. Introduction

• Analysis of a new family of algebraically computable nodal oscillators,
including real examples of members of the family.

• Analysis of some specific unfolding for the Hopf-zero or Hopf-pitchfork
bifurcation and its main degenerations in symmetric PWL systems in
3D (S3CPWL3), with the detection of the simultaneous bifurcation of
three limit cycles.

• Study of some real electronic devices where the Hopf-zero bifurcation
appears.

1.3 Outline of this thesis

After this introduction, in Chapter 2 we review some terminology and results
related to canonical forms in the study of PWL systems along with certain
techniques that are useful for the bifurcation analysis of their periodic orbits.
First, we develop a unified 2Z/3Z Liénard canonical form without assuming
the system in Luré form to facilitate the subsequent study on existence and
uniqueness of limit cycles. Next, we work in arbitrary dimension to review
general results even we later deal only with systems in dimension 2 and 3.
The included material is not entirely new but it is needed to make this work
as much self-contained as possible.

Next, Chapter 3 is completely devoted to planar PWL systems. Some
boundary equilibrium bifurcations (BEB, for short) are characterized, putting
emphasis in the ones capable of giving rise to limit cycles. We exploit and
extend some recent results achieved in [59], which allows us to pave the way
for a shorter proof of Lum-Chua conjecture. After other general results for
existence and uniqueness of limit cycles in 3CPWL2 systems, we show some
applications of the theory in nonlinear electronics. In a different direction of
research, it is introduced a new family of algebraically computable piecewise
linear nodal oscillators and shown some real electronic devices that belong
to the family. The outstanding feature of this family makes it an exceptional
benchmark for testing approximate methods of analysis of oscillators. Fi-
nally, we include our only contribution in the exciting world of discontinuous
PWL systems: the analysis of the focus-center-limit cycle bifurcation in pla-
nar PWL systems with two zones and without a proper sliding set, which
naturally includes the continuous case.

PWL differential systems: limit cycles and analysis of bifurcations



1.3. Outline of this thesis 7

Chapter 4 represents our particular incursion in PWL systems in dimen-
sion 3, namely in S3CPWL3 ones, notwithstanding some results are also
interesting for 2CPWL3 vector fields. Pursuing the aim of fill in the pending
gaps in the catalog of possible bifurcations, we study some unfoldings of the
analogous to Hopf-pitchfork bifurcations in PWL systems. Our theorems
predict the simultaneous bifurcation of 3 limit cycles but we also formulate
a natural, strongly numerically based conjecture on the simultaneous bifur-
cation of 5 limit cycles.

Finally, in Chapter 5 some conclusions and recommendations for future
work are offered for consideration of interested readers.

Eĺısabet Vela
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CHAPTER 2

Canonical forms and analysis of
periodic orbits

In this chapter we review some terminology and results related to canonical
forms in the study of PWL systems an certain techniques that are useful for
the bifurcation analysis of their periodic orbits. As main references for the
material here included, we must quote [8] and chapters 2 and 3 of [81].

Attempting to do a systematic study of piecewise linear systems, some
canonical forms are tackled with in several works, see [41, 42, 43, 46, 55, 56]
and [66]. On the other hand, most of nonlinear models needed in practice do
not require such rather general canonical forms, since they can be adequately
modeled with only two or three linear regions separated by parallel bound-
aries hyperplanes, see [34]. Moreover, for elementary models, the number of
state variables is typically two or three.

As the second main ingredient of this chapter, we introduce some tech-
niques for the study of limit cycle bifurcations in PWL systems. Such prob-
lem is, after the analysis of equilibrium solutions of a differential system,
one of the most important issues in the qualitative analysis of dynamical
systems. Several tools from bifurcation theory are available in the case of
smooth systems in order to guarantee the bifurcation and existence of limit
cycles, see [33, 36, 52]. The situation is not so good in the case of piece-
wise smooth systems, see [18], so that new results concerning this class of

9



10 Chapter 2. Canonical forms and analysis of periodic orbits

differential non-smooth systems are needed.

By considering for instance the situation associated to the classical Hopf
bifurcation for smooth systems, in [26] authors obtained bifurcation results
for limit cycles in planar non-smooth systems, see also [50]. For discontinuous
cases, we refer to [15, 19, 51, 91]. Later, several results were extended to 3D
continuous piecewise linear systems, see [7] and [27]. Other results for these
systems appeared in [9, 10, 11, 50, 73]. More recently, as mentioned in the
introduction, another bifurcation problems related with limit cycles have
been addressed in [74] and [77], to be later reported.

We start by considering the case of planar systems, where it is not difficult
to deal simultaneously with the two zone and three zone cases, under general
mild assumptions. For higher dimension however, we prefer to study sepa-
rately such two basic situations and to start from the so called Luré form,
that is, the case of vector fields obtained by adding a linear term with a
nonlinear one; this nonlinear term is just the result of multiplying a constant
vector by one piecewise scalar nonlinearity.

2.1 A unified Liénard form for 2Z/3Z planar

systems

As mentioned before, in most interesting applications, continuous piecewise
linear differential systems only have two or three different linearity regions
separated by one straight line or two parallel straight lines, respectively, see
[8]. Therefore, and trying to minimize efforts, we adopt a general point of
view by assuming that we have three linearity zones, so that our results for
such cases can be translated to the two-zone case by extending the central
vector field to one of the external zones.

For such three-zone systems we assume without loss of generality that
the lines separating the regions are x = −1 and x = 1. Typically, it is
rather usual for these systems to exhibit only one anti-saddle singular point,
that is, one equilibrium point of focus or node type. Such a point is normally
supposed to be in the central linearity region when the system has three linear
zones, to be denoted in the sequel as L (left), C (central), and R (right). We
use these three letters to denote the zone by using them as subscripts or
superscripts, whatever be more convenient in each case. If the system has
only two zones, we assume for instance that the left and the central zones

PWL differential systems: limit cycles and analysis of bifurcations



2.1. A unified Liénard form for 2Z/3Z planar systems 11

have equal parameters and so they are in fact only one. Thus we have a
system defined as follows

(
ẋ
ẏ

)
= AL

(
x
y

)
+ bL, if x < −1,

(
ẋ
ẏ

)
= AC

(
x
y

)
+ bC , if |x| ≤ 1,

(
ẋ
ẏ

)
= AR

(
x
y

)
+ bR, if x > 1,

(2.1)

requiring that the full vector field be continuous. This condition leads to
impose

AL

(
−1
y

)
+ bL = AC

(
−1
y

)
+ bC ,

AR

(
1
y

)
+ bR = AC

(
1
y

)
+ bC ,

(2.2)

for all y ∈ R. Obviously, taking y = 0, we deduce

aL
11 − bL1 = aC

11 − bC1 ,
aL

21 − bL2 = aC
21 − bC2 ,

and
aR

11 + bR1 = aC
11 + bC1 ,

aR
21 + bR2 = aC

21 + bC2 ,

and canceling these terms in (2.2) we have the condition

AL

(
0
y

)
= AC

(
0
y

)
= AR

(
0
y

)
for all y 6= 0, (2.3)

which implies that the last columns of AL, AC and AR must be equal. This
elementary reasoning makes only 10 the number of parameters needed to
define this family, instead of the 18 matrix entries initially assumed.

Thus, from (2.3) we can write

AL =

(
aL

11 a12

aL
21 a22

)
, AC =

(
aC

11 a12

aC
21 a22

)
, AR =

(
aR

11 a12

aR
21 a22

)
,

bL =

(
b1 + aL

11 − aC
11

b2 + aL
21 − aC

21

)
, bC =

(
b1
b2

)
, bR =

(
b1 − aR

11 + aC
11

b2 − aR
21 + aC

21

)
,

(2.4)
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12 Chapter 2. Canonical forms and analysis of periodic orbits

but anyway, there are still a large number of parameters to consider all
possible cases.

We emphasize that the phase plane is divided into three zones with dif-
ferent linear dynamics: namely the central band or zone C, given by the
set

S0 = {(x, y) ∈ R
2 : −1 < x < 1},

and the external zones L and R, to be denoted also as

S+ = {(x, y) ∈ R
2 : x > 1}, S− = {(x, y) ∈ R

2 : x < −1},

separated by the two straight lines

Σ1 = {(x, y) ∈ R
2 : x = 1}, Σ−1 = {(x, y) ∈ R

2 : x = −1}.

Notice that the vector field of the family of system (2.1)-(2.4) is of class C1

in each linear region, but it is only of class C0 on R
2. Nevertheless, they

satisfy a Lipschitz condition on the whole R
2. Thus, the classical theorems

on existence, uniqueness and continuity of solutions with respect to initial
conditions and parameters apply to these systems. Their solution curves are
in general C1, but not C2.

The following result can be proved easily; its proof is included in order
that the theoretical development be as self-contained as possible.

In what follows, when we discuss about periodic solutions, we discard the
trivial case of constant solutions, that is, equilibrium points.

Lemma 2.1 If system (2.1)-(2.4) has periodic solutions, then a12 6= 0.

Proof If we assume a12 = 0, then the dynamics in x would be decoupled
from the dynamic in y, since we would have

ẋ = a
{L,C,R}
11 x+ b

{L,C,R}
1 ,

that does not depend on y. Obviously this autonomous, one-dimensional
equation cannot have non-constant periodic solutions. Hence, as any periodic
solution of the complete system gives rise to a periodic function x(t), the
proof is completed.

Next, we see that the previous necessary condition for existence of pe-
riodic orbits is also a sufficient condition to achieve a celebrated canonical
form.

PWL differential systems: limit cycles and analysis of bifurcations



2.1. A unified Liénard form for 2Z/3Z planar systems 13

Proposition 2.1 (Liénard form) The condition a12 6= 0 is sufficient to
write system (2.1)-(2.4) in Liénard form

ẋ = F (x) − y,
ẏ = g(x) − δ,

(2.5)

where

F (x) =





tL(x+ 1) − tC if x < −1,
tCx if |x| ≤ 1,
tR(x− 1) + tC if x > 1,

(2.6)

and

g(x) =





dL(x+ 1) − dC if x < −1,
dCx if |x| ≤ 1,
dR(x− 1) + dC if x > 1.

(2.7)

Proof First, we make the change of variables X = x, Y = a22x − a12y, to
obtain

Ẋ = a
{L,C,R}
11 X + a12y + b

{L,C,R}
1 =

(
a
{L,C,R}
11 + a22

)
X − Y + b

{L,C,R}
1 =

= t{L,C,R}X − Y + b
{L,C,R}
1 ,

Ẏ = a22

(
a
{L,C,R}
11 X + a12y + b

{L,C,R}
1

)
− a12

(
a
{L,C,R}
21 X + a22y + b

{L,C,R}
2

)
=

= d{L,C,R}X + a22b
{L,C,R}
1 − a12b

{L,C,R}
2 ,

where we introduce the traces

t{L,C,R} = a
{L,C,R}
11 + a22

in each zone, and the respective determinants

d{L,C,R} = a
{L,C,R}
11 a22 − a

{L,C,R}
21 a12.

Now, a translation in the second variable y = Y − b1 = Y − bC1 , leads to the
required canonical form, since from (2.4) we have

b
{L,R}
1 − bC1 = ±(t{L,R} − tC)

Eĺısabet Vela



14 Chapter 2. Canonical forms and analysis of periodic orbits

and
d{L,R} − δ = ±(d{L,R} − dC)

where
δ = a12b

C
2 − a22b

C
1 .

The above canonical form will be profusely used along the whole work.
We note that without other additional assumptions this form is not a Luré
form, having two different nonlinearities.

Remark 2.1 The above formulation includes as particular cases the follow-
ing ones. If tC = tL and dC = dL then we have a system with only two
different linearity zones, thoroughly analyzed in [23]. If tR = tL, dR = dL

and δ = 0, then we have a symmetric system with three different linear-
ity zones, first considered in [62] and thoroughly analyzed in [24]. The case
tR = tL, dR = dL and δ 6= 0 has been considered in [58]. Some relevant
applications of this last situation have appeared in [16].

As mentioned before, we assume for the equilibrium point to be an anti-
saddle in the band −1 < x < 1. This requires for the determinant in the
central region to be positive, that is, dC > 0, and also −dC < δ < dC . The
uniqueness of this equilibrium point also requires dL, dR ≥ 0. Thus, the only
equilibrium point is located at the line x = x̄ = δ/dC ∈ (−1, 1).

The different traces tL, tC , tR could be arbitrary, but we know from the
Bendixson theorem, see for instance Theorem 7.10 in [21], that they cannot
have the same sign for the existence of limit cycles. In fact, if we suppose the
existence of a simple invariant close curve Γ and define intL(Γ) = int(Γ)

⋂SL,
intC(Γ) = int(Γ)

⋂
SC , and intR(Γ) = int(Γ)

⋂
SR, the following result can

be stated. For a proof, it suffices to use Green’s formula, see for instance
Proposition 3 in [62].

Proposition 2.2 If system (2.5)-(2.7) has a simple invariant closed curve
Γ, then
∫∫

intL(Γ)

tLdxdy+

∫∫

intC(Γ)

tCdxdy+

∫∫

intR(Γ)

tRdxdy = tLSL+tCSC+tRSR = 0,

where
SL = area (intL(Γ)) ,
SC = area (intC(Γ)) ,
SR = area (intR(Γ)) .

PWL differential systems: limit cycles and analysis of bifurcations
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Our next result is just a preparation lemma, putting the equilibrium
point at the origin (we speak of unbiased form), reducing by one the num-
ber of parameters (unitary central determinant) and obtaining an equivalent
expression for system (2.5)-(2.7) to be used later. The location of the equi-
librium point at the origin will be a crucial fact for the analysis of Chapter
3.

Note that if we make in system (2.5) the change X = −x, Y = −y (we
will give a more detailed explanation about this, later), we get the system

Ẋ = F̂ (X) − Y,

Ẏ = ĝ(X) + δ,
(2.8)

where the new functions F̂ and ĝ are obtained from that given in (2.6)-(2.7)
by interchanging the subscripts L and R, so that, the sign of δ is not relevant.

Lemma 2.2 (Unbiased normalized Liénard form)
System (2.5)-(2.7) with −dC < δ < dC is topologically equivalent to the
system

ẋ = Fn(x) − y,
ẏ = gn(x),

(2.9)

where

Fn(x) =





aR(x− xR) + aCxR if x > xR,
aCx if xL ≤ x ≤ xR,
aL(x− xL) + aCxL if x < xL,

(2.10)

and

gn(x) =





bR(x− xR) + xR if x > xR,
x if xL ≤ x ≤ xR,
bL(x− xL) + xL if x < xL,

(2.11)

with xL = −1−x̄, xR = 1−x̄, for −1 < x̄ = δ/dC < 1, and the new piecewise
slopes satisfy aZ

√
dC = tZ , bZdC = dZ , for each Z ∈ {L,C,R}.

Proof First, we put the equilibrium point at the origin by the translation
x̃ = x − x̄, ỹ = y − tC x̄. This makes that the new vertical lines separating
the zones are x̃ = xL and x̃ = xR and the δ-term in the second equation
disappears. Next, we make the change of variables and time defined by
X = x̃, ωY = ỹ, and τ = ωt, with ω2 = dC. We obtain

dX

dτ
=
F (X + x̄)

ω
− Y,

dY

dτ
=
g(X + x̄)

ω2
,
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16 Chapter 2. Canonical forms and analysis of periodic orbits

so that the conclusion follows from the two obvious equalities F (X + x̄) =
ωFn(X) and g(X + x̄) = ω2gn(X).

We finish this section with a remark that will be later useful to split the
analysis of planar systems with three zones into two different subcases with
only two zones.

Remark 2.2 System (2.9)-(2.11) is invariant under the transformation

(x, y, t, aC, aL, aR, bL,bR, xL, xR) → (−x,−y, t, aC , aR, aL, bR, bL,−xR,−xL).

2.2 Observable 2CPWLn and S3CPWLn Luré

systems

As a natural previous step to facilitate their mathematical analysis, we review
here the more important canonical forms for n-dimensional piecewise-linear
models from our point of view, starting for a general formulation but having
in mind the case of Luré systems, that is, those with basically one nonlinearity
given by a scalar piecewise-linear function with up to three linear pieces. The
two-zone case is obviously included by assuming that two of the three pieces
glue not only continuously but also with continuous derivative.

To begin with, we formally introduce a rather general family of systems
as our starting point in looking for canonical forms.

Definition 2.1 A differential equation

ẋ = F (x)

with x = (x1, x2, . . . xn)T is said to be a 3PWLn system if there exist three
vectors B0, B1, B2 and one vector v 6= 0 in R

n, two scalars δ1 < δ2 and three
matrices A0, A1, A2 in Mn(R) so that

ẋ = F (x) =






A0x +B0, if vTx < δ1,
A1x +B1, if δ1 ≤ vTx ≤ δ2,
A2x +B2, if δ2 < vTx.

(2.12)

If F is continuous, we have a 3CPWLn system, that is, for all x such that
vTx = δi,

Aix +Bi = Ai−1x +Bi−1, i = 1, 2.

If F is discontinuous, we have a 3DPWLn system.

PWL differential systems: limit cycles and analysis of bifurcations



2.2. Canonical forms for Luré systems in higher dimension 17

A relevant subclass of 3PWLn systems can also be distinguished, namely
the case when the linear part of the outer regions coincide.

Definition 2.2 A 3PWLn system with A0 = A2 is called a quasi-symmetrical
3PWLn system.

Of course, in the case of continuous systems, if the linear part of two
adjacent regions are equal, then the continuity assumption enforces that the
corresponding nonhomogeneous terms Bi are also equal, so that the hyper-
plane involved should be a false boundary, since it really does not separate
different zones. In this case, we say that the system is a 2CPWLn system.

It is important to remark that the hyperplanes vTx = δi, i = 1, 2, can be
transformed, by means of a linear change of variables, into the hyperplanes
x1 = ±1, i.e., without loss of generality, one can assume in what follows that
v = e1, δ1 = −1 and δ2 = 1 in (2.12). We rewrite so system (2.12) as

ẋ = F (x) =





A0x +B0, if eT
1 x < −1,

A1x +B1, if − 1 ≤ eT
1 x ≤ 1,

A2x +B2, if 1 < eT
1 x.

(2.13)

In applications, there is frequently just one basic nonlinearity appearing
in the different components of the vector field. This is the case of the so-
called Luré systems in control theory. A sufficient condition to have a Luré
system is given in the following result, which is a slightly improved version
of another appeared in [8].

Lemma 2.3 The matrices Ai, i = 0, 1, 2, in system (2.13) share the last n−1
columns. Furthermore, if we assume that there exists a linear dependence
between the first columns of matrices A1 − A0 and A2 − A1, then system
(2.13) can be written in Lur form, that is, in the form

ẋ = Ax +B pwl(eT
1 x) + C, (2.14)

where x = (x1, x2, . . . xn)T , A ∈ Mn(R), B,C ∈ R
n, and pwl(.) is a piecewise-

linear function. In particular, the following statements are true.

(a) If either A0 = A1 or A1 = A2 then the function pwl can be taken equal
to the function

ramp(v) =

{
0, if v ≤ 0,
v, if v > 0.

(2.15)
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18 Chapter 2. Canonical forms and analysis of periodic orbits

(b) If A0 = A2, then the condition on linear dependence between the first
columns of matrices A1−A0 and A2−A1 is automatically fulfilled, and
the function pwl can be taken equal to the function

sat(v) =

{
v, if |v| < 1,
sgn(v), if |v| ≥ 1.

(2.16)

Proof We start like in the previous section by noting that the continuity of
the vector field assures that

A0(−e1 + µek) +B0 = A1(−e1 + µek) +B1,
A1(e1 + µek) +B1 = A1(e1 + µek) +B2,

(2.17)

for all µ ∈ R and 2 ≤ k ≤ n. Thus, taking µ = 0, we deduce

B1 = B0 + (A1 −A0)e1,
B2 = B1 − (A2 − A1)e1,

and then from (2.17) we have for 2 ≤ k ≤ n the equalities

A0ek = A1ek = A2ek.

Thus, the three matrices have in common the last n− 1 columns.
As a consequence, we see that

A1 = A0 + (A1 − A0)e1e
T
1 ,

A2 = A1 + (A2 − A1)e1e
T
1 ,

and then, by substituting eT
1 x = x1, we conclude that

A1x +B1 = A0x + (A1 − A0)e1x1 + (A1 − A0)e1 +B0 =
= A0x + (A1 − A0)e1(x1 + 1) +B0,

and similarly,

A2x +B2 = A0x + (A1 − A0)e1x1 + (A2 −A1)e1x1−
−(A2 − A1)e1 + (A1 − A0)e1 +B0 =,
= A0x + (A1 − A0)e1(x1 + 1) + (A2 − A1)e1(x1 − 1) +B0.

Introducing now the ’ramp’ function

ϕδ(x) =

{
0, x < δ,
x− δ, x ≥ δ,

PWL differential systems: limit cycles and analysis of bifurcations
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we get for the system the compact form

ẋ = A0x + (A1 − A0)e1ϕ−1(x1) + (A2 − A1)e1ϕ1(x1) +B0. (2.18)

Under the hypothesis concerning the existence of a vanishing non-trivial lin-
ear combination of the first columns of matrices A1−A0 and A2−A1, namely

µ1(A1 −A0)e1 + µ2(A2 − A1)e1 = 0,

there exist a vector B and constants b1, b2, such that

(A1 − A0)e1 = b1B, (A2 −A1)e1 = b2B,

and then (2.18) becomes

ẋ = A0x +B[b1ϕ−1(x1) + b2ϕ1(x1)] +B0.

Hence, system (2.14) comes from the identification A = A0, C = B0, and

pwl(x) = b1ϕ−1(x) + b2ϕ1(x).

Once arrived at (2.14), the particular case of statement (a) is a direct
consequence after observing that at least one of the bi must vanish and doing
next an adequate translation in the variable x1 to get as the only nonlinearity
ϕ0(x). The case of statement (b) comes from the fact that then µ1 = −µ2 =
1, we also have trivially b1 = −b2 = 1 and we take advantage of the equality

sat(x) = −1 + ϕ−1(x) − ϕ1(x),

that is (2.18) simplifies to

ẋ = A0x + (A1 −A0)e1[ϕ−1(x1) − e1ϕ1(x1)] +B0 =

= A0x + (A1 −A0)e1[−1 + ϕ−1(x1) − e1ϕ1(x1)] +B0 + (A1 − A0)e1.

It suffices now to identify A = A0, B = (A1−A0)e1, and C = B0+(A1−A0)e1.

Of course, the configuration obtained from statement (a) of Lemma 2.3
is in fact a 2CPWLn system. In the case of statement (b) of Lemma 2.3, one
gets in (2.14) the vector field as the sum of the function

H(x) = Ax +B sat(eT
1 x)
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20 Chapter 2. Canonical forms and analysis of periodic orbits

plus a vector C, where the symmetry relation H(x) = H(−x) = 0 holds
for all x, leading to a quasi-symmetrical (just symmetrical, when C = 0)
3CPWLn system.

A key observation is that systems (2.14) for C = 0 are particular instances
of the control systems {

ẋ = Ax +Bu,
y = eT

1 x,
(2.19)

where u = pwl(y) is the input or control signal and y is the output. Then,
some concepts of classical linear time invariant control systems are useful in
obtaining reduced canonical forms for CPWLn systems with parallel bound-
aries. We recall them following [1] and [3].

Proposition 2.3 System (2.19) is observable if and only if the observability
matrix

O =
(
e1 |ATe1 | (AT )2e1 | · · · | (AT )n−1e1

)T

has rank n.

As is well known, the rank of observability matrix is invariant under linear
changes of variables. Now, we give a canonical form for observable systems
(2.19), which is slightly different from that of [3] but totally equivalent.

Proposition 2.4 If system (2.19) is observable then it can be transformed
by a linear change of variables into the canonical form

{
ẋ = Mx +Nu,
y = eT

1 x,
(2.20)

where N ∈ R
n, and

M =




d1
...

dn−1

−In−1

dn 0


 .

Proof To begin with, let us assume for the matrix A in (2.19) that its
characteristic polynomial is

pA(λ) = (−1)nλn + (−1)n−1d1λ
n−1 + (−1)n−2d2λ

n−2 + · · ·+ (−1)dn−1λ+ dn.
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By the observability assumption, there exists a unique vector z ∈ R
n such

that

zT
((

−AT
)n−1

e1 |
(
−AT

)n−2
e1 | · · · | −AT e1 | e1

)
= eT

1 . (2.21)

Now, the following column-partitioned matrix is regular,

P =
(
(−A)n−1z | (−A)n−2z | · · · | − Az | z

)

and we will use this matrix for the change of variables x = P x̃ in (2.19).
First we see that our choice of z produces

y = eT
1 x = eT

1 P x̃ = x̃TP Te1 = x̃Te1 = eT
1 x̃,

where we have used that condition (2.21) is equivalent, by transposition, to
P Te1 = e1. Now, we note that by Cayley-Hamilton theorem,

−(−1)nAn = (−1)n−1d1A
n−1 + (−1)n−2d2A

n−2 + · · · + (−1)dn−1A+ dnI,

so that

−(−A)n = d1(−A)n−1 + d2(−A)n−2 + · · ·+ dn−1(−A) + dnI,

and therefore

AP =
(
−(−A)nz | − (−A)n−1z | · · · | − (−A)2z | − (−A)z

)
,

that is

AP = P




d1
...

dn−1

−In−1

dn 0


 .

Hence, after substituting the change in (2.19), we see that M = P−1AP ,
N = P−1B, and we have discarded the tildes in achieving (2.20).

Remark 2.3 From the proof of Proposition 2.2 it follows that eT
1 P = eT

1

and so, the linear change does not modify the first state variable.

Now, we resort to the control system properties previously established
in order to obtain canonical forms for 2CPWLn and symmetrical 3CPWLn

systems, also trying to deduce dynamical consequences in some cases. Due to
the connection between (2.14) and (2.19), it is natural to state the following
definition.
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Definition 2.3 The CPWLn system (2.14) is said to be observable if the
control system (2.19) is observable.

Under the assumption of observability, one can obtain a canonical form
with both a simpler leading matrix and a simpler last constant vector. The
next result constitutes a generalization of what have been made for particular
systems, see for instance the elementary canonical models in [78] and [79].

Proposition 2.5 (Generalized Liénard’s Form): If system (2.14) is
observable then it can be transformed by a linear change of variables into the
canonical form

ẋ = Mx +N pwl(x1) + aen, (2.22)

where a ∈ R, N ∈ R
n, and

M =




d1 −1 0 · · · 0
d2 0 −1 · · · 0
...

...
...

. . .
...

dn−1 0 0 · · · −1
dn 0 0 · · · 0



.

Moreover, if C = 0 in (2.14), then a = 0.

Proof From hypothesis we can apply Proposition 2.4. The change of vari-
ables used there, given by the matrix P , transforms (2.22) into

ẋ = MLx +N pwl(x1) + Ñ,

where ML is as indicated above, and Ñ = P−1C. Now, to obtain (2.22) it
suffices to do a translation in the variables x2, . . . , xn to annihilate the first
n− 1 components of vector Ñ , namely

x → x +




0 0

In−1 0



 Ñ

and then a = eT
n Ñ .

In the case of 2CPWLn systems, (2.22) can be written as follows

ẋ =

{
MLx + aen, if x1 < 0,
MRx + aen, if x1 ≥ 0,

(2.23)

where ML = M , MR = M +NeT
1 and both matrices only differ in their first

columns.
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2.3 Some generic results about equilibria

The knowledge of the structure of equilibria is an obligated previous step for
the subsequent analysis of periodic orbits; equilibria and periodic orbits to-
gether, they provide a skeleton of the dynamical system, giving us important
information. Next in Section 2.3.1, we review some dynamical properties of
observable 2CPWLn systems (2.14) dealing with (2.23), where the number
and location of equilibrium points can be easily deduced. After that, the
analysis of equilibria in observable symmetric 3CPWLn systems is tackled in
Section 2.3.2.

2.3.1 Observable 2CPWLn systems

If system (2.23) has an equilibrium point at the hyperplane x1 = 0, where
the system is not differentiable, we cannot determine its topological type
by linearization and some counter-intuitive phenomena can appear, see [11].
However, equilibria at the hyperplane x1 = 0 only can be located at the
origin, as we state below.

Proposition 2.6 If system (2.23) has one equilibrium with x1 = 0, then
such equilibrium is at the origin and a = 0.

Proof If x1 = 0, from the ith equation of (2.23) we have xi+1 = 0 for
1 ≤ i ≤ n− 1, and from the nth equation we get a = 0.

Corollary 2.1 Equilibria of (2.23) different to the origin are not in the
hyperplane x1 = 0, so that corresponding linearizations are enough to analyze
their topological type.

Next result deals with the absence of equilibria, emphasizing that in such
a case we cannot have periodic orbits.

Proposition 2.7 If a 2CPWLn system (2.14) is observable and it has no
equilibrium points, then it has no periodic orbits.

Proof By Proposition 2.5, system (2.14) can be transformed in (2.23). De-

noting d
{L,R}
n = eT

nM{L,R}e1, we must have, by the absence of equilibria,
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a · dR
n > 0 and a · dL

n < 0 and so

aẋn = a(d{L,R}
n x1 + a) =

{
a · dL

nx1 + a2 > 0, if x1 < 0,
a · dR

nx1 + a2 > 0, if x1 ≥ 0.

Then, the variable xn is strictly monotone, and therefore neither (2.23) nor
(2.14) can have periodic orbits.

Starting from system (2.23), we can write the system as follows,

ẋ = MLx +N ramp(x1) + aen, (2.24)

where

N = (MR −ML)e1

and

M{L,R} =




d
{L,R}
1 −1 0 · · · 0

d
{L,R}
2 0 −1 · · · 0
...

...
...

. . .
...

d
{L,R}
n−1 0 0 · · · −1

d
{L,R}
n 0 0 · · · 0



.

We study briefly the possible equilibria configurations for such 2CPWLn

systems.

Proposition 2.8 For system (2.24) the following statements holds.

(a) If dL
nd

R
n > 0, then the system has one equilibrium point for all values of

a.

(b) If dL
nd

R
n < 0, then the system can have none, one or two equilibrium

points depending on the sign of a.

(c) If dL
n = 0 or dR

n = 0, then degenerate situations appear for a = 0;
leading to a half straight line of equilibrium points. For a 6= 0, there
can be one or none equilibrium points.

Proof All the assertions come from the analysis of last components of the
vector field, namely by considering the equations dL

nx1 +a = 0, dR
nx1 +a = 0,

and studying the sign of products d
{L,R}
n a.
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2.3.2 Observable S3CPWLn systems

If we consider now an observable symmetric 3CPWLn system, we can write
it in Liénard form, see Proposition 2.19, as follows,

ẋ = Mx +N sat(x1),

where

M =




d1 −1 0 · · · 0
d2 0 −1 · · · 0
...

...
...

. . .
...

dn−1 0 0 · · · −1
dn 0 0 · · · 0



.

Thus, we can write

ẋ =






Mx −N, if x1 < −1,
(M +NeT

1 )x, if |x1| ≤ 1,
Mx +N, if x1 > 1.

If we define Di = Ni + di, we can express N as

N =




D1 − d1

D2 − d2
...

Dn − dn


 .

Then, we can write the above system as follows

ẋ =






MEx −N, if x1 < −1,
MCx, if |x1| ≤ 1,
MEx +N, if x1 > 1,

(2.25)

where ME = M ,

MC =




D1 −1 0 · · · 0
D2 0 −1 · · · 0
...

...
...

. . .
...

Dn−1 0 0 · · · −1
Dn 0 0 · · · 0



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and the subscript E means external zones, while the subscript C stands for
central zone. For the above system, we have the following result, whose
proof appears in [81], showing that these systems can undergo a degenerate
pitchfork bifurcation at the origin.

Proposition 2.9 For system (2.25) the following statements holds.

(a) If Dn 6= 0, and dnDn ≥ 0, then the origin is the only equilibrium point.

(b) If dnDn < 0, then the system has three equilibrium points, the origin,
the point

x̄L =
1

dn




Dn − dn

Dnd1 − dnD1
...

Dndn−1 − dnDn−1


 ,

in the left zone, and its symmetric x̄R = −x̄L in the right zone.

(c) If Dn = 0, then the segment points x̄C(µ) = µ(1, D1, D2, . . . , Dn−1)
T

with |µ| ≤ 1 are equilibrium points of system (2.25) and we have the
following cases.

(i) If dn = 0, the points of the ray

x̄L(µ) = µ




1
d1

d2
...

dn−1




+
µ

|µ|




0
D1 − d1

D2 − d2
...

Dn−1 − dn−1



,

for all µ with |µ| > 1, are also equilibrium points of the system.

(ii) If dn 6= 0, the system has no equilibrium points in the outer zones.

2.4 Analysis of periodic orbits through their

closing equations

With the name closing equations method, we mean a method for determin-
ing periodic orbits in piecewise linear dynamical systems, to be used in the
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analysis of 2CPWLn and S3CPWLn along the manuscript. The main idea
of the method is to integrate the corresponding system in each linear zone
and obtain a system of equations, called closing equations, whose solutions
correspond to the periodic orbits of the initial dynamical system. This idea
already appears for the first time in [2], and revisited later by other authors,
see [48] and [69]. In [49], appropriate series expansions were used in the clos-
ing equations to approximate the amplitude and period of periodic orbits of
piecewise linear systems successfully.

In the Section 2.4.1 we explain the approach of the method of closing
equations for 2CPWLn, while in the Section 2.4.2 we apply the method to
symmetric 3CPWLn.

2.4.1 Closing equations for 2CPWLn

Let us consider the method for 2CPWLn systems and denote by Σ0 the
hiperplane x1 = 0. Our interest is to analyze the properties of periodic
orbits that use both zones of R

n; on the contrary there should be periodic
orbits totally contained in one of the half-spaces x1 > 0 or x1 < 0, thereby
being purely linear periodic orbits belonging to a linear center. Assume the
existence of one periodic orbit intersecting Σ0 at the two points

x̂0 =




0
x̂0

2

x̂0
3
...
x̂0

n



, x̂1 =




0
x̂1

2

x̂1
3
...
x̂1

n



.

See figure 2.1. We write the flight time in the left zone (x1 < 0) as τL, being
τR the corresponding flight time in the right zone (x1 > 0).

Assume that the point x̂0 is mapped into x̂1 by the flow on the left zone.
Since system (2.23) is linear in each zone, we can write the solution starting
at x̂0 as

x(τ) = eMLτ x̂0 +

∫ τ

0

eML(τ−s)aends.

Consequently, we must have

x̂1 = eMLτLx̂0 +

∫ τL

0

eML(τL−s)aends. (2.26)
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τ C

τ E

P0

x=1

1
P

τL

x̂0

x̂1

τR

x = 0

Figure 2.1: Bizonal periodic orbit of system (2.23) and the relevant points
necessary to build the closing equations.

Doing the same procedure in the right zone, we conclude that

x̂0 = eMRτR x̂1 +

∫ τR

0

eMR(τR−s)aends. (2.27)

Note that (2.26) and (2.27) form a nonlinear system with 2n equations and 2n
unknowns. From these unknowns, (2n−2) correspond to the Σ0-coordinates
of the periodic orbit intersections and the other two are the flight times τL,
τR. For the analysis of the closing equations, typically we start from a known
solution coming from a degenerate situation, see Chapter 4.

We summarize the above ideas in the following result.

Proposition 2.10 Assume that the system (2.23) has a bizonal periodic or-
bit that transversely intersecting the hyperplane Σ0 in the points x̂0 and x̂1

respectively, with flight times τ̂L > 0 and τ̂R > 0 in the zones L and R. Then,
the values τ̂L, τ̂R, x̂0 and x̂1 satisfy closing equations (2.26) and (2.27).
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Alternatively, whenever the system M{L,R}x + aen = 0 is compatible
and x{L,R} is a equilibrium solution, we can transform system (2.23) by a
translation in a homogeneous one to solve it, and next undo the translation.
Thus, the solution can be written

x(τ) = x̄{L,R} + eM{L,R}τ
(
x̂(0) − x̄{L,R}

)
.

Thus, in this cases, the expression (2.26) can be replaced by

x̂1 = x̄L + eMLτL (x̂0 − x̄L) ,

while the equality (2.27) can be replaced by

x̂0 = x̄R + eMRτR (x̂1 − x̄R) .

2.4.2 Closing equations for S3CPWLn

System (2.25) can have different kinds of periodic orbits, regarding their
intersections of these orbits with separating hyperplanes. First, there could
be periodic orbits completely contained in each linearity zone, but then, due
to the linear dynamics of the system in each zone, these orbits can only occur
as members of a linear center, which leads to a simple, almost trivial case.

More interestingly, there can appear periodic orbits that intersect at only
one of the hyperplanes Σ1 or Σ−1. We call them bizonal periodic orbits. Each
of these orbits has its corresponding symmetrical due to the symmetry of the
system, and so they come in pairs. We consider only such bizonal orbits
when they have just two intersection points with one of the hyperplanes.
These bizonal periodic orbits in S3CPWLn can be analyzed using a similar
approach of the Section 2.4.1.

Finally, there could exist orbits transversely intersecting the two hyper-
planes Σ1 and Σ−1. These orbits use the three zones and are called tri-zonal
periodic orbits; they can be symmetrical with respect to the origin or not.
Even the method is also applicable to such last case, it will not be the studied
in this thesis, due to the higher number of unknowns to consider. We will
limit our attention to tri-zonal symmetric periodic orbits with two intersec-
tion points in each hyperplane, and here we are going to explain the closing
equations method only for such closed orbits.
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x̂1
τC

x̂0

τR

x̂3

τL

x̂2

x = −1 x = 1

Figure 2.2: Symmetric tri-zonal periodic orbit of system (2.25) and the rele-
vant points necessary to build the closing equations.

We assume the existence of one of these orbits. Their intersections with
Σ1 are x̂0, x̂3, and their intersections with Σ−1 are x̂2, x̂1, where

x̂0 =




1
x̂0

2

x̂0
3
...
x̂0

n



, x̂1 =




−1
x̂1

2

x̂1
3
...
x̂1

n



, x̂2 =




−1
x̂2

2

x̂2
3
...
x̂2

n



, x̂3 =




1
x̂3

2

x̂3
3
...
x̂3

n



,

see Figure 2.2. The symmetry of the periodic orbit of the system (2.25)
implies x̂2 = −x̂0 and x̂3 = −x̂1, then the study of the trajectory between
x̂0 and x̂2 is sufficient to completely determine the orbit.

We define the flight time τC of the central zone C, as the time taken by
an orbit of (2.25) to move from x̂0 to x̂1. Similarly, we denote the flight time
of the zone L with τL, which is the time taken by the trajectory to move
from x̂1 to x̂2.

Since system (2.25) is linear in each zone, we can write explicitly their
solutions as follows. In the central zone C, we have ẋ = MCx, with the
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initial condition

x(0) = x0 =
(
1, x0

2, x
0
3, . . . , x

0
n

)T
,

so that the corresponding solution of (2.25) in the zone C is

x(τ) = eMCτCx0.

Now, let x1 ∈ Σ−1, the point of the trajectory where τ = τC , thus satisfies

eMCτCx0 − x1 = 0, (2.28)

and this equation is the first closing equation of system (2.25).

In the left zone L, the system is not homogeneous, and taking as initial
condition x(0) = x1 = (−1, x1

2, x
1
3, . . . , x

1
n)

T
, we obtain that the solution is

x(τ) = eMEτx1 +

∫ τ

0

eME(τ−s)(−N)ds.

If we denote x2 ∈ Σ−1 the point the trajectory reaches for τ = τL, we
have

eMEτLx1 +

∫ τL

0

eME(τL−s)(−N)ds− x2 = 0. (2.29)

Due to the symmetry of the periodic orbit, we have x2 = −x0 and equa-
tion (2.29) becomes

eMEτLx1 +

∫ τL

0

eME(τL−s)(−N)ds + x0 = 0. (2.30)

Equation (2.30) is the second closing equation of system (2.25). Equations
(2.28) and (2.30) form a nonlinear system with 2n equations and 2n un-
knowns, τL, τC , x0

2, x
0
3, . . ., x

0
n, x1

2, x
1
3, . . ., x

1
n.

The following result summarizes the above ideas.

Proposition 2.11 Assume that the system (2.25) has a tri-zonal symmetric
periodic orbit that transversely intersecting the hyperplanes Σ1 and Σ−1 in
the points x̂0 and x̂1 respectively, with flight times τ̂L > 0 and τ̂C > 0 in the
zones L and C. Then, the values τ̂L, τ̂C , x̂0 and x̂1 satisfy closing equations
(2.28) and (2.30).
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2.5 Poincaré maps of CPWLn systems

In this section we remind basic ideas about Poincaré maps and some specific
related results of 2CPWLn and S3CPWLn systems, that we apply to the
analysis of several bifurcation problems in chapters 3 and 4 of this document.

2.5.1 Poincaré maps in 2CPWLn

We begin by considering a bizonal periodic orbit Γ2Z of system (2.23), inter-
secting transversally Σ0 hyperplane at points x̂0 and x̂1.

The transversality condition of Γ2Z with respect to Σ0 at x̂0 can be written
as

〈eT
1 ,MLx̂0〉 = −x̂0

2 6= 0.

Denote by Φ2Z the vector field of system (2.23) and assume Φ2Z(τ0, x̂
0) =

x̂1 for τ0 > 0.
Under the previous transversality hypothesis, we can assure the existence

of an open neighborhood of x̂0 named U0, another neighborhood U1 of x̂1, and
an application τL : U0 −→ R such that τL(x̂0) = τ0, Φ2Z(τL(x0),x0) ∈ U1∩Σ0

for all x0 ∈ U0 ∩ Σ0.
We denote by ΠL the Poincaré map in the zone L associated to the

periodic orbit Γ2Z , that is,

ΠL : U0 ∩ Σ0 −→ U1 ∩ Σ0

x0 7−→ Φ2Z(τL(x0),x0).

Analogously, in the zone R, we can assure the existence of an open neigh-
borhood of x̂1 named V0, an open neighborhood V1 of x̂2 and an application
τR : V0 −→ R such that τR(x̂1) = τ1, Φ2Z(τR(x1),x1) ∈ V1 ∩ Σ0 for all
x1 ∈ V0 ∩ Σ0.

We denote by ΠR the Poincaré map in the zone R associated to the
periodic orbit Γ2Z , that is

ΠR : V0 ∩ Σ0 −→ V1 ∩ Σ0

x1 7−→ Φ2Z(τR(x1),x1).

Each point x0 in Σ0 has a unique p0 ∈ R
n−1 associated. In the same way, x1

in Σ0 has associated a unique p1 ∈ R
n−1. The points p0 and p1 are called

reduced coordinates of x0 and x1 respectively, and verify

x0 =

(
0
p0

)
, x1 =

(
0
p1

)
∈ Σ0.
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Suppose that x0 and x1 are in Σ0, so that x1 = ΠL(x0), and p0 and p1

are the reduced coordinates of x0 and x1 respectively, then we can define the
function πL that provides the reduced coordinates of the Poincaré map ΠL

associated with Γ2Z in the zone L, as follows

πL : Pn−1(U0 ∩ Σ0) −→ Pn−1(U1 ∩ Σ0)
p0 7−→ πL(p0) = p1,

where Pn−1 represents the canonical projection associated with the n−1 last
coordinates. We define the flight time τ̄L in the zone L as τ̄L(p0) = τL(x0).

Suppose x1,x2 ∈ Σ0, so that x2 = ΠR(x1), and p1,p2 are the reduced
coordinates of x1 and x2 respectively. We define the function πR that gives
the reduced coordinates of the Poincaré map ΠR associated with Γ2Z in the
zone R, as

πR : Pn−1(V0 ∩ Σ0) −→ Pn−1(V1 ∩ Σ0)
p1 7−→ πR(p1) = p2,

and we define the flight time τ̄R in the zone R as τ̄R(p1) = τR(x1).
Under the above conditions and choosing V0 such that U1 ⊂ V0, we define

the complete Poincaré map Π as follows

Π : U0 ∩ Σ0 −→ V1 ∩ Σ0

x0 7−→ Π(x0) = (ΠR ◦ ΠL) (x0).

It is easy to see that Π(x0) = Φ2Z(τL(x0) + τR(ΠL(x0)),x0).
Also, we define the function that gives the reduced coordinates of the

complete Poincaré map π as

π : Pn−1(U0 ∩ Σ0) −→ Pn−1(V1 ∩ Σ0)
p0 7−→ π(p0) = (πR ◦ πL)(p0) = x2.

The following proposition, see Proposition 3 of [7] for the proof, is useful
to study the stability of periodic orbits in 2CPWLn systems.

Proposition 2.12 Let Γ2Z be a bizonal periodic orbit of system (2.23), trans-
versely intersecting boundary Σ0 at the points x̂0 and x̂1, and let p̂0, p̂1 in
R

n−1 be theirs respective reduced coordinates. Denote by τ̂L > 0 and τ̂R > 0
the flight times of Γ2Z in the zone L and R respectively. If we define the
matrices QL and QR as

QL =

(
1 ∇τ̄L(p̂1)
0 DπL(p̂1)

)
, QR =

(
1 ∇τ̄R(p̂0)
0 DπR(p̂0)

)
,
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then the product of matrices eMLτ̂LeMRτ̂R is similar to the matrix

QLQR =

(
1 ∇τ̄L + ∇τ̄RDπL

0 Dπ

)

Γ2Z

.

The following corollary relates the characteristic multipliers of periodic
orbits in 2CPWLn with the product of matrices of the previous lemma.

Corollary 2.2 Under the conditions of Proposition 2.12, an eigenvalue of

eMLτ̂LeMRτ̂R

is 1 and the other n − 1 eigenvalues are the characteristic multipliers of a
periodic orbit Γ2Z of system (2.23).

2.5.2 Poincaré maps in S3CPWLn

Let Γ3Z be a tri-zonal periodic orbit of system (2.25) symmetric respect to
the origin, intersecting transversally Σ1 hyperplane at points x̂0 and x̂3, and
Σ−1 in x̂1 and x̂2.

The transversality condition of Γ3Z with respect to Σ1 at x̂0 can be written
as

〈eT
1 ,MCx̂0〉 = D1 − x̂0

2 6= 0.

Similarly for Σ−1, we have

〈eT
1 ,MCx̂1〉 = −D1 − x̂1

2 6= 0.

We denote by Φ3Z the vector field of system (2.25) and assume Φ3Z(τ0, x̂
0) =

x̂1 for τ0 > 0.
Under the previous transversality hypothesis, we can assure the existence

of an open neighborhood U0 of x̂0, another neighborhood U1 of x̂1, and an
application τC : U0 −→ R such that τC(x̂0) = τ0, Φ3Z(τC(x0),x0) ∈ U1 ∩Σ−1

for all x0 ∈ U0 ∩ Σ1.
We denote by ΠC the Poincaré map in the zone C associated to the

periodic orbit Γ3Z , that is,

ΠC : U0 ∩ Σ1 −→ U1 ∩ Σ−1

x0 7−→ Φ3Z(τC(x0),x0).

PWL differential systems: limit cycles and analysis of bifurcations
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Analogously in the zone L, if we assure the existence of an open neigh-
borhood V0 of x̂1, an open neighborhood V1 of x̂2, and an application
τL : V0 −→ R such that τL(x̂1) = τ1, Φ3Z(τL(x1),x1) ∈ V1 ∩ Σ−1 for all
x1 ∈ V0 ∩ Σ−1.

We denote by ΠL the Poincaré map in the zone L associated to the
periodic orbit Γ3Z , that is

ΠL : V0 ∩ Σ−1 −→ V1 ∩ Σ−1

x1 7−→ Φ3Z(τL(x1),x1).

Associated with every point x0 ∈ Σ1 and x1 ∈ Σ−1, unique p0, p1 ∈ R
n−1

points exist. They are called reduced coordinates of x0 and x1 respectively,
and verify

x0 =

(
1
p0

)
∈ Σ1, x

1 =

(
−1
p1

)
∈ Σ−1.

Suppose x0 ∈ Σ1 and x1 ∈ Σ−1, so that x1 = ΠC(x0), and p0 and p1

are the reduced coordinates of x0 and x1 respectively, then we can define
the function πC which gives reduced coordinates of the Poincaré map ΠC

associated with Γ3Z in the central zone C, as follows

πC : Pn−1(U0 ∩ Σ1) −→ Pn−1(U1 ∩ Σ−1)
p0 7−→ πC(p0) = p1,

where Pn−1 represents the canonical projection associated with the n−1 last
coordinates. We define the flight time τ̄C in the zone C as τ̄C(p0) = τC(x0).

Suppose x1,x2 ∈ Σ−1, so that x2 = ΠL(x1), and p1,p2 are the reduced
coordinates of x1 and x2 respectively, then we define the function πL which
gives the reduced coordinates of the Poincaré map ΠL associated with Γ3Z

in the left zone L, as

πL : Pn−1(V0 ∩ Σ−1) −→ Pn−1(V1 ∩ Σ−1)
p1 7−→ πL(p1) = p2,

and we define the flight time τ̄L in the zone L as τ̄L(p1) = τL(x1).
Under the above conditions and choosing V0 such that U1 ⊂ V0, we define

the Poincaré semi-map Π1 as follows

Π1 : U0 ∩ Σ1 −→ V1 ∩ Σ−1

x0 7−→ Π1(x
0) = (ΠL ◦ ΠC) (x0).
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It is easy to see that Π1(x
0) = Φ3Z(τC(x0) + τL(ΠC(x0)),x0).

Also, we define the function that gives the reduced coordinates of the
Poincaré semi-map π1 as

π1 : Pn−1(U0 ∩ Σ1) −→ Pn−1(V1 ∩ Σ−1)
p0 7−→ π1(p0) = (πL ◦ πC)(p0).

We define the full Poincaré map as follows

Π : U0 ∩ Σ1 −→ Σ1

x0 7−→ Π(x0) = x3,

providing the transformed of a point x0 ∈ Σ1 through the flow of the system
vector field in other point x3 ∈ Σ1.

Due to the symmetry of the system, the equality

x3 = −Π1(−x2) = −Π1(−Π1(x
0))

holds and then Π = (−Π1)◦(−Π1). We can define the function π which gives
the reduced coordinates of the Poincaré complete map Π as

π : Pn−1(U0 ∩ Σ1) −→ Rn−1

p0 7−→ π(p0) = (−π1) ◦ (−π1)(p0).

The following proposition will be used to determine the stability of peri-
odic orbits in S3CPWLn in Chapter 4, see [27] for the proof.

Proposition 2.13 Let Γ3Z be a tri-zonal symmetrical periodic orbit of sys-
tem (2.25), transversely intersecting boundaries Σ1 at the points x̂0 and x̂3,
and Σ−1 at the points x̂1 and x̂2, and let p̂0, p̂3, p̂1, p̂2 ∈ R

n−1 be theirs
respective reduced coordinates. Denote by τ̂L > 0 and τ̂C > 0 the flight times
of Γ3Z in the external and central zones respectively. If we define the matrices
QL and QC

QL =

(
1 ∇τ̄L(p̂1)
0 DπL(p̂1)

)
, QC =

(
−1 ∇τ̄C(p̂0)
0 DπC(p̂0)

)
,

then the product of matrices eMLτ̂LeMC τ̂C is similar to the matrix

QLQC =

(
−1 ∇τ̄C + ∇τ̄LDπC

0 Dπ1

)

Γ3Z

.
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The following corollary relates the characteristic multipliers of periodic
orbits in S3CPWLn with the product of matrices of the previous lemma.

Corollary 2.3 Under the conditions of Proposition 2.13, an eigenvalue of

eMLτ̂LeMC τ̂C

is −1 and the squares of the other n − 1 eigenvalues are the characteristic
multipliers of the periodic orbit Γ3Z of system (2.25).

Once reviewed all these auxiliary results, we can pass to the main part of
our thesis, that is, to the analysis of limit cycles and bifurcations in specific
families of 2PWL and 3PWL differential systems.
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CHAPTER 3

Some contributions to planar
dynamical systems

In this chapter we pay attention to planar piecewise linear systems, including
some new results, but also reviewing others already known. Most of the
new material reported can be also found in [59, 76, 74]; some extensions
of these recent results are also included. In particular, we give a shorter,
alternative approach to the study done in [23] in order to show the Lum-
Chua Conjecture, and new results on existence of limit cycles in 3CPWL2

without symmetry.

3.1 Analysis of 2CPWL2 systems

When dealing with planar piecewise linear systems with only two zones,
which we assume to be observable, according to Remark 2.1, we consider
that tC = tL and dC = dL. Then, the Liénard canonical form (2.5)-(2.7)
becomes

ẋ = F (x) − y,
ẏ = g(x) − δ,

(3.1)

where

F (x) =

{
tLx if x < 1,
tR(x− 1) + tL if x ≥ 1,

(3.2)

39
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and

g(x) =

{
dLx if x < 1,
dR(x− 1) + dL if x ≥ 1.

(3.3)

Sometimes it is more convenient to displace the boundary x = 1 to x = 0.
If we make X = x − 1, Y = y − tL, a = δ − dL we obtain the alternative
canonical form

Ẋ = F̃ (X) − Y,

Ẏ = g̃(X) − a,
(3.4)

where

F̃ (X) =

{
tLX if X < 0,
tRX if X ≥ 0,

(3.5)

and

g̃(X) =

{
dLX if X < 0,
dRX if X ≥ 0.

(3.6)

Remark 3.1 In system (3.4)-(3.6), only the sign of a is relevant. In fact,
when a 6= 0, the system can be rewritten with a = 1 by changing x = aX,
y = aY . However, we will not do it in order to capture possible bifurcations
in a = 0.

Remark 3.2 In what follows we use (x, y) for coordinates for both canonical
forms, independently on whether we choose the boundary at x = 1 or at x = 0.

Remark 3.3 If we denote by s the time variable of system (3.4)-(3.6), this
canonical form is invariant under the following transformations:

Π1 Π2 Π3

s −→ −s
x −→ −x
y −→ y
tL −→ −tR
tR −→ −tL
a −→ −a
dL −→ dR

dR −→ dL

s −→ −s
x −→ x
y −→ −y
tL −→ −tL
tR −→ −tR
a −→ a
dL −→ dL

dR −→ dR

s −→ s
x −→ −x
y −→ −y
tL −→ tR
tR −→ tL
a −→ −a
dL −→ dR

dR −→ dL

(3.7)

Note that as the result of transformation Π1, we obtain the symmetrical
version of the system with respect to the Y-axis along with a reversal of time
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to maintain the rotation sense of orbits around the origin. Similarly, the
transformation Π2 returns the symmetrical version of the system with respect
to the X-axis, while Π3 = Π1 ◦ Π2 = Π2 ◦ Π1 gets the mirror image of the
system respect to the origin of coordinates.

3.1.1 Preliminary results on equilibria

We easily see that in canonical form (3.4), the parameter a controls the
number and position of the equilibrium points. In fact, we have the following
general results regarding equilibria of system (3.4)-(3.6). The proof is direct
and is omitted.

Proposition 3.1 For system (3.4)-(3.6) we have the following

(a) If a = 0 and dLdR 6= 0, then the origin is the single equilibrium point.

(b) If a = 0 and dL = 0 (resp. dR = 0), then the system has infinite
equilibrium points constituting the ray given by equation y = tLx, with
x ≤ 0 (resp. y = tRx, x > 0).

(c) If a 6= 0, then the following cases arise.

(c1) If dLdR > 0, then the system has a single equilibrium point.

(c2) If dLdR < 0, and adL < 0 (or equivalently, adR > 0), then the
system has two equilibrium points, a saddle point and another anti-
saddle point (node or focus).

(c3) If dLdR < 0, and adL > 0 (equiv. adR < 0), then the system has
no equilibrium points.

(c4) If dL = 0 (resp. dR = 0), then the system has no equilibrium
points with x ≤ 0 (resp. x ≥ 0). Furthermore, if dR > 0 and
a > 0 (resp. dL > 0 and a < 0) then the system has a single
equilibrium point.

In view of Proposition 3.1, considering other parameters fixed, we can de-
duce the existence of bifurcations of equilibria when the parameter a passes
through the critical value a = 0, that is, when a changes its sign. More-
over, in an analogous way to boundary equilibrium bifurcations in discontin-
uous Filippov systems, see for example [20], the phenomena of persistence or
creation-annihilation of equilibria can appear, as we see below.
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x

y

x̄L(a1)

x̄L(a2)

x̄R(a3)
ȳL(a1)

ȳL(a2)

ȳR(a3)

a1 = −1

a2 = −0.5

a3 = 1.5

y = tLx+ (tR − tL) ramp(x)

Figure 3.1: Boundary equilibrium bifurcation in system (3.4)-(3.6) for dL > 0,
dR > 0, tL < 0, tR > 0, with persistence of the equilibrium point under
variation of parameter a. The vertical nulcline y = F (x) appears in red, and
the graph of y = g(x) is drawn in blue.

Without trying to cover all possible cases we consider as a first typical
case the configuration

dL > 0, dR > 0, tL < 0, tR > 0.

Then for a 6= 0, we are in the situation of paragraph (c1) of the Proposi-
tion 3.1 and furthermore the coordinates x of the equilibria governing the
dynamics of each zone are

x̄L(a) =
a

dL

, x̄R(a) =
a

dR

that is, both coordinates have the same sign. This tells us that one equilib-
rium is virtual and other is real. In particular, if a < 0 the equilibrium x̄L

is real and x̄R is virtual, while for a > 0 the equilibrium x̄L is virtual and
x̄R is real. For a = 0 we have, by the statement (a) of the same proposition,
one equilibrium at the origin, which requires a particular analysis in order
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to determine its topological type. Summarizing, when both determinants
are positive the sign change of the parameter a leads to the persistence of a
single equilibrium, but with possible topological change. This situation can
be visualized in the Figure 3.1. Moreover, as it will be seen, under certain as-
sumptions, this transition entails the appearance of a limit cycle, surrounding
the equilibrium point. Let us consider now the situation

x

y

x̄L(a1) x̄R(a1)

x̄L(a2)

x̄R(a2)

ȳL(a1)

ȳR(a1)

ȳL(a2)

ȳR(a2)

a1 = −1

a2 = −0.5

a3 = 1.5

y = tLx+ (tR − tL) ramp(x)

Figure 3.2: Boundary equilibrium bifurcation in system (3.4)-(3.6) for dL > 0,
dR < 0, tL < 0, tR > 0, with creation-annihilation of two equilibrium points
under variation of parameter a.

dL > 0, dR < 0, tL < 0, tR > 0.

For a 6= 0, we are in the situation of statements (c2) and (c3) of Proposition
3.1, depending on the sign of a. That is, if a < 0, then statement (c2)
assumptions are fulfilled, and the system has two equilibrium points, one
saddle point and another anti-saddle one (focus or node). Regarding Figure
3.2 which shows an example of the situation at hand, we observe that for
a = −1, we have an anti-saddle in (x̄L(a1), ȳL(a1)), and a saddle point in
(x̄R(a1), ȳR(a1)). Analogously, if a = −0.5, we have an anti-saddle point in
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(x̄L(a2), ȳL(a2)) and a saddle point in (x̄R(a2), ȳR(a2)). It is clearly observed
that when a approaches the zero value taking negative values, equilibrium
points are coming closer to the origin of coordinates. However, when a > 0,
we have in the situation of statement (c3), which says us that the system has
no equilibrium points. For a = 0, as in the previous case, by statement (a),
we have one equilibrium point in the origin. In short, the sign change of the
parameter a leads to the creation-annihilation of two equilibria.

If we now analyze the situation with

dL < 0, dR > 0, tL < 0, tR > 0,

a phenomenon contrary to the previous situation happens. That is, for a < 0
there not exist equilibria, for a = 0 we have an equilibrium point in the
origin, and for a > 0 we have two equilibrium points, one saddle point and
another anti-saddle one. So, by changing the sign of the parameter a, a
different creation-annihilation situation of new equilibrium points occurs. In
Figure 3.3 an example of this situation can be observed.

Remark 3.4 It should be emphasized that the possibility of having a saddle-
focus bifurcation appears, which can never occur in planar smooth systems.

3.1.2 Preliminary results on limit cycles

We include here for sake of completeness some results already appeared in
[23].

Proposition 3.2 System (3.4)-(3.6) has only one equilibrium inside each
periodic orbit and it is a topological center or a topological focus.

Proof As it is well known [37], any periodic orbit in a planar continuous
vector field must contain at least an equilibrium point inside.

If we assume that system (3.4)-(3.6) has periodic orbits, then some equi-
librium points must appear. In fact, the system may have one or two equi-
libria (this case only if dLdR < 0). In the case of two equilibria, one is a
saddle and the other should be an anti-saddle. Clearly, a saddle or a node
cannot be in the interior of the periodic orbit, because the existence of such
equilibria involves invariant straight lines precluding any periodic orbit. The
conclusion follows.

From Proposition 2.2 we also have the following result.
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x

y

x̄L(a2)

x̄R(a2)
x̄L(a3)

x̄R(a3)ȳL(a2)

ȳR(a2)

ȳL(a3)

ȳR(a3)

a1 = −1

a2 = 0.75

a3 = 1.5

y = tLx+ (tR − tL) ramp(x)

Figure 3.3: Boundary equilibrium bifurcation in system (3.4)-(3.6) for dL < 0,
dR > 0, tL < 0, tR > 0, with creation-annihilation of two equilibrium points.
Here the two equilibria exist for a > 0.

Proposition 3.3 If Γ is a limit cycle or a homoclinic orbit of the system
(3.4)-(3.6) then the intersection of Γ with the two zones is not empty, and
tLtR < 0 or tL = tR = 0. Furthermore, when Γ is a limit cycle then tLtR < 0.

Proof System (3.4)-(3.6) is linear within each zone, and since linear systems
have neither limit cycles nor homoclinic orbits, the curve Γ lives in the two
zones.

If tLtR > 0, we know from Proposition 2.2 that system (3.4)-(3.6) cannot
have periodic orbits or homoclinic orbits, so we have tLtR ≤ 0.

Finally, if Γ is a limit cycle with tLtR = 0, by Proposition 2.2, we must
have tL = tR = 0, which leads to a conservative system that cannot have
limit cycles, getting a contradiction. The proposition follows.

These preliminary results help to understand the hypotheses that becomes
natural in order to look for results concerning the existence and uniqueness
of limit cycles, as we are going to see in next sections.
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3.1.3 The Massera’s method for uniqueness of limit

cycles

We review in this section, following [59], a geometrical argument which is
usually known as Massera’s method; it will allow us, after adequate adapta-
tions, to show the uniqueness of limit cycles in the CPWL differential systems
considered in this chapter, when they satisfy certain hypotheses. Uniqueness
results for limit cycles are typically rather involved; see [89, 90], for a review
on the subject. Here we reformulate in a specific way the simple and elegant
idea proposed by J.L. Massera in his brief note extending a previous result of
G. Sansone, see [65] and the recent study on the legacy of the latter author
in [82].

First, we recall some notions and introduce some definitions. A period an-
nulus is a region in the plane completely filled by non-isolated periodic orbits.
Following [82], we say that a vector field has the radial angular monotonicity
property (RAM property, for short) when the vector field rotates monotoni-
cally along rays as the radius increases. For instance, if along any ray starting
from the origin the angle of the vector field measured with respect the posi-
tive direction of the x-axis does not decrease as one moves far from the origin
on the ray, then the vector field is radially angular monotonically increasing
on rays and we say that it has the RAM increasing property. For a closed
orbit surrounding the origin, we say that it is star-like with respect to the
origin when any segment joining the origin and a point of the closed orbit
has no other points in common with the closed orbit, and consequently such
segments are in the interior of the closed orbit. The following result can be
stated.

Lemma 3.1 (Massera’s method) Consider a Liénard system with a con-
tinuous vector field given by ẋ = F (x) − y, ẏ = g(x), and assume that
xg(x) > 0 for x 6= 0, and that F (0) = 0, so that the only equilibrium point is
at the origin. Assume that the system has the RAM increasing property and
that period annuli are not possible. If the system has a closed orbit then it is
star-like with respect to the origin and it is a limit cycle which is unique and
stable.

Proof First, we show that if the system has a closed orbit then it is star-like
with respect to the origin. Obviously, since the vector field is continuous the
periodic orbit must surround the origin, see Theorem 3.1 in [37]. Suppose
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x

y

x

y

Γ

Figure 3.4: (Left) Closed orbits that are not star-like with respect to the
origin cannot appear in systems with the RAM increasing property. (Right)
If Γ is a star-like closed orbit, one can build a geodesic system of closed
curves by homothetical transformations. Then, the RAM increasing property
assures the stability of the closed orbit Γ and hence its uniqueness.

that such an orbit is not star-like with respect to the origin. Then there must
be a ray that starting from the origin intersects the closed orbit in more than
one point; in fact such a ray can be chosen such that it will have at least
three points in common with the closed orbit, see Figure 3.4 (left). It is easy
to conclude that, going far away from the origin on this ray, the angle of
the vector field measured with respect to the positive direction of the x-axis
cannot be monotone, that is, it first decreases to increase later or vice versa.
This is not compatible with the RAM increasing property, getting the desired
contradiction.

We now assume that there exists a closed orbit Γ that surrounds the
origin, which must be star-like with respect to it by the above argument, see
Figure 3.4 (right). Then, using Γ as a starting point, one can build a geodesic
system of closed curves by homothetical transformations, foliating the entire
plane by the curves kΓ for all k > 0. Consider now a half-ray starting from
the origin and take into account the RAM increasing property. Of course
the vector field is tangent to Γ at the point where the half-ray intersects Γ,
see Figure 3.4 (right). Now the RAM increasing property assures that in the
points where the half-ray intersects the closed curves of the geodesic system
near Γ the vector field points in such a direction that it is guaranteed the
stability of the periodic orbit, even in the case the periodic orbit considered
is not isolated. Since we exclude the possibility of any period annulus and
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there cannot be consecutive nested stable periodic orbits, if there exists such
an orbit then it must be isolated and stable, that is, it should be the unique
stable limit cycle. The conclusion follows.

In order to be able of applying the Massera’s method to 2CPWL2 systems,
we must investigate whether these systems have the RAM property. We
recall that, from Lemma 2.1 and Proposition 2.1, we can start from the
unbiased normalized Liénard form given in Lemma 2.2, that is from (2.9)-
(2.11) (neglecting the left zone and extending the central zone to the left, that
is, assuming aL = aC and taking bL = 1). Furthermore, it is not restrictive
to assume there aC > 0, aR < 0 and xR > 0. Thus, we now extend a result
recently appeared in [59], by including the case when there exists a second
equilibrium of saddle type.

Proposition 3.4 Consider the two-zone continuous piecewise linear differ-
ential system

ẋ = F (x) − y,
ẏ = g(x),

(3.8)

where

g(x) =

{
x if x < xR,
bR(x− xR) + xR if x ≥ xR,

(3.9)

and

F (x) =

{
aCx if x < xR,
aR(x− xR) + aCxR if x ≥ xR,

(3.10)

with aC > 0, aR < 0, bR ≥ 0 and xR > 0. Then the following statements
hold.

(a) If bR = 1 then the system has the RAM increasing property.

(b) If 0 ≤ bR 6= 1 then the system can be transformed in an equivalent
system with the RAM increasing property.

(c) If we consider the case bR < 0, keeping the remaining hypotheses, then
the system has, apart from the equilibrium point at the origin, a saddle
equilibrium point at (x̄RS , ȳRS), where

x̄RS = xR

(
1 − 1

bR

)
> xR, ȳRS = xR

(
aC − aR

bR

)
.

Nevertheless, the restriction of the system to the open half-plane x < x̄RS

can still be transformed in an equivalent system having the RAM in-
creasing property.
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Proof To show the RAM increasing property we will compute the slope of the
vector field along half-rays of the form y = λx. In the following computations
there naturally appears the expression F (x) − λx in some denominators;
obviously, we can disregard the points of vertical slope in which such an
expression vanishes.

If bR = 1 then g(x) = x for all x ∈ R. In this case, the slope of the vector
field along the half-rays y = λx is given by

mλ(x) =
dy

dx

∣∣∣∣
y=λx

=
x

F (x) − λx
,

which is constant for x ≤ xR. For x > xR, it has the derivative

dmλ(x)

dx
=
F (x) − λx− x(aR − λ)

[F (x) − λx]2
=
xR(aC − aR)

[F (x) − λx]2
,

which is always positive. The RAM increasing property is concluded for this
simple case and statement (a) is shown.

Assume now that we are under hypotheses of statement (b). If 0 ≤ bR 6= 1,
the numerator in the computation of the derivative of mλ(x) turns out to
be dependent on λ and the sign of the numerator could change. However,
we can transform the system by introducing a new first variable u = u(x) so
that the new second equation become ẏ = u for all u. For that, it suffices to
write u = sgn(x)

√
2G(x), where G(x) =

∫ x

0
g(s)ds, so that G(x) > 0 for all

x 6= 0. Note that u = x if x ≤ xR and then the slope of the vector field in
this case is not altered. Now, we study its slope for u > xR. Clearly, from
u2(x) = 2G(x) we have u(x)u′(x) = g(x) for all x, and so

du

dx
=
g(x)

u
. (3.11)

Therefore
du

dt
=
du

dx

dx

dt
=
g(x)

u
[F (x) − y] ,

and in the new variables the system is equivalent to the equation

dy

du
=
dy/dt

du/dt
=

u

F (x(u)) − y
,

that is, to the system u̇ = F (x(u)) − y, ẏ = u. As in the previous case
g(x) = x, and we can write

mλ(u) =
dy

du

∣∣∣∣
y=λu

=
u

F (x(u)) − λu
,
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and consequently

dmλ(u)

du
=
F (x(u)) − λu− u [F ′(x(u))x′(u) − λ]

[F (x(u)) − λu]2
=
F (x(u)) − aRu x

′(u)

[F (x(u)) − λu]2
,

finally arriving at

dmλ(u)

du
=
xR(aC − aR) + aR[x(u) − u x′(u)]

[F (x(u)) − λu]2
. (3.12)

We will study the sign of x(u)− u x′(u) for x > xR. From (3.11) and the
equality u2 = 2G(x) = bR(x− xR)2 + 2xRx− x2

R for x > xR, we have

x(u) − u x′(u) =
xg(x) − u2

g(x)
=

=
x[bR(x− xR) + xR] − [bR(x− xR)2 + 2xRx− x2

R]

g(x)
,

and after obvious simplifications, we get

x(u) − u x′(u) =
(bR − 1)xR(x− xR)

g(x)
. (3.13)

Now, if bR ≤ 1 the above expression is non-positive for x > xR, and then
the expression in (3.12) is obviously positive. The RAM increasing property
follows.

Still being under the hypotheses of statement (b), the remaining case
bR > 1 can be also managed by noticing that, when x > xR, we have

0 <
(bR − 1)xR(x− xR)

g(x)
=

(bR − 1)xR(x− xR)

bR(x− xR) + xR
<

(bR − 1)xR

bR
,

so that
xR(aC − aR) + aR[x(u) − u x′(u)] >

> xR(aC − aR) + aR
(bR − 1)xR

bR
=

= xR

(
aC − aR

bR

)
> 0,
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and since (3.12) is again positive, the conclusion follows.

Finally, assume we are under the hypotheses of statement (c). Clearly,
we see that g(x̄RS) = 0 and the existence of the saddle point is obvious. Note
that the previous transformation u = sgn(x)

√
2G(x), is still valid for x > 0

as long as g′(x) > 0, that is, when x < x̄RS . For points in such a half-plane,
we can repeat the computations to get (3.13) (clearly non-positive) and to
conclude that (3.12) is obviously positive. The proof is complete.

From the above result it should be noticed that some systems originally
not having the RAM increasing property can be transformed in equivalent
systems satisfying such a property. Possible periodic orbits can be deformed
in shape by the transformation given in the above proof, but stability and
uniqueness results for periodic orbits can be translated between such equiv-
alent systems.

More precisely, the following remark can be stated.

Remark 3.5 From Lemma 3.1, we can conclude for the systems (3.8)-(3.10)
with two linearity zones, under hypotheses of Proposition 3.4, that if there
is a closed orbit then it surrounds the origin and it is a limit cycle which is
unique and stable.

It should be noticed that every 2CPWL2 system susceptible of having
limit cycles, that is, isolated periodic orbits, must have a focus and possibly
another equilibrium, which from Proposition 3.1.c2 must be a saddle. Once
translated the focus to the origin and using the change of variables given in
the proof of Lemma 2.2, the system can be recast, by means of the transfor-
mations given in Remark 3.3 if needed, in the form of system (3.8)-(3.10).
As a consequence, by resorting to Lemma 3.1, we obtain in a very elegant
way a new shortcut to achieve the following result.

Corollary 3.1 Every 2CPWL2 system has at most one limit cycle. In such
a case, the limit cycle is stable or unstable but not semistable. In other words,
the Lum-Chua conjecture is true.

Endowed with these uniqueness results, we analyze the problem of exis-
tence of limit cycles. In fact, we can now state an important result which
includes a necessary and sufficient condition for limit cycles in 2CPWL2 sys-
tems.
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Theorem 3.1 Consider the differential system

ẋ = F (x) − y,
ẏ = g(x) − δ,

(3.14)

where

F (x) =

{
tLx if x < 1,
tR(x− 1) + tL if x ≥ 1,

(3.15)

and

g(x) =

{
dLx if x < 1,
dR(x− 1) + dL if x ≥ 1.

(3.16)

with only one equilibrium point in the left zone, i.e. δ < dL, and dL > 0,
dR ≥ 0 so that x̄ = δ/dL < 1. Assume also that the left trace satisfy tL > 0,
while the right trace is negative, that is tR < 0. Then the following statements
hold.

(a) A necessary condition for the existence of periodic orbits is that the
equilibrium point be a topological focus, that is t2L − 4dL < 0.

(b) If t2L − 4dL < 0 then the system has periodic orbits if and only if the
following condition holds

tL√
dL

+
tR√
dR

< 0. (3.17)

In such case, the equilibrium point is surrounded by a limit cycle which
is unique and stable.

Proof The equilibrium point cannot be a node since its invariant manifolds
are straight lines that should extend to infinity, precluding so the existence of
periodic orbits. Thus, the equilibrium point must be a focus and statement
(a) follows.

From Lemma 2.2 we can pass to the corresponding system in the form
(2.9)-(2.11), now with dL = dC , aL = aC = tL/

√
dL, aR = tR/

√
dL, bL = 1,

bR = dR/dL. We study now the existence of periodic orbits for such equivalent
system, which has the advantage of having the equilibrium at the origin.
To do this, we consider the right half-return map PR defined in the whole
negative y-axis, by taking the orbit starting at the point (0,−y), with y > 0,
and coming back to the positive y-axis at the point (0, PR(y)). Similarly,
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Figure 3.5: Scheme of the different possibilities for the proof of Theorem 3.1.
If the left dynamics is a stable node the graph of PR is bounded (left panel),
and we have a limit cycle. This is not the case for left stable focus dynamics,
and we can have intersection (central panel) or not (right panel) depending
on the asymptotic slope of PR. The graph of P−1

L is the symmetrical of PL

with respect to the diagonal of the first quadrant.

we introduce a left half-return map PL as follows. The orbits starting at
the point (0, y), with y > 0, enter the half-plane x < 0 and go around the
origin in a counterclockwise path, coming back to the y-axis at the point
(0,−PL(y)), where PL(y)) > 0.

The unstable focus condition in the left zone is equivalent to

0 <
tL√
dL

= aL < 2,

and now the system becomes purely linear for x < xR = 1 − x̄ with the
unstable focus at the origin. Then it is easy to check, see for instance [30],
that the left half-return map PL is a linear function given by PL(y) = eπγLy
where

γL =
aL√

4 − a2
L

=
tL/

√
dL√

4 − t2L/dL

> 0.

Regarding the right left-return map PR, we know that its graph coincides
for small values of y with the graph of PL (while the orbits do not enter the
zone x > xR they only use the left focus dynamics), but it is no longer linear
since for greater values of y the orbits use the right dynamics. We distinguish
two possible cases.

If the dynamics on the right zone is of node type, then we know that PR is
bounded by the invariant manifolds of the virtual node, so that its graph has
a horizontal asymptote. The existence of periodic orbits is clearly equivalent
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to the existence of a positive value y such that PR(y) = P−1
L (y) = e−πγLy.

Since the graph of P−1
L (y) is linear with positive slope but less than 1, and the

graph of PR is bounded, the intersection is assured and we have one periodic
orbit. Note that in this case we have in terms of original parameters

tR√
dR

≤ −2,

so that the condition (3.17) in the theorem always holds.
If the dynamics on the right zone is of focus type and we define

γR =
aR√

4bR − a2
R

=
tR√

4dR − t2R
< 0,

it is easy to deduce that

lim
y→∞

PR(y)

eπγRy
= 1,

so that

lim
y→∞

PR(y)

y
= eπγR ,

which means that the effect of the band 0 < x < xR, which also uses the left
focus dynamics, is negligible when y → ∞.

Therefore the slope of the graph of PR tends to eπγR as y → ∞, and now
we can assure the existence of intersection between the graphs of PR(y) and
P−1

L (y) if
e−πγL > eπγR ⇔ eπ(γL+γR) < 1 ⇔ γL + γR < 0.

This last condition reads, in terms of the original parameters, as

γL + γR =
tL√

4dL − t2L
+

tR√
4dR − t2R

< 0.

We claim that such sufficient condition for existence of periodic orbits is
equivalent to

tL√
dL

+
tR√
dR

< 0,

as stated in the theorem. To show this claim, take the auxiliary function

h(ξ) =
ξ√

4 − ξ2
,
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which is odd and monotone increasing in (−2, 2). Defining

ξL =
tL√
dL

, ξR =
tR√
dR

,

since −2 < ξR < 0 < ξL < 2, we have

ξL + ξR < 0 ⇔ ξL < −ξR ⇔ h(ξL) < h(−ξR) = −h(ξR) ⇔ h(ξL) + h(ξR) < 0,

and the claim follows.
When the sufficient condition for existence of periodic orbits (3.17) holds,

the uniqueness of periodic orbits and its stability come directly from Remark
3.5 and the conclusion follows. To see that such condition is also necessary,
suppose that there are periodic orbits and the condition does not hold. Then
eventually the slope of PR is greater that the one of P−1

L , so that as both
graphs intersect, they must do it in two or more points. Thus, we get a
contradiction with the uniqueness and stability predicted by Remark 3.5,
and condition (3.17) is also a necessary condition.

The statements of Theorem 3.1 are not new, see [29]. In the quoted paper
such a theorem appeared but only indicating how several existing results
could be concatenated to get it, really without an explicit proof. It can also
be considered as a byproduct of the case-by-case study made in [23]. The
proof given here is somehow shorter and more direct than the one recently
appeared in [59].

3.1.4 Boundary equilibrium bifurcations (BEB’s)

We revisit in this section the possible bifurcations in systems with two zones
when we move the parameter a, see Section 3.1.1, but now taking into account
the above results on existence and uniqueness of limit cycles. Thus, we come
back to the situation of system (3.4)-(3.6), which is rewritten here for sake
of convenience, namely

ẋ = F (x) − y,
ẏ = g(x) − a,

(3.18)

where

F (x) =

{
tLx if x < 0,
tRx if x ≥ 0,

(3.19)

and

g(x) =

{
dLx if x < 0,
dRx if x ≥ 0.

(3.20)
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Let us consider for instance the case of persistence of one equilibrium
of anti-saddle type, that is, dL > 0 and dR > 0, with a change of stability
associated to the change of sign of a, that is for tLtR < 0, see Figure 3.1. A
direct consequence of our analysis is the following result, corresponding to
some representative cases; other analogous results could be easily written in
the same spirit.

Proposition 3.5 Consider system (3.18)-(3.20) with dL > 0, dR > 0, tL < 0
and tR > 0. Selecting a as the bifurcation parameter, the following statements
hold. When there exists a limit cycle, its size grows linearly with |a|.
(a) (Supercritical node-focus transition with one limit cycle)

If t2L − 4dL ≥ 0 and t2R − 4dR < 0 then for a < 0 the equilibrium
point is a global attractive node while for a > 0 the equilibrium becomes
an unstable focus surrounded by one stable limit cycle. For a = 0 the
equilibrium point is a global attractive node-focus.

(b) (Subcritical node-focus transition with one limit cycle)
If t2L − 4dL < 0 and t2R − 4dR ≥ 0 then for a < 0 the equilibrium
point is a stable focus surrounded by one ustable limit cycle, while for
a > 0 the equilibrium becomes an unstable node, which is the α-limit
set for the whole plane. For a = 0 the equilibrium point is a repulsive
node-focus.

(c) (Supercritical focus-focus transition with one limit cycle)
If t2L − 4dL < 0, t2R − 4dR < 0 and furthermore

tL√
dL

+
tR√
dR

< 0, (3.21)

then for a ≤ 0 the equilibrium point is a global attractive focus while
for a > 0 the equilibrium becomes an unstable focus surrounded by one
stable limit cycle.

(d) (Subcritical focus-focus transition with one limit cycle)
If t2L − 4dL < 0, t2R − 4dR < 0 and furthermore

tL√
dL

+
tR√
dR

> 0, (3.22)

then for a < 0 the equilibrium point is an attractive focus surrounded
by one unstable limit cycle while for a ≥ 0 the equilibrium becomes an
unstable focus, which is the α-limit set for the whole plane.
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(e) (Degenerate focus-focus transition or ‘center’ BEB)
If t2L − 4dL < 0, t2R − 4dR < 0 and furthermore

tL√
dL

+
tR√
dR

= 0, (3.23)

then for a < 0 the equilibrium point is a global attractive focus, a global
center for a = 0, and an unstable focus for a > 0; in this last case, the
point is the α-limit set for the whole plane.

Proof The assertions about stability of the equilibrium point are a direct
consequence of the comments given in Section 3.1.1. Therefore, we restrict
our attention to the existence of limit cycles. The linear growth of the limit
cycle with the bifurcation parameter a comes easily reasoning as in Remark
3.1.

The appearance of the limit cycle in the situation of statement (a) can
be deduced from Theorem 3.1 (b), taking into account that here we have the
focus for a > 0, that is, in the right zone. Effectively, from our hypotheses,
we see that

tL√
dL

≤ −2, 0 <
tR√
dR

< 2,

so that the condition (3.17) holds and we are done. Roughly speaking, we
can say that the left stable node dynamics always wins to the unstable focus
one, bounding the stable limit cycle. Statement (b) is its dual result, which
can be deduced by using the transformation Π1 in Remark 3.3.

The statement (c) also comes from Theorem 3.1 (b), while statement
(d) is the corresponding dual result, which can be deduced by using the
transformation Π1 in Remark 3.3.

Statement (e) corresponds to the case when, following the ideas appearing
in the proof of Theorem 3.1, the graphs of PR and P−1

L become asymptotically
parallel. For a < 0 it is easy to see that, since the slope of PR is decreasing,
there are no intersections between the quoted graphs. For a = 0 both graphs
are straight lines and coincident and therefore we have a center. For a > 0
we have the dual case of a < 0 and we are done.

We illustrate the node-focus transition of the above proposition in Figure
3.6. We notice that the above bifurcation at a = 0, where the equilibrium
point changes its stability and one stable limit cycle emerges, can be named
Hopf-like bifurcation (due to its similarities with the smooth Hopf bifurca-
tion) as done in [29]. However, we prefer to speak of boundary equilibrium
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Figure 3.6: Persistence of the equilibrium point plus a limit cycle bifurcation
in the transition node-focus of Proposition 3.5(a). Chosen values are tL = −3,
dL = 2, tR = 0.5, dR = 1 and a = −1 (left panel), a = 0 (central), a = 1
(right).

bifurcation (sometimes named BEB, for short) to emphasize that the bifur-
cation is associated to the transition of the equilibrium point through the
boundary, a typical phenomenon in more general piecewise-smooth systems,
see [20].

As mentioned before, it is clear that, by changing the hypotheses related
to the traces, other similar results can be stated with one unstable limit cycle
existing for a < 0, for instance. Our intention is not to write all the possible
cases but just to show a few significant ones.

Another different, interesting situation appears when the determinants
have different sign. Thus we can write the following result, which emphasizes
the possibility of having a saddle-focus bifurcation, see Figure 3.3, something
not possible in smooth systems. As indicated in the statement (b), three
different situations can appear for the saddle-focus bifurcation.

Proposition 3.6 (Saddle-focus bifurcation) For system (3.18)-(3.20)
with dL < 0, dR > 0, tL < 0 and 0 < tR < 2

√
dR, the following statements

hold.

(a) The system has no equilibria for a < 0 while for a > 0 there are two
equilibria: a saddle point in the left zone and an unstable focus in the
right zone. For a = 0 the origin is a saddle-focus point.

(b) Depending on the parameter values the bifurcating focus appears sur-
rounded by one stable limit cycle, by a homoclinic loop, or by nothing.
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(c) In particular, once fixed dL, dR and tL according to the hypotheses,
there exist a critical value tHC

R > 0 that discriminates the three possible
situations. Namely, if 0 < tR < tHC

R then the stable limit cycle appears,
while when tR > tHC

R no limit cycle appears. The homoclinic loop exists
exactly for tR = tHC

R . In the three cases, the phase planes for different
values of a > 0 are homothetic.

Proof Again, statement (a) is a direct consequence of the comments given
in Section 3.1.1.

To show statements (b) and (c), we first observe that the unstable right
focus could be surrounded by one stable limit cycle (the uniqueness coming
from Corollary 3.1) or by a homoclinic loop, but not for both (on the contrary,
through an adequate perturbation we should have two limit cycles, getting
a contradiction with the uniqueness property). Now, using the homothety
that comes from the reasoning done in Remark 3.1, we can assume a = 1 to
study the different possibilities for the configuration in the phase plane when
a > 0.

Taking so a = 1 and without going into detail, the linear invariant man-
ifolds of the left saddle at (1/dL, tL/dL) intersect the y-axis in two points,
namely (−y1, 0) with y1 > 0 (the unstable manifold) and (y2, 0) with y2 > 0
(the stable manifold). Now, it suffices to study the orbit starting at (−y1, 0),
which entering the right zone, surrounds counter-clockwise the unstable focus
at (1/dR, tR/dR) and eventually intersects again the y-axis in a point (y3, 0),
with y3 > 0.

Easy computations show that if we assume for the saddle the eigenvalues
configuration −λ2 < 0 < λ1, we have

y1 =
1

λ2

<
1

λ1

= y2,

since tL = λ1 − λ2 < 0 implies λ1 < λ2.
When y3 < y2 it is easy to conclude the existence of a positive invariant

set and consequently the existence of a ω-limit set within it, which cannot
be the unstable focus and so we must have one limit cycle. If y3 = y2 then
we have the situation giving rise to the homoclinic loop, while if y3 > y2

then the orbit cannot returns and escapes to infinity. This last case is clearly
not compatible with a stable limit cycle in between. Thus, by considering
the continuous dependence of solutions with respect to parameters, that the
system has a tangency to the y-axis at the origin and that the expansion of
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Figure 3.7: Creation of two equilibrium points, a saddle and a focus without
limit cycle bifurcation. Chosen values are tL = −1, dL = −2, tR = 0.5,
dR = 1 and a = −1 (left panel), a = 0 (central), a = 1 (right).
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Figure 3.8: Creation of two equilibrium points, a saddle and a focus with
limit cycle bifurcation. Chosen values are tL = −1, dL = −2, tR = 0.02,
dR = 1 and a = −1 (left panel), a = 0 (central), a = 1 (right).

the focus is controlled by the parameter tR, then we have that for sufficiently
small tR > 0 we have at the first case, that is y3 < y2. The other situations
can be achieved by incrementing the parameter tR, since for tR tending to
2
√
dR the expansion of the focus tends to infinity.

In next figures we illustrate the different possibilities by considering the
two generic cases: saddle-focus bifurcation with a single focus or with the
focus surrounded by a limit cycle. Thus, in Figure 3.7 we are in the case
without limit cycle; after a significative reduction in the value of tR, we see
in Figure 3.8 the case of the simultaneous appearance of a stable limit cycle.
Of course, there exist also the dual case corresponding to the appearance
of an unstable limit cycle surrounding a stable focus, which can be easily
deduced from Proposition 3.6 by taking the dual of the considered case.

These boundary equilibrium bifurcations are building blocks for other

PWL differential systems: limit cycles and analysis of bifurcations



3.2. 3CPWL2 systems with one equilibrium 61

possible situations appearing in systems with a greater number of zones; for
instance, in the case of 3CPWL2 systems is not difficult to reproduce all the
above cases. Furthermore, as we see below, these systems with three zones
can undergo unexpected bifurcations associated to boundary equilibrium bi-
furcations, namely explosive limit cycle bifurcations associated to node-node
transitions, which from the point of view of 2CPWL2 systems are not inter-
esting at all, because they cannot have periodic orbit.

3.2 3CPWL2 systems with one equilibrium

Here we come back to the systems with three linearity zones given in (2.5)-
(2.7), assuming that the anti-saddle equilibrium is in the central zone and
adopt for them the normalized form given in (2.9)-(2.11), that is, with the
equilibrium at the origin, unitary central determinant and displaced bound-
aries. We rewrite them here for the sake of convenience, namely

ẋ = Fn(x) − y,
ẏ = gn(x),

(3.24)

where

Fn(x) =





aR(x− xR) + aCxR if x > xR,
aCx if xL ≤ x ≤ xR,
aL(x− xL) + aCxL if x < xL,

(3.25)

and

gn(x) =






bR(x− xR) + xR if x > xR,
x if xL ≤ x ≤ xR,
bL(x− xL) + xL if x < xL,

(3.26)

with xL < 0 < xR.
To study the existence of limit cycles, we start by studying, in the general

context of Liénard systems, the qualitative properties of the right half-return
map PR defined in the whole negative y-axis, by taking the orbit starting
at the point (0,−y), with y > 0, and coming back to the positive y-axis
at the point (0, PR(y)). The following lemma, proved here for the sake of
completeness, is a modification of a classical result, see for instance [62] or
the proof of Theorem 11.4 given in [40]. It assures, under certain hypotheses,
the existence of such a map for all y > 0 and gives information about its
asymptotic behavior as y → ∞.
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Lemma 3.2 Consider a Liénard system with a continuous vector field given
by ẋ = F (x) − y, ẏ = g(x). Assume that F (x) is positive and increasing for
small positive values of x, it has a positive zero only at x = x1 > 0, and it is
decreasing to −∞ as x → ∞ monotonically for x > x1. Assuming also that
g(0) = 0, and g(x) > 0 for all x > 0, the following statements hold.

The orbits starting at the point (0,−y), with y > 0, enter the half-plane
x > 0 and go around the origin in a counterclockwise path, coming back to
the y-axis at the point (0, PR(y)), with PR(y) > 0. The difference PR(y) − y
is positive for small values of y, but eventually becomes negative, tending to
−∞ as y → ∞.

Proof Clearly, the unique equilibrium of the system in the half-plane x ≥ 0
is the origin. From the hypotheses, any orbit starting at the point (0,−y),
with y > 0, enters the half-plane x > 0 with null slope, to have positive slope
while y < F (x). The slope of the orbit becomes infinite when y = F (x) and
eventually becomes negative, finally arriving again to the y-axis with zero
slope, at the point (0, PR(y)) after making a half turn around the origin. We
study how much changes along such a half-turn the function

V (x, y) = G(x) +
y2

2

where

G(x) =

∫ x

0

g(u)du.

Note that V̇ (x, y) = g(x)[F (x)−y]+y g(x) = F (x) g(x) and that G(0) = 0.
Assume three nested arcs ACB, A′C ′B′ and A′′C ′′B′′, see Figure 3.9, cor-
responding to orbits of the system. Suppose that the first orbit ACB is
contained in the strip 0 < x < x1, where F (x) > 0 and dy > 0. Thus
F (x)dy > 0 along such arc, and consequently

V (B) − V (A) =

∫ B

A

dV =

∫ yB

yA

F (x)dy > 0.

Therefore, since 2(V (B) − V (A)) = y2
B − y2

A, we have

yB − |yA| = PR(|yA|) − |yA| > 0.

Consider now the arcs of orbits A′C ′B′ and A′′C ′′B′′ not completely contained
in the strip 0 < x < x1, see Fig. 3.9. Considering the parts of the arcs in
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Figure 3.9: Three typical orbits of a Liénard system with a continuous piece-
wise linear function F (x) satisfying hypotheses of Lemma 3.2.

such a strip where F (x) > 0, and since F (x)−y along the arc A′′G is greater
than along the arc A′E, where G and E are the points of the arcs which
x = x1, we have

V (G) − V (A′′) =

∫ G

A′′

dV =

∫ G

A′′

F (x)g(x)

F (x) − y
dx <

<

∫ E

A′

F (x)g(x)

F (x) − y
dx =

∫ E

A′

dV = V (E) − V (A′).

(3.27)

Let H and I the points where the parallel lines to the x-axis passing through
E and F intersect the arc A′′C ′′B′′. Since F (x) < 0 along the arc GH and
dy > 0 for x > 0, we obtain

V (H) − V (G) =

H∫

G

dV =

∫

GH

F (x)dy < 0. (3.28)

Now, since F (x) along the arc HI is negative and exceeds in absolute value
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F (x) along the arc EF for the same value of y, it follows that

V (I) − V (H) =

∫ I

H

dV =

∫

HI

F (x)dy <

<

∫

EF

F (x)dy =

∫ F

E

dV = V (F ) − V (E).

(3.29)

Along the arc IJ , as in the study made along the arc GH , it holds that

V (J) − V (I) < 0 (3.30)

As in (3.27), we obtain

V (B′′) − V (J) < V (B′) − V (F ) (3.31)

Adding inequalities (3.27)-(3.31), we obtain

V (B′′) − V (A′′) < V (B′) − V (A′),

that is, y2
B′′ − y2

A′′ < y2
B′ − y2

A′, or equivalently,

PR(|yA′′|) − |yA′′| < PR(|yA′|) − |yA′|.

We conclude that for the orbits starting at (0,−y) and crossing the graph
y = F (x) for x > x1 the difference PR(y) − y is monotonically decreasing.
It remains to show that it tends to −∞ when y → ∞. Of course, if PR(y)
turns to be bounded then the conclusion is trivial. In any case, it suffices to
observe that from the first part of (3.27) we have that V (G) − V (A′′) > 0
but decreasing to 0 as the point C ′′ goes far from the origin; the same is true
for V (B′′) − V (J). However the contribution of the difference V (J) − V (G)
is negative and unbounded as the point C ′′ goes far from the origin. The
conclusion follows.

As is well known, under hypotheses of Lemma 3.2, it is easy to show
the existence and uniqueness of limit cycles for Liénard vector fields that are
symmetric with respect to the origin, since then it suffices to look for possible
zeros of PR(y) − y. As we see below, the situation is more involved when
there are no symmetries.

Coming back to our 3CPWL2 systems, we can easily extend Lemma 3.2,
as follows. For the right part, that is for PR the lemma applies directly. By
using Remark 2.2, see Figure 3.10, we can conclude the same for the left
part, an so the following result is straightforward.
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Figure 3.10: The splitting of the system into its right and left part, using
Remark 2.2 for the latter, allows to apply twice Lemma 3.2, obtaining Lemma
3.3.

Lemma 3.3 Consider systems with three linearity zones given in (3.24)-
(3.26) with xL < 0 < xR and satisfying the conditions aL, aR < 0, aC > 0
and bL, bR ≥ 0. The following statements hold.

(a) The orbits starting at the point (0,−y), with y > 0, enter the half-plane
x > 0 and go around the origin in a counterclockwise path, coming back
to the y-axis at the point (0, PR(y)), with PR(y) > 0. The difference
PR(y)− y is positive for small values of y, but eventually becomes neg-
ative, tending to −∞ as y → ∞.

(b) The orbits starting at the point (0, y), with y > 0, enter the half-plane
x < 0 and go around the origin in a counterclockwise path, coming
back to the y-axis at the point (0,−PL(y)), with PL(y) > 0. The differ-
ence PL(y)− y is positive for small values of y, but eventually becomes
negative, tending to −∞ as y → ∞.

We could try to study the graphical intersections of PR and P−1
L under the

hypotheses of Lemma 3.3 but it is not easy to deduce any direct conclusions.
We proceed as follows. Clearly, the existence of periodic orbits is equivalent
to the existence of two positive values yL and yR such that the orbit starting
at (0,−yR) enters the half-plane x > 0 and goes around the origin in a
counterclockwise path, coming back to the y-axis at the point (0, PR(y)) =
(0, yL), while the orbit starting at (0, yL) enters the half-plane x < 0 and
goes around the origin in a counterclockwise path, coming back to the y-axis
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at the point (0,−PL(y)) = (0,−yR). In other words, we need

PR(yR) = yL,
yR = PL(yL).

Adding and subtracting the above equations we get an equivalent system
of sufficient and necessary conditions for existence of periodic orbits, namely

PR(yR) + yR = PL(yL) + yL,
PR(yR) − yR = − [PL(yL) − yL] .

(3.32)

Since by standard results on uniqueness of solutions we know that PR

and PL are monotone increasing functions, see Proposition 1.21 in [21], we
can define two new functions as follows.

Definition 3.1 (A smart parameterization of half-return maps)
For each Z ∈ {L,R}, take instead of y > 0 a new variable Y = PZ(y)+y > 0

and define P̂Z(Y ) = PZ(y) − y.

Denoting with If the identity function, we see that these new functions
represent a different parameterization of the graphs of PR − If and PL − If
and have, under hypotheses of Lemma 3.3, the same qualitative behavior,
that is, both are positive for sufficiently small Y > 0 and eventually become
negative, tending to −∞ as Y → ∞. Furthermore, the conditions (3.32) for
existence of periodic orbits translate now to

YR = YL,

P̂R(YR) = −P̂L(YL),

that is, to the existence of a value Y > 0 being solution of the single equation
P̂R(Y ) = −P̂L(Y ), that is of

P̂R(Y ) + P̂L(Y ) = 0. (3.33)

We note that the left hand side of above equation is positive for sufficiently
small Y > 0 and eventually becomes negative for sufficiently big Y . It suffices
now to apply the intermediate value theorem for continuous functions to
conclude the existence of at least a solution, and so the existence of a periodic
orbit for the system. We summarize this conclusion in the following result.
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bPR(Y )

bPL(Y )

− bPL(Y )

Figure 3.11: The qualitative behavior of half-Poincaré maps assures always
a solution of (3.33) but could give rise to more than one periodic orbit: we

see three intersection points between the graphs of P̂R(Y ) and −P̂L(Y ).

Corollary 3.2 Systems with three linearity zones given in (3.24)-(3.26) with
xL < 0 < xR and satisfying the conditions aL, aR < 0, aC > 0 and bL, bR ≥ 0
always have at least one periodic orbit.

Thus, it is immediate to conclude the existence of periodic orbits, but it is
not guaranteed the uniqueness, see Figure 3.11. It is now very easy however
to extend the uniqueness result for limit cycles of previous section, thanks
again to Massera’s method.

Proposition 3.7 Systems (3.24)-(3.26) with xL < 0 < xR and satisfying
the conditions aL, aR < 0, aC > 0 and bL, bR ≥ 0 can be transformed in
equivalent systems having the RAM increasing property in the whole plane.
Consequently, if there is a closed orbit, then it surrounds the origin and it is
a limit cycle which is unique and stable.

Proof From Proposition 3.4 we can deduce that such systems can be trans-
formed in equivalent systems having the RAM increasing property for all the
rays contained in the half-plane x ≥ 0. By using the symmetry given in
Remark 2.2, and applying again Proposition 3.4, we can deduce that such
systems can also be transformed in equivalent systems having the RAM in-
creasing property for all the rays contained in the half-plane x ≤ 0, and the
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first assertion follows. Hence, the second assertion comes from Lemma 3.1
and the proposition follows.

Once having assured the uniqueness, we finally arrive to the first main
result of this section. Note that we do not impose any strict symmetry, but
only some symmetry in the signs of the traces (−,+,−) and determinants
(+,+,+). We rewrite explicitly system (2.5)-(2.7) again for ease of reading.

Theorem 3.2 Consider the differential system

ẋ = F (x) − y,
ẏ = g(x) − δ,

(3.34)

where

F (x) =





tL(x+ 1) − tC if x < −1,
tCx if |x| ≤ 1,
tR(x− 1) + tC if x > 1,

(3.35)

and

g(x) =





dL(x+ 1) − dC if x < −1,
dCx if |x| ≤ 1,
dR(x− 1) + dC if x > 1,

(3.36)

with only one equilibrium point in the central zone, i.e. dC > 0, −dC < δ <
dC, and dL, dR ≥ 0. If the external traces satisfy tL, tR < 0, while the central
trace is positive, that is tC > 0, then the equilibrium point is surrounded by
a limit cycle which is unique and stable.

Proof From Lemma 2.2 we can pass to an equivalent system in the form
(2.9)-(2.11), or equivalently to (3.24)-(3.26). The existence of limit cycles
comes from Corollary 3.2 and its uniqueness and stability from Proposition
3.7. The conclusion follows.

Of course, by using the opposite sign distribution for the traces, we could
state a similar theorem on existence and uniqueness of an unstable limit
cycle.

We finish this section with other main results, gaining under strengthened
hypotheses interesting information on the limit cycle predicted by Theorem
3.2 and showing that these systems with only one equilibrium can have two
limit cycles. In fact, we try to answer a natural question: what happens with
the limit cycle when we move δ out of the interval [−dC , dC ]?

In the following proofs, we use the fact that under our hypotheses the
system is dissipative in the sense that all the solutions are bounded. In fact,
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by an adequate application of the ideas needed to prove Dragilev’s theorem,
see [89, 90], it can be shown that these systems possess a family of nested
compact positive invariant sets for the flow, covering the whole phase plane,
as follows.

Proposition 3.8 Consider the differential system (3.34)-(3.36) with only
one equilibrium point in the central zone, i.e. dC > 0, −dC < δ < dC, and
dL, dR ≥ 0. If the external traces satisfy tL, tR < 0 then there exist a compact
positive invariant set containing the origin, so that orbits enter the set and
no orbit escapes from it.

Proof We start by obtaining the unbiased form of the system, by translating
the equilibrium point to the origin. In doing so, we get the classical require-
ment xg(x) > 0 for all x 6= 0. Then, from the hypothesis tL, tR < 0, there
exist a constant M > 0 and other two constants KR < KL, such that

F (x) ≥ KL for x < −M, and F (x) ≤ KR for x > M,

see Figure 3.12.
As a second step in building a compact positive invariant set, it is clear

that we can choose a sufficiently big value of y, namely yLB > 0 such that
(i) yLB > KL, (ii) −yLB < KR, and (iii) for the orbits starting at the points
belonging to the two pieces of the band −M < x < M with y > yLB and
y < −yLB the inequality

dx

dy
=

g(x)

F (x) − y
> sN =

KR −KL

2M
(3.37)

be satisfied, where it can be also assumed that F (x) − y < 0 for y > yLB,
and F (x) − y > 0 for y < −yLB. Note that, since the right hand side is
negative, the inequality is trivially true for instance when −M ≤ x ≤ 0 and
y > F (x), for then g(x) ≤ 0 and the left hand side is positive. If we consider
the case 0 ≤ x ≤ M and y > F (x) then g(x) ≤ 0 and the left hand side is
negative; to fulfill the inequality we now must take y big enough, so that its
absolute value be less than the absolute value of the negative right hand side.
A similar argument can be done for the band −M < x < M and y < F (x),
so that the choice of yLB with the above requirements is always possible.

We next consider the definite positive function G(x) with G(0) = 0 and
G′(x) = g(x) for all x. This function allows to build a family of ovals of
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y=FHxL

y=KR

y=KL

y=yLB

y=-yLB

x=Mx=-M

A

C

B

E

D

F

Figure 3.12: The polygonal ABCDEFA defines a compact positive invariant
set for system (3.34)-(3.36) under the conditions of Proposition 3.8.

variable size r > 0, surrounding a point of the form (0, K), namely ΓK(x, y) =
r, with

ΓK(x, y) =
(y −K)2

2
+G(x).

Observe that at the points of these ovals the derivative of r along the orbits
(sometimes called orbital derivative) is

dr

dτ
=

d

dτ
ΓK(x, y) =

d

dx
ΓK(x, y)ẋ+

d

dy
ΓK(x, y)ẏ =

= (y −K)g(x) + g(x)(F (x) − y) = g(x)(F (x) −K),

(3.38)

and therefore the orbits enter in (or escape from) the oval depending of the
sign of the above expression.

After computing the quantity

H = max

{
(−yLB −KL)2

2
,
(yLB −KR)2

2

}
,

PWL differential systems: limit cycles and analysis of bifurcations



3.2. 3CPWL2 systems with one equilibrium 71

we choose the arc ABC with x ≥ M of the oval ΓKR
(x, y) = H + G(M),

and the arc DEF with x ≤ −M of the oval ΓKL
(x, y) = H + G(−M), and

close the circuit by considering the straight line segments CD and FA, see
again Figure 3.12. We easily deduce that for the coordinates of the point A,
namely (xA, yA), we have xA = M and

yA = KR −
√

2H = KR − (yLB +KL) < −yLB

when
√

2H = yLB +KL, while

yA = KR −
√

2H < KR − (yLB +KL) < −yLB

when
√

2H = yLB − KR > yLB + KL, so that in both cases we obtain
yA < −yLB. For the coordinates of the point C, namely (xC , yC), we have
xC = M and

yC = KR +
√

2H ≥ KR + yLB −KR = yLB.

Similarly,for the coordinates of the point D, namely (xD, yD), we have xD =
−M and

yD = KL +
√

2H ≥ KL + yLB −KR > yLB,

while for the coordinates of the point C, namely (xF , yF ), we have xF = −M
and

yF = KL −
√

2H = KL − (yLB +KL) = −yLB.

if
√

2H = yLB +KL, while

yF = KL −
√

2H = KL − (yLB −KR) < KL − (yLB +KL) = −yLB.

when
√

2H = yLB −KR > yLB +KL.
At the two arcs ABC and DEF, from (3.38), we can guarantee that the

orbits cross the arcs entering to the region bounded by the closed curve. The
slopes of the segments CD and FA are

yC − yD

2M
=
KR −KL

2M
,

yA − yF

2M
=
KR −KL

2M
,

that is, equal to sN in both cases, and from the condition (3.37) we also
conclude that the orbits cross these segments in such a way that they enter the
closed curve, see the arrows drawn in Figure 3.12. The proposition follows.
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Note that the compact set build in the proof of 3.8 is also called a trapping
region and that we do not require any condition for tC . The procedure can
be clearly extended to the case δ 6∈ (−dC , dC) but then, we must impose
dL, dR > 0 in order to maintain the uniqueness of the equilibrium and the
condition xg(x) > 0 for all x 6= 0 in the associated unbiased system. As
we can repeat the algorithm by increasing the value of M , we can define
an increasing family of nested compact positive invariant sets, covering the
whole phase plane, so that all the orbits eventually are trapped into the
intersection of all the members of the family, that is, the first one. Thus, the
system is dissipative in the sense that all the orbits are bounded forward in
time.

To organize all the consequences of our previous analysis, we consider
separately the cases of central node dynamics and central focus dynamics.
We emphasize the situations leading to two limit cycles.

Theorem 3.3 (Central node dynamics) Consider system (3.34)-(3.36)
under the hypotheses of Theorem 3.2 but assuming dL, dR > 0 and central
node dynamics, that is, t2C − 4dC ≥ 0. The following statements hold.

(a) The stable limit cycle has always points in the three linearity zones.

(b) Assuming that the right (left) dynamics is of node type, that is t2R −
4dR ≥ 0 (t2L − 4dL ≥ 0), the stable limit cycle disappears for δ > dC

(δ < −dC).

In passing through the values δ = dC (δ = −dC) we have an explosive
appearance/disappearance of the stable limit cycle through a configura-
tion determined by a bounded continuum of homoclinic connections to
the equilibrium point, which is located at the corner (1, tC) (respectively,
at (−1,−tC)).

(c) (A BEB adding a new limit cycle)
If the right (left) dynamics is of focus type, that is t2R − 4dR < 0 (t2L −
4dL < 0), then there exists ǫ > 0 such that for δC < δ < δC + ǫ
(respectively, −δC −ǫ < δ < −δC) there exists a stable focus surrounded
by two limit cycles, the smaller unstable and the bigger stable. The
smaller cycle is born through a BEB bifurcation at δ = δC (δ = −δC),
where the equilibrium at the corner is a repulsive node-focus while the
big limit cycle persists.
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Proof Statement (a) comes from the fact that the limit cycle predicted by
Theorem 3.2 must surround the segments corresponding to the linear portions
of the invariant manifolds of the node.

We only consider the assertions related to the right corner. To show first
assertion of statement (b), recalling the arguments about the linear invariant
manifolds of nodes used in the proof of Proposition 3.2, when δ > dC we
conclude that there cannot be periodic orbits.

The explosive transition of second assertion of statement (b) comes di-
rectly from statement (a). The bounded continuum of homoclinic connec-
tions to the equilibrium point when it is located at a corner of the vertical
nullcline can be deduced from the node-node configuration (central unstable,
external stable) and the dissipative character of the system.

Regarding statement (c), for δ = dC we have a two-zone BEB correspond-
ing to the transition unstable-node → stable-focus. Swapping the two zones
involved in the transition of Proposition 3.5(b), we conclude that we must
have an unstable limit cycle surrounding the focus as long as this new, ini-
tially small cycle only uses such two zones. Recall that the size of this cycle
depends linearly on the difference δ − dC > 0. Again using the dissipative
character of the system, we must have a bigger stable limit cycle surround-
ing the unstable one whenever the latter exists; the same must occur for the
repulsive equilibrium at the corner for the transition value of δ. Statement
(c) is shown.

Statement (b) of Theorem 3.3 generalizes a recent result appeared in
[17]. Regarding statement (c) we conjecture that for some δ sufficiently big
in absolute value both limit cycles collapse to disappear.

We finally analyze the case of central focus dynamics.

Theorem 3.4 (Central focus dynamics) Consider system (3.34)-(3.36)
under the hypotheses of Theorem 3.2 but assuming dL, dR > 0 and central
focus dynamics, that is, t2C − 4dC < 0. The following statements hold.

(a) If the right (left) dynamics is of node type, that is t2R − 4dR ≥ 0 (t2L −
4dL ≥ 0), then the stable limit cycle disappears for δ > dC (δ < −dC) in
a focus-node BEB, so that the size of the limit cycle eventually decreases
linearly to zero.

(b) If the right (left) dynamics is also of focus type, that is t2R − 4dR < 0
(t2L − 4dL < 0), then three cases arise.
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(b1) If we also have the condition

tC√
dC

+
tR√
dR

< 0

(
tL√
dL

+
tC√
dC

< 0

)
,

the stable limit cycle disappears for δ = dC (δ = −dC) in a focus-
focus BEB, so that the size of the limit cycle eventually decreases
linearly to zero.

(b2) If we also have the condition

tC√
dC

+
tR√
dR

= 0

(
tL√
dL

+
tC√
dC

= 0

)
,

the stable limit cycle disappears for δ = dC (δ = −dC) in a ‘center’
BEB, so that the size of the limit cycle decreases abruptly to zero
for δ > dC (δ < −dC).

(b3) (A BEB adding a new limit cycle)
If we also have the condition

tC√
dC

+
tR√
dR

> 0

(
tL√
dL

+
tC√
dC

> 0

)
,

then there exists ǫ > 0 such that for dC < δ < dC + ǫ (respectively,
−dC − ǫ < δ < −dC) there exists a stable focus surrounded by
two limit cycles, the smaller unstable and the bigger stable. The
smaller cycle is born through a BEB bifurcation at δ = dC (δ =
−dC), where the equilibrium at the corner is an unstable focus
while the big limit cycle persists.

Proof We only consider the assertions related to the right corner. In the
situation of statement (a), we have for δ = dC a focus-node BEB, and we
know that for small dC − δ > 0 the equilibrium is surrounded by one stable
limit cycle that only uses the zones C and R, whose size decreases linearly
as long as the equilibrium in the central zone approaches the right corner.
From Theorem 3.2, this limit cycle is the unique cycle.

Regarding statement (b), for δ = dC we have a BEB corresponding to the
transition unstable-focus → stable-focus. Swapping the two zones involved in
the transition, in the case (b1) we are in the situation of Proposition 3.5(c),
and we conclude that we must have a stable limit cycle surrounding the focus
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and that for small dC − δ > 0 this cycle only uses such the zones C and R.
Recall that the size of this cycle depends linearly on the difference dC−δ > 0.
From Theorem 3.2, this limit cycle is the unique cycle shrinking to a point
when δ = dC

In the case (b2), for δ = dC we have a two-zone center BEB, but here
bounded by the closed orbit of the center that is tangent to the vertical
x = −1. Such configuration is attractive and not compatible with another
stable limit cycle surrounding it; we conclude that the stable limit cycle that
exists for small dC −δ > 0 collides with the closed orbit bounding the center.
For δ > dC the center collapses to the stable focus and no periodic orbits
remain.

The case (b3) is totally similar to the case (c) of Theorem 3.3, but now
we must resort by swapping the two zones involved in the transition to the
statement (d) of Proposition 3.5, where we have a subcritical focus-focus
transition leading to a new, small unstable limit cycle for δ > dC to be
surrounded by another stable limit cycle.

3.2.1 Application to Wien bridge oscillators

One of the most common electronic oscillators, useful for a wide range of
frequencies is the Wien bridge oscillator. Its name is due to the German
physicist M. Wien who invented it in 1891. In 1939, Bill Hewlett and Dave
Packard (HP founders) implemented it successfully, from the viewpoint of
oscillation, and it was the first product marketed by the multinational HP,
called HP200A. Originally, it is a system that has symmetry when its state
variables change sign. Here, we consider a variant without symmetry by
including an additional battery EB, see Figure 3.13.

Applying the Kirchhoff’s laws to the circuit that appears in Figure 3.13
we obtain the following equations

R1C1V̇C1 = −VC1 − VC2 + V0, C1V̇C1 − C2V̇C2 =
VC2 − EB

R2

(3.39)

where the variables VC1 and VC2 are the voltages on the capacitors C1 y C2,
whilst V0 = f (VC2) is the output voltage of the operational amplifier and V̇
denotes the derivative with respect to the time variable τ .

Several proposals for modeling non-linearity of the operational amplifier
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Figure 3.13: Diagram of the Wien Bridge asymmetrical electronic circuit.

have been formulated. In [67] authors consider the differentiable function

V0 = f (VC2) =
2E

π
arctan

(πα
2E

VC2

)
,

where E is saturation voltage of the operational amplifier and

α = 1 +
Rf

Rs

is the circuit gain equivalent to the operational amplifier. As shown in [26]
the piecewise model proposed by Kriegsmann in [49], based on the following
formulation

V0 = f (VC2) =

{
E sgn (αVC2) , if |αVC2 | > E,
αVC2 , if |αVC2 | ≤ E,

is a rather accurate model, to be adopted in the sequel, see Figure 3.14.
Using in (3.39) the dimensionless voltages

x = α
VC2

E
, y = α

VC1

E
, xB = α

EB

E
,

and taking into account that

f (VC2) = f

(
E

α
x

)
= E sat(x),

we get the nonsymmetric 3CPWL2 system

ẋ =




−
(

1

R1C2

+
1

R2C2

)
− 1

R1C2

− 1

R1C1
− 1

R1C1


x +




α sat(x) + xB

R1C2

α sat(x)

R1C1


 . (3.40)
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Figure 3.14: Output voltage V0 versus input voltage VC2 of LF411 operational
amplifier.

Clearly, our system is observable since the entry a12 in the first matrix
does not vanish. Changing now the variables by putting

X = x, Y =
y

R1C2

− x

R1C1

− xB

R1C2

,

we transform (3.40) in the Liénard form

(
Ẋ

Ẏ

)
=

(
t −1
d 0

)(
X
Y

)
+

(
T − t

0

)
sat(X) +

(
0

−d · xB

)
, (3.41)

where in terms of the notation of Theorem 3.2, we have

tL = tR = t = −
(

1

R1C1
+

1

R1C2
+

1

R2C2

)
< 0,

tC = T = −
(

1

R1C1
+

1 − α

R1C2
+

1

R2C2

)
= t+

α

R1C2
,

Eĺısabet Vela



78 Chapter 3. Planar PWL dynamical systems

EB

Α

Α=ΑFN

Α=Αcrit

Α×EB=EΑ×EB=-E

NNN NNN

NFN NFN

FNNF

Figure 3.15: Bifurcation set of the Wien Bridge asymmetrical electronic cir-
cuit. The letters in different regions indicate the types of dynamics used by
the limit cycle (N stands for node, F for focus). The curve where the oscil-
lation passes from being bizonal to tri-zonal (or vice versa) is only sketched,
and not really computed.

and

dL = dC = dR = d =
1

R1R2C1C2
> 0, δ = d · xB.

Note that to satisfy all the hypotheses of the theorem, we just need the
condition |xB| < 1, that is |αEB| < E, along with T > 0. This last condition
is equivalent to α > αcrit, where the critical value of the operational amplifier
gain is

αcrit = 1 +
C2

C1
+
R1

R2
. (3.42)

After this analysis, we can state the following result, which is a direct
consequence of Theorem 3.2, see figure 3.15.

Proposition 3.9 Consider the differential system (3.41). The following
statements hold.

(a) If EB = 0 and the operational amplifier gain satisfies

α > αcrit = 1 +
C2

C1
+
R1

R2
,
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then the system exhibits a symmetric oscillation corresponding to a
limit cycle surrounding the equilibrium at the origin. The limit cycle is
unique and stable.

(b) If EB 6= 0 and αcrit < αend, where

αend =
E

|EB|
,

then we have oscillations whenever αcrit < α < αend. The oscillations
are not symmetric and correspond to a limit cycle surrounding the bi-
ased equilibrium. The limit cycle is unique and stable.

We try now to apply Theorem 3.3. To do this, we study the kind of dynamics
to be found in each linear region looking for a simpler form of the system. In
fact, it is usual for the analysis of electronic models, and also very convenient,
to scale the time by using a natural frequency of the circuit.

In an analogous way to what we made in Lemma 2.2, we use a normalized
time τn = ωτ and scale again the second variable by writing ωy = Y to
preserve the Liénard form, where ω2 = d. We obtain a system with unitary
determinants in all the zones, namely

dx

dτn
= t̃x+ (T̃ − t̃) sat(x) − y,

dy

dτn
= x− xB,

(3.43)

where

t̃ = −
√
R2C1

R1C2
αcrit, T̃ =

√
R2C1

R1C2
(α− αcrit).

Thus, by introducing the auxiliary constants

ρR =

√
R1

R2
, ρC =

√
C2

C1
,

we see, recalling (3.42), that

|t̃| =
1 + ρ2

R + ρ2
C

ρRρC
= 2 +

1 + ρ2
R + ρ2

C − 2ρRρC

ρRρC
= 2 +

1 + (ρR − ρC)2

ρRρC
> 2,

Eĺısabet Vela



80 Chapter 3. Planar PWL dynamical systems

so that, the dynamic in both external zones is of node type for all the choices
of ρR and ρC . For α ≈ αcrit , that is T̃ ≈ 0, we have that the central dynamics
is of focus type. By imposing the condition T̃ ≥ 2, that is, for

α ≥ αcrit + 2ρRρC = 1 + ρ2
R + ρ2

C + 2ρRρC = 1 + (ρR + ρC)2

we also have a central node dynamics. Thus, the transition between the two
regimes occurs for

αFN = 1 +
C2

C1
+
R1

R2
+ 2

√
R2C1

R1C2
= αcrit + 2

√
R2C1

R1C2
.

In typical designs, which use equal resistors and capacitors, that is ρR = 1,
ρC = 1, we have αcrit = 3 and αFN = 5, so that the oscillations with central
focus dynamics appear for 3 < α < 5 being of node type for α ≥ 5.

We can now conclude our analysis by giving the consequences of theorems
3.3 and 3.4, see figure 3.15.

Proposition 3.10 Consider the differential system (3.41) under the hypothe-
ses EB 6= 0 and αcrit < αend, and assume a initial value of α satisfying
αcrit < α < αend. The following statements hold.

(a) If the condition αend < αFN holds, and we increase α to the value
α = αend then the non-symmetric oscillation corresponding to a stable
limit cycle decreases in a eventually linear process with constant period,
up to become an equilibrium state with zero amplitude for α > αend.

(b) If the condition αend > αFN holds, then the non-symmetric oscillation
corresponding to a stable limit cycle uses the three linear zones for
αFN ≤ α < αend. If we increase α to the value α = αend then the non-
symmetric oscillation corresponding to a stable limit cycle approaches
a significant size with a period tending to infinity, to disappear for
α > αend in an abrupt way, leading to an equilibrium state with zero
amplitude.

Proof Statement (a) corresponds to the case of central focus dynamics and
external node dynamics, that is, to statement (a) of Theorem 3.4.

Statement (b) corresponds to the case of central node dynamics plus
external node dynamics, that is, to statement (a) and (b) of Theorem 3.3.
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Summarizing all our results, we obtain in Figure 3.15 an unbounded re-
gion in the parameter plane (EB, α) where oscillations exist. The points of
the horizontal segment α = αcrit represent focus-center-limit cycle bifurca-
tion points (see Section 3.3.1 later), while the two arcs of hyperbola lead
to boundary equilibrium bifurcations, and in both cases the oscillation is
created or annihilated but with different qualitative behavior (explosive or
not).

3.2.2 Algebraically Computable PWL Nodal Oscilla-

tors

Here we study some symmetric piecewise linear oscillators whose involved lin-
ear parts are of node type. Typically, in explaining the origin of oscillations,
it is required to have eigenvalues near the imaginary axis of the complex
plane. As it has been shown above, this is not needed when dealing with
piecewise linear systems. In fact, we introduce a family of PWL oscillators
with all dynamics of node type, to be called nodal oscillators, having the
outstanding characteristic of being algebraically determinable, that is, all
the magnitudes related with the oscillation can be algebraically computed.
The content of this section appeared very recently in [74].

We consider general planar piecewise linear systems with symmetry re-
spect to the origin and three linearity regions separated by parallel straight
lines, under the generic condition of observability. The key hypothesis to
get an algebraically computable piecewise linear oscillation is to impose that
the involved spectra have the same proportion between eigenvalues. Here,
for sake of simplicity, we will choose the ratio 1 : 2. Thus, as it will be
seen, it is possible to convert the transcendental equations that characterize
oscillations into algebraic equations.

Of course, from Bendixson-Dulac’s Theorem, see also the previous section,
we also need for periodic oscillations that the divergence of the vector field,
which is the trace of the matrix ruling the dynamics in each linearity region,
have no global constant sign; otherwise self-sustained oscillations are not
possible. Thus, we assume that for the external zones we have a dissipative
spectrum of the form {−µ,−2µ}, with µ > 0, whilst in the central zone
we have a region with the spectrum {η, 2η}, obeying the same proportion
1 : 2. This idea has been also exploited in higher dimensions, by using the
proportion 1 : 2 : 3, see [60] and [61].

Eĺısabet Vela



82 Chapter 3. Planar PWL dynamical systems

Our first result says that one needs only to study a one-parameter family
to cope with all possible systems with the above characteristics.

Proposition 3.11 Consider the family of piecewise linear differential sys-
tems

ẋ = Ax + ϕ(cTx)b, (3.44)

where x = (x, y)T ∈ R
2, A is a 2 × 2 matrix, b, c ∈ R

2 and the nonlinearity
ϕ is a symmetric piecewise linear continuous function

ϕ(σ) =





maσ − (mb −ma) δ, σ < −δ,
mbσ, |σ| ≤ δ,
maσ + (mb −ma) δ, σ > δ,

(3.45)

with ma 6= mb, δ > 0, see Figure 3.16. Assume that there exist µ > 0 and
η ∈ R, such that the different linear parts satisfy

Spec
(
A+mabcT

)
= {−µ,−2µ} ,

Spec
(
A+mbbcT

)
= {η, 2η} , (3.46)

and that the system is observable, that is

det

(
cT

cTA

)
6= 0.

Then the system (3.44) is topologically equivalent to the Liénard system
(
ẋ
ẏ

)
=

(
−3 −1

2 0

)(
x
y

)
+

(
3(α + 1)
2(α2 − 1)

)
sat(x), (3.47)

where α =
η

µ
and “ sat ” stands for the normalized saturation function.

Proof First, we will show that we can pass easily from the given piecewise
linear characteristics to the normalized saturation. Effectively, by defining
x = δx̂, we have from the equality

δ ˙̂x = Aδx̂ + ϕ(δ cT x̂)b,

by adding and substracting mabcT x̂, that

˙̂x =
(
A+mabcT

)
x̂ +

1

δ
b
(
ϕ(δcT x̂) −maδc

T x̂
)

=

=
(
A+mabcT

)
x̂ + b (mb −ma) sat

(
cT x̂

)
.
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ϕ

σ
δ−δ

ma

mb

Figure 3.16: Two typical cases for the symmetric piecewise linear function
ϕ; in one of them the slopes ma and mb are indicated.

Defining Aa = A + mabcT , Ab = A + mbbcT and b̂ = b (mb −ma), the
system becomes

˙̂x = Aax̂ + b̂ sat
(
cT x̂

)
.

Now, we do a new linear change of variables given by x̂ = M x̃, where

M =
(
−Av | v

)

and the vector v is chosen such that cTv = 0, and cTAv = −1. This vector
v is always uniquely determined due to the hypothesis of observability, and
it is easy to show that

(
cT

cTAa

)
v =

(
cT

cTAb

)
v =

(
cT

cTA

)
v =

(
0
−1

)
.

Now by using the Cayley-Hamilton Theorem, it can be concluded that

AaM =
(
−A2

av | Aav
)

= M

(
trace(Aa) −1
det(Aa) 0

)
= M

(
−3µ −1
2µ2 0

)
,

and analogously,

AbM = M

(
−3η −1
2η2 0

)
.
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Clearly, M is invertible. Effectively, otherwise Av = λv, and v would be
an A -eigenvector; then from cTv = 0 we would obtain the contradiction
cTAv = 0. With the change given by the matrix M we get that cTM =
eT

1 = (1, 0) arriving to the system

˙̃x = Āx̃ + b̄ sat(x̃),

where x̃ = (x̃, ỹ) and

Ā = M−1AaM =

(
−3µ −1
2µ2 0

)
, b̄ = M−1b̂.

Note that for |x̃| < 1 the linear part of the system satisfy

Ā+ b̄eT = M−1AbM =

(
3η −1
2η2 0

)
.

Thus, we conclude that

b̄ =

(
3(η + µ)

2(η2 − µ2)

)
,

and that system (3.44) is topologically equivalent to the system

(
˙̃x
˙̃y

)
=

(
−3µ −1
2µ2 0

)(
x̃
ỹ

)
+

(
3(η + µ)

2(η2 − µ2)

)
sat(x̃). (3.48)

Finally, to show the topological equivalence of above system with system
(3.47) it suffices to rescale the variables and the time. Effectively if we
denote by t the original time, we define a new time τ = µt and new variables
(x, y) such that (x, µy) = (x̃, ỹ), then we arrive at the system (3.47). The
proposition follows.

From now on we focus our attention to the analysis of the dynamics of
system (3.47), which permits to represent all the members of the original
family (3.44). Recall the notation

S0 = {(x, y) ∈ R
2 : −1 < x < 1}

for the zone C,

S+ = {(x, y) ∈ R
2 : x > 1}, S− = {(x, y) ∈ R

2 : x < −1}
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for the symmetrical external zones L and R, and separated by the two straight
lines

Σ1 = {(x, y) ∈ R
2 : x = 1}, Σ−1 = {(x, y) ∈ R

2 : x = −1}

for the two separation straight lines. We also note that system (3.44) is a
particular instance of single-input single-output Luré systems, formed by the
linear plant ẋ = Ax + bξ, subject to the nonlinear feedback ξ = ϕ(σ), with
σ = cTx. In the case of system (3.47), we have

A =

(
−3 −1

2 0

)
, b =

(
3(α+ 1)
2(α2 − 1)

)
, c =

(
1
0

)
,

and the nonlinearity ϕ is the normalized saturation, i.e., ϕ(σ) = sat(σ).
Note that system (3.47) is equivalent for |x| < 1 to the homogeneous system
ẋ = Bx, where

B =

(
3α −1
2α2 0

)
, (3.49)

with eigenvalues α and 2α. Thus the origin is an equilibrium which is a linear
node for all α 6= 0. On the other hand, the eigenvalues of A are −1 and −2,
so that they are stepped in the same proportion 1 : 2 as the eigenvalues of B,
as a consequence of assumptions on the spectra of system (3.44). This fact
will be crucial for determining algebraically the periodic orbits that appear
for α > 0, as it has been already mentioned.

Very few non-smooth oscillators can be analyzed in an exact way and
typically one must resort to approximate or asymptotic methods, see [40].
Within a more general context, in [39] a piecewise quadratic oscillator was
considered, getting information only for several values of the parameter. On
the contrary, we will obtain here the exact magnitudes of the oscillation for
all values of the bifurcation parameter. Thus, the family (3.47) is suitable
for serving as a benchmark of different existing approximate methods for de-
tecting periodic orbits by comparing their predictions with our exact results.

We must recall once more that the analytic determination of orbits in
piecewise linear systems is by no means a trivial task: even each linear system
can be easily integrated, one has to match different solutions of each linear
piece, which requires the exact computation of flight times in each zone. In
fact, we will not be able here to exactly compute all the orbits of system
(3.47) but only its periodic orbits. Then, before tackling the main result of
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this section, we present several auxiliary results that will be useful in the
proof of the main result.

System (3.47), considered as a Liénard system, can be written in the form

ẋ = F (x) − y,
ẏ = g(x),

(3.50)

where
F (x) = −3x+ 3(α + 1) sat(x),
g(x) = 2x+ 2(α2 − 1) sat(x).

We start with the following auxiliary result.

Lemma 3.4 Regarding the equilibrium points of differential system (3.47),
the following statements hold.

(a) For α < 0 the origin is the only equilibrium point and it is a stable node,
which becomes the global attractor for the system.

(b) For α = 0 there exists a continuous of equilibrium points, namely all the
points of the segment Σ = {(x, y) ∈ R

2 : −1 ≤ x ≤ 1, y = 0}. This
segment is then a global attractor for the system.

(c) For α > 0 the only equilibrium point is the origin, which is an unstable
node.

Proof We will use the system written in its Liénard form (3.50). First we
note that function g is always monotone increasing, independently on the
value of parameter α, see Figure 3.17.

The equilibrium points are obviously given by the points in the set
{(x, y) ∈ R

2 : g(x) = 0, y = F (x)}. When α 6= 0 the only equilibrium point
is the origin. However, for α = 0 we get the segment given in statement (b).
Hence all the assertions about the existence of equilibrium points are shown.
It remains to verify the stability properties of these points.

Regarding statement (a), we build the Lyapunov function

V (x, y) =
y2

2
+G(x) (3.51)

where

G(x) =

∫ x

0

g(s)ds =





x2 + (1 + 2x)(1 − α2), if x < −1,
α2x2, if −1 ≤ x ≤ 1,
x2 + (1 − 2x)(1 − α2), if x > 1.
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x

y

α = 0
α = ±0.3

α = ±0.5

1−1
x

y

α = 0

α = 0.3

α = −0.3

Figure 3.17: Graphs of g(x) (left) and F (x) (right) depending on the param-
eter α.

Then, the function V (x, y) is continuously differentiable and satisfies
V (0, 0) = 0, V (x, y) > 0 for all (x, y) 6= (0, 0), it is radially unbounded
and its orbital derivative is strictly negative, namely

V̇ (x, y) = Vx(x, y)ẋ+ Vy(x, y)ẏ = g(x)(F (x) − y) + yg(x) = g(x)F (x) < 0,

for all x 6= 0. Then V is a global Lyapunov function for the origin and
statement (a) follows, see for more details Theorem 4.2 of [47].

When α = 0, the function V (x, y) becomes degenerate along the segment
of equilibrium. In fact, we see that

G(x) =





(x+ 1)2, if x < −1,
0, if −1 ≤ x ≤ 1,
(x− 1)2, if x > 1.

Thus V̇ (x, y) = 0 in all the points of segment Σ. Nevertheless, we can apply
the Invariance Principle of LaSalle, see Theorem 4.4 of [47], to obtain the
assertion of statement (b).

Finally, the assertion on instability of the origin in the case α > 0 follows
directly from local linear analysis.

Now, we present an auxiliary result which is useful to justify the existence
of periodic orbits. Although it is not strictly needed and its proof can be
deduced from a similar result in [62], it is included as a beautiful alternative.
In fact, since the matrix A has negative eigenvalues, we easily obtain the
following result.
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Lemma 3.5 If x = (x(t), y(t)) is a solution of system (3.47) then

x(t) = eAtx(0) +

∫ t

0

eA(t−s)b sat(x(s))ds. (3.52)

As a consequence, the system is ‘dissipative’, in the sense that all the solutions
forward in time are bounded.

Proof The equality (3.52) is standard, coming from the variation of con-
stants formula. Now, as the eigenvalues of A are −1 and −2, there exists a
constant L such that

‖eAt‖ ≤ Le−t.

If we define another constant K = ‖b‖ then ‖b sat(x(t))‖ ≤ ‖b‖ = K.
Therefore from (3.52), we can write

‖x(t)‖ ≤ Le−t(‖x(0)‖ +K

∫ t

0

esds) =

= Le−t
[
‖x(0)‖ +K(et − 1)

]
= Le−t(‖x(0)‖ −K) + LK,

and the conclusion follows.
From (3.49) the origin is unstable for α > 0 and by considering the

boundedness of solutions coming from Lemma 3.5, we conclude that another
attractive invariant set appears for such positive values of α. In fact, we know
from Poincaré-Bendixson theorem that the ω-limit sets should be periodic
orbits. The existence of periodic orbits is clearly guaranteed. To conclude
the uniqueness of periodic orbits, we could apply the non-smooth version of
Liénard’s Theorem appearing in [74]. Clearly, it is more direct to resort to
Theorem 3.2 for obtaining both existence and uniqueness of periodic orbits
when α > 0. The main result of this section is the following.

Theorem 3.5 For the piecewise linear differential system (3.47), the follow-
ing statements hold.

(a) If α < 0 then the origin is the only equilibrium point, in particular it is
a stable node, being the global attractor for all the orbits of the system.

(b) For α = 0 there exists a continuum of equilibrium points, namely all the
points of the segment Σ = {(x, y) ∈ R

2 : −1 ≤ x ≤ 1, y = 0}. This
segment is the global attractor for the system. It is formed by unstable
points, but the endpoints of the segment are the ω-limit set for R

2 \ Σ.
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(c) For α > 0 the only equilibrium point is the origin, which is an unstable
node. Furthermore there exists one periodic orbit which is a stable limit
cycle, being symmetric with respect to the origin and the ω-limit set for
all orbits except the origin.

All the points of this limit cycle can be described in an algebraic way in
terms of the parameter α. In particular, the limit cycle intersections
(1, y0) and (1, Y0) with the line x = 1 can be algebraically determined
as follows, see Figure 3.19. For each α > 0 there exists only a value
v ∈

(√
2 − 1, 1

)
such that

α = α(v) =
(1 + 2v − v2)(v2 + 2v − 1)

(1 − v)2(1 + 4v + v2)
, (3.53)

and

y0 = −α(1 − v + 2v2)

v(1 − v)
, Y0 =

α(2 − v + v2)

1 − v
. (3.54)

Furthermore, the period of the limit cycle is

P = −2 log

(
v2 + 2v − 1

1 + 2v − v2
v

α+1
α

)
, (3.55)

and its characteristic multiplier ν satisfies

ν =

(
v2 + 2v − 1

1 + 2v − v2

)6

< 1,

for all v ∈
(√

2 − 1, 1
)
.

Proof Statement (a) and the first part of statement (b) come from Lemma
3.4. The instability of the points belonging to the segment Σ is due to the
horizontal flow, both from above and from below such segment. Thus, in
any neighborhood of each equilibrium point there are points with y > 0,
whose orbits go to the left tending to the point (−1, 0), and points with
y < 0, whose orbits go to the right tending to the point (1, 0). These two
endpoints are nodes from the outside (for x < −1 and x > 1, respectively)
and have their stable linear invariant manifolds, which are half straight lines
that eventually capture all the orbits.

The rest of the proof is devoted to show statement (c). Since the existence
and uniqueness of the limit cycle is assured by Theorem 3.2, we describe now
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−T

t

x = 1x = −1

(1, y0)

(1, Y0)(−1,−y0)

(−1,−Y0)

Figure 3.18: Sketch of the process to determine the periodic orbit, showing
the intersection points with the lines x = 1 and x = −1.

in detail how to determine completely and algebraically the limit cycle in
terms of the parameter α, using the closing equations method reviewed in
Chapter 2. In fact, the computations that follow also lead to the existence
and uniqueness of periodic orbits.

See Figure 3.18 for a geometrical sketch of the next computations. The
solution (x(t), y(t)) of system (3.47) in the region S+ ∪ Σ1 starting at the
point (1, y0) when t = 0 is

(
x(t)
y(t)

)
=

(
1 − α2

3α(1 + α)

)
+ eAt

[(
1
y0

)
−
(

1 − α2

3α(1 + α)

)]
, (3.56)

where

eAt =

(
2e−2t − e−t e−2t − e−t

2(e−t − e−2t) 2e−t − e−2t

)
= u

(
2u− 1 u− 1

2(1 − u) 2 − u

)
,
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after introducing the auxiliary variable u = e−t. Then (3.56) becomes
(
x(t)
y(t)

)
=

(
1 − α2

3α(1 + α)

)
+ u

(
2u− 1 u− 1

2(1 − u) 2 − u

)(
α2

y0 − 3α(1 + α)

)
.

(3.57)
Of course, for all values of t > 0 we will have 0 < u < 1.

Regarding the solution (X(T ), Y (T )) of the system (3.47) in the region
Σ−1 ∪ S0 ∪ Σ1 starting at the point (1, Y0) when T = 0, it satisfies

(
X(T )
Y (T )

)
= eBT

(
1
Y0

)
.

The way for computing the symmetric periodic orbits of system (3.47)
by having two points in the line Σ1 is as follows, see Figure 3.18. Assuming
that there exists one of these periodic orbits, let (1, y0) ∈ Σ1 be the point
where this periodic orbit enters into the zone S+ ∪ Σ1 and let (1, Y0) ∈ Σ1

be the point where this periodic orbit exits such zone to enter S0. Since this
periodic orbit is symmetric it will enter into the zone S− ∪ Σ−1 through the
point (−1,−y0) ∈ Σ−1. Let t be the elapsed time for this periodic orbit going
from the point (1, y0) to the point (1, Y0), and let T be the time needed for
this periodic orbit to go from the point (1, Y0) to the point (−1,−y0). Then
we have the closing equations

(
x(t)
y(t)

)
=

(
1
Y0

)
,

(
X(T )
Y (T )

)
=

(
−1
−y0

)
. (3.58)

Equivalently, see again Figure 3.18, we can integrate backwards in time
the solution from (−1,−y0) to (1, Y0) within S0, by defining (X̄(T ), Ȳ (T ))T =
e−BT (−1,−y0)

T . Then the exponential e−BT is the matrix

e−BT =

(
2e−2αT − e−αT 1

α
(e−2αT − e−αT )

2α(e−αT − e−2αT ) 2e−αT − e−2αT

)
.

Again, if we introduce the auxiliary variable v = e−αT then we can write
the above matrix exponential as a polynomial matrix, namely

(
X̄(t)
Ȳ (t)

)
= e−BT

(
−1
−y0

)
=

(
2v2 − v 1

α
(v2 − v)

2α(v − v2) 2v − v2

)(
−1
−y0

)
.

(3.59)
Then we must now have (X̄(T ), Ȳ (T )) = (1, Y0). Note that for α > 0, we

have 0 < v < 1.
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If we take Y0 = y(t), then the three unknowns (y0, t, T ) associated to this
symmetric periodic orbit must satisfy the three equations

x(t) − 1 = 0,

1 − X̄(T ) = 0,

y(t) − Ȳ (T ) = 0.

It should be noticed how the use of variables u = e−t and v = e−αT

instead of t and T allows to write algebraic equations for the determination
of periodic orbits. Effectively, from (3.57) and (3.59), and taking ỹ0 = y0−3α
to simplify the equations a bit, we obtain three conditions eqi = 0, i = 1, 2, 3,
where

eq1 = (1 − u)2α2 + u(1 − u)ỹ0,

eq2 = (1 + 2v − v2)α+ (1 − v)vỹ0, (3.60)

eq3 = (3 − 4u+ u2)α2 + (3 + 4v − v2)α+ (2u− u2 + 2v − v2)ỹ0.

Since ẋ = 3α− y when x = 1, we must have 3α− y0 > 0 or, equivalently,
ỹ0 = y0 − 3α < 0. Note that to every symmetric periodic orbit having two
points in the line Σ1, we can associate one solution (ỹ0, u, v) of equations
(3.60) with ỹ0 < 0, 0 < u < 1 and 0 < v < 1. Reciprocally, it is clear
that any solution satisfying these inequalities will correspond to a symmetric
periodic orbit.

We can eliminate the factor (1 − u) in the expression of eq1, so that we
can solve the first two resulting equations and write

ỹ0 = −1 − u

u
α2 = −1 + 2v − v2

v(1 − v)
α.

This expression will have sense only if ỹ0 < 0. Then we must have 1+2v−v2 >
0, which is true for all 0 < v < 1.

Finally, using the third equation we obtain the v-parametrizations

u = v
v2 + 2v − 1

1 + 2v − v2
, α =

(1 + 2v − v2)(v2 + 2v − 1)

(1 − v)2(1 + 4v + v2)
, (3.61)

ỹ0 = −(1 + 2v − v2)2(v2 + 2v − 1)

v(1 − v)3(1 + 4v + v2)
,
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and note that v2 + 2v − 1 > 0 for positive values of v requires v >
√

2 − 1.
Thus, the range of admissible values of v is shorter than expected. It is
not difficult to show that the expression in (3.61) for α defines an invertible
function of v in the interval

(√
2 − 1, 1

)
by computing its derivative. We

omit these standard computations.
Retrieving y0 by writing y0 = ỹ0 + 3α, we obtain the expression given in

(3.54). From the second coordinate of equality (3.59), we can also derive the
expression for Y0 by computing

Y0 = Ȳ (T ) = 2αv(1 − v) + y0v(2 − v) =
[4v2 − (1 − v2)2](2 − v + v2)

(1 − v)3(1 + 4v + v2)
,

and so we have shown (3.53) and (3.54).
Furthermore, the period of limit cycle is given by

P = −2 log u− 2

α
log v,

which after substituting the expression for u in (3.61) leads to (3.55).
To study the stability of the limit cycle we will use a Poincaré map.

Selecting as a transversal section the straight line Σ1 and assuming that the
periodic orbit passes though the point (1, y0), we can assure that there exists
a neighborhood E in Σ1 of the value y0 so that for (1, y) with y ∈ E, we can
define the Poincaré return map Π, that relates the initial point (1, y) with
the return point of the orbit to Σ1 after a complete turn around the origin,
namely (1,Π(y)).

By the continuous dependence of solutions, it is clear that we can ensure
Π(y) ∈ E and Π(y0) = y0, i.e., Π has a fixed point corresponding to the
periodic orbit. If this fixed point is attractive for Π, then the periodic orbit
is stable. This condition is fulfilled if the characteristic multiplier ν satisfies

0 < ν =
dΠ

dy
(y0) < 1.

Therefore, we need to calculate the value of ν. By the Implicit Function
Theorem, using the vector field with x > 1 we can affirm that for y 6= 3α
there exist two functions t(y) and Y (y) such that

eAt(y)

[(
1
y

)
−
(

1 − α2

3α(1 + α)

)]
=

(
1

Y (y)

)
−
(

1 − α2

3α(1 + α)

)
,
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for all y ∈ E. In the same way, if starting from the point (1, Y ) we arrive
following the orbit in the zone with |x| < 1 to the point (−1, Ỹ ), then two
function T (Y ) and h(Y ) exist so that for a neighborhood E ′ of Y0 = Y (y0)
we can write

eBT (Y )

(
1
Y

)
=

(
−1
h(Y )

)
,

where Ỹ = h(Y ). As the vector field is symmetrical, it is clear that in a
complete return, we have Π(y) = [−h ◦ Y ] ◦ [−h ◦ Y ] = −h(Y (−h(Y (y)))),
and so, by using the chain rule and that h ◦ Y (y0) = −y0, we assure that the
characteristic multiplier ν satisfies

ν =
dΠ

dy
(y0) =

[
d

dy
(h ◦ Y )(y0)

]2

. (3.62)

Applying now Lemma 2.12, we conclude that the product of exponential
matrices

eAt(y0)eBT (Y0)

is similar to the matrix



−1
dt

dy
+
dT

dY

dY

dy

0
d

dy
(h ◦ Y )(y0)


 .

Thus, t is now direct to characterize the stability of the limit cycle. Ef-
fectively, as a consequence, we have

d

dy
(h ◦ Y )(y0) = − det

[
eAt(y0)eBT (Y0)

]
= −u

3

v3
. (3.63)

It is easy to see from (3.61) that

u

v
=

(v + 1)2 − 2

(v + 1)2 − 2v2
< 1.

From (3.62) and (3.63) we can assure that the characteristic multiplier ν of
the periodic orbit is the one shown in the final statement of Theorem 3.5.
The proof is complete.
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Theorem 3.5 can be applied to predict accurately the oscillations of real
nonlinear devices, see Section 3.2.3. It also shows a dramatic change in the
qualitative behavior of system (3.47) when we vary the parameter α, passing
through the critical value α = 0. In fact, for α > 0 we deduce that the limit
cycle is born with infinite period from the segment of equilibrium points, see
Fig. 3.19.

Although we have the exact value of the period, it can be useful to note
that from 0 < α ≪ 1 we can give an asymptotic estimate for it. Effectively,
from (3.61) we have

lim
α→0

u

α
= lim

v→
√

2−1

u(v)

α(v)
= lim

v→
√

2−1

v(1 − v)2(1 + 4v + v2)

(1 + 2v − v2)2
=

2 −
√

2

4
.

Then, for 0 < α≪ 1 we have

e−t = u ≈ 2 −
√

2

4
α,

so that,

t ≈ − log

(
2 −

√
2

4
α

)
= log

2
(
2 +

√
2
)

α
.

On the other hand, lim
α→0

v =
√

2 − 1, so for α > 0 small we can write

T = − 1

α
log v = log v(−1/α) ≈ log

(
1√

2 − 1

)1/α

.

Thus,

P = 2(t+ T ) ≈ 2 log
2
(
2 +

√
2
)

α
(√

2 − 1
)1/α

,

and after some standard manipulations, we arrive at

P ≈ 2 log

(
4 + 2

√
2
) (

1 +
√

2
)1/α

α
. (3.64)

This asymptotic expression avoids to invert α(v) in computing the value of
v to get the period for small values of α.

The bifurcation leading to the appearance of stable periodic orbits in
Theorem 3.5 is very different from the standard bifurcations giving rise to
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Figure 3.19: The segment of equilibrium points for α = 0 and the limit cycle
for several values of α > 0 (left). The waveforms for x(t) when α ≈ 0.2526
(v = 0.46, two cycles), and α ≈ 0.5384 (v = 0.5, three cycles) (right).

oscillations in smooth differential systems. For instance, in the case of super-
critical Hopf bifurcations, one has that a stable focus becomes an unstable
focus surrounded by a stable limit cycle. In the case of Theorem 3.5, however,
the stable limit cycle that appear for α > 0 always surrounds an unstable
node. Thus, Theorem 3.5 describes completely, for the first time up to the
best of our knowledge, a planar non-smooth bifurcation leading to a limit
cycle without involving equilibria of focus type.

3.2.3 Application to a PWL Van der Pol oscillator

In this section, we show that system (3.47) is realized in a family of electronic
circuits after certain adequate choice of parameters. We consider the elec-
tronic circuit proposed in [44], to simulate the FitzHugh-Nagumo equations,
introduced as a simplification of the Hodgkin-Huxley model describing the
neuronal electrical activity, see [38, 70]. More precisely, we will deal with
the circuit shown in Figure 3.20, which is the symmetrical case of the circuit
introduced by Keener, and was analyzed in [25]. In the quoted paper, it is
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Figure 3.20: Circuit realization of a Van der Pol electronic oscillator, com-
pletely analyzed in [25].

also shown that the model is a piecewise linear version of the classical Van
der Pol oscillator. The dynamical equations of the circuit are

C1R3
dV

dt
= −V − (R3 − R2) I − i(V )R3,

C2R2R3
dI

dt
= V − R2I,

(3.65)

where R1, R2, R3, C1 and C2 stand for the resistors and capacitors values for
the circuit. The current-voltage characteristics i(V ) of the biased operational
amplifier OA2 is described very accurately by the piecewise linear function

i(V ) =
V

R1
− Vs

R1
sat

(
2V

Vs

)
,

where Vs is the saturation voltage of the operational amplifier, see Figure
3.21.

Doing in (3.65) the change of variables

x̂ =
2

Vs
V, ŷ =

2R3

Vs
I,

we obtain the system

C1R3
dx̂

dt
= −

(
1 +

R3

R1

)
x̂+

R2 − R3

R3
ŷ +

2R3

R1
sat x̂,

C2R2
dŷ

dt
= x̂− R2

R3
ŷ,
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i(V )

V

i

Vs

−Vs

Vs

2

−Vs

2

Figure 3.21: The current-voltage characteristics i(V ) of the biased OA2 is
described accurately by a piecewise linear function.

and introducing the dimensionless time and parameters

t̂ =
t

C1R3
, ρ =

C1

C2
, r1 =

R3

R1
, r2 =

R3

R2

we finally obtain the differential equations

dx̂

dt̂
= − (1 + r1) x̂+

(
1

r2
− 1

)
ŷ + 2r1 sat(x̂),

dŷ

dt̂
= ρ r2 x̂− ρ ŷ.

(3.66)

System (3.66) is in the canonical form (3.44) with ϕ(σ) = sat(σ), that is
ma = 0, mb = 1, δ = 1, and

A =



 −1 − r1
1

r2
− 1

ρr2 −ρ



 , b =

(
2r1
0

)
, cT = (1, 0).

The observability condition becomes r2 6= 1, to be assumed in the sequel.
In order to apply Proposition 3.11, we must also check the assumption on
the spectra of matrices A and B = A + bcT . Thus, in terms of the traces
and determinants, we must have

−r1 − ρ− 1 = −3µ,
ρ (r1 + r2) = 2µ2,
r1 − ρ− 1 = 3η = 3αµ,
ρ (r2 − r1) = 2η2 = 2α2µ2,

(3.67)
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where we have substituted η = αµ. Solving (3.67) for r1, r2, ρ and µ, we
obtain that whenever

r1 =
9

5

α + 1

1 − α
, r2 =

9

5

α2 + 1

(1 − α)2
, ρ =

4

5
, µ =

6

5

1

1 − α
, (3.68)

and provided that r2 6= 1, i.e. α 6∈ {−2,−1
2
}, all the hypothesis of Proposition

3.11 are fulfilled. Of course, since r1 and r2 represent ratios of resistors, they
must have positive values, what also requires α ∈ (−1, 1).

As explained in the proof of Proposition 3.11, with a new change of vari-
ables given by (x̃, ỹ)T = M(x̂, ŷ)T , where the matrix M satisfies

M =

(
1 0
ρr2
r2 − 1

r2
r2 − 1

)
,

we can put the system in the form (3.48), provided that all the matrix entries
satisfy (3.68). Finally, using a new time given by τ = µt̂ and the rescaling of
variables (x, µy) = (x̃, ỹ), we arrive at the system (3.47).

Summarising, if the adimensional parameters fulfill (3.68) and we select
new time and variables given by

τ =
µt

C1R3

, x =
2V

Vs

, y =
r2

µ(r2 − 1)

(
8V

5Vs

+
2R3I

Vs

)
,

then we pass for all α ∈ (−1,−1
2
) ∪ (−1

2
, 1) from system (3.65) to system

(3.47), according to Proposition 3.11. Note that to each dimensionless repre-
sentative of the set of parameters r1, r2, ρ and µ satisfying (3.68) corresponds
an infinite number of physical values for the circuit. Therefore, for such phys-
ical values the dynamics of the circuit and in particular the oscillations that
appear for 0 < α < 1 are algebraically determined by Theorem 3.5.

3.3 A limit cycle bifurcation in 2DPWL2 sys-

tems

In this section we enter for the only time within this thesis in the discon-
tinuous world. The analysis of discontinuous piecewise-linear systems is an
emergent field of research since most of modern devices are well-modelled
by this class of systems, see [18]. Recently, in [30] it has been proposed a
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canonical form for the case of planar discontinuous systems with two zones
of linearity. In the quoted paper, there are shown some bifurcation results
for the case when both linear dynamics are of focus type without visible tan-
gencies, that is, there are no real equilibrium points in the interior of each
half-plane.

Here, by resorting to the canonical form given in [30], we consider a
different situation when we have an equilibrium point of focus type in the
interior of a halfplane without fixing the dynamics in the other halfplane. Our
target is to describe qualitatively and quantitatively the possible bifurcation
of limit cycles through the change of stability of such an equilibrium point.

A similar bifurcation was studied in [26] for the continuous case, so that
this work is a relevant generalization not only to the discontinuous case but
also by including all the different generic cases in the complementary dynam-
ics to the focus zone, that is, both saddle and anti-saddle cases.

To begin with, we assume without loss of generality that the linearity
regions in the phase plane are the left and right half-planes,

S− = {(x, y) : x < 0}, S+ = {(x, y) : x > 0},

separated by the straight line Σ = {(x, y) : x = 0}. The systems to be
studied become

ẋ = F(x) =

{
F+(x) =

(
F+

1 (x), F+
2 (x)

)T
= A+x + b+, if x ∈ S+,

F−(x) =
(
F−

1 (x), F−
2 (x)

)T
= A−x + b−, if x ∈ S− ∪ Σ,

(3.69)
where x = (x, y)T ∈ R

2, A+ = (a+
ij) and A− = (a−ij) are 2 × 2 constant

matrices and b+ = (b+1 , b
+
2 )T , b− = (b−1 , b

−
2 )T are constant vectors of R

2.

Under the generic condition a+
12a

−
12 > 0, which means that orbits can

cross the discontinuity line in opposite directions allowing the existence of
period orbits, by using Proposition 3.1 of [30] the following canonical form is
obtained

ẋ =

(
T− −1
D− 0

)
x −

(
0
a−

)
if x ∈ S−,

ẋ =

(
T+ −1
D+ 0

)
x −

(
−b
a+

)
if x ∈ S+,

(3.70)
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where

a− = a−12b
−
2 − a−22b

−
1 , b =

a−12
a+

12

b+1 − b−1 , a+ =
a−12
a+

12

(a+
12b

+
2 − a+

22b
+
1 ),

and T± = tr(A±), D± = det(A±) are the linear invariants of each zone.
The canonical form (3.70) has seven parameters; apart from the men-

tioned linear invariants, we find two parameter a+ related to the position
of equilibria and a parameter b which is responsible for the existence of a
sliding set. In fact, there exists a sliding set which is a segment joining the
origin and the point (0, b), see [30] for more details. These two endpoints are
tangency points, the origin for the left region and the point (0, b) for the right
one. Furthermore, the sliding set becomes attractive for b < 0 and repulsive
for b > 0, shrinking to the origin when b = 0. By computing the sign of ẍ at
the tangency points, we obtain

ẍ|(x,y)=(0,0) = a−, ẍ|(x,y)=(0,b) = a+,

so that the left (right) tangency is called visible for a− < 0 (a+ > 0), being
invisible for a− > 0 (a+ < 0), see [30]. Thus the a± parameters are related
to the visibility of the tangencies, and when they vanish we have boundary
equilibrium points, see [53] and also [72].

Note that the possible equilibria (real or virtual) are located at the
points (a−/D−, a−T−/D−) and (a+/D+, b+ (a+T+/D+)) where it is assumed
D+D− 6= 0. Without of loss of generality, we assume that there exists an
equilibrium of focus type in the left zone, that is

a−
D−

< 0, T 2
− − 4D− < 0,

and this last inequality implies that D− > 0 and so a− < 0.
Our interest is to study what happens when the trace T− passes through

the critical value zero, that is when the focus passes from stable to unstable
or viceversa. Note that for T− = 0 we have a center configuration in the
left half-plane which terminates in a visible tangency at the origin. To avoid
other non-local phenomena it is then natural to impose that in the right zone
we have also a tangency at the origin of invisible character, which amounts to
require b = 0. In fact, we allow to move this parameter b in a neighborhood
of zero, then we should have the possibility of new bifurcations, namely the
collision of tangencies, which has been reported in [53]. Thus, our study can
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be seen as a first step in the analysis of the codimension-two bifurcation that
appears when the parameter b is allowed to be moved. Such codimension-
two bifurcation should be the aim of future work, since it turns out to be a
situation not well explained in the analysis done in [35].

Thus, we will not have a proper sliding set nor jumps in the right dynamics
with respect to the critical center. Under these assumptions our first result
is the following.

Proposition 3.12 Under the hypotheses T 2
− − 4D− < 0, a− < 0 (left focus

dynamics with visible tangency at the origin) and assuming that in the right
zone we have an invisible tangency at the origin (b = 0, a+ < 0), system
(3.70) is topologically equivalent to the system

{
ẋ = Tx− y
ẏ = Dx+ a,

if x > 0

{
ẋ = 2γx− y
ẏ = (1 + γ2)(x+ 1),

if x ≤ 0

(3.71)

where T = T+, D = D+, α =
T−
2

, γ =
α

ω
, α =

T−
2

, and ω > 0 is such that

ω2 = D− − (T−)2

4
, and a =

D−
ω

a+

a−
> 0.

Proof Clearly, the assumption on right tangency at the origin, that is
(T+x− y + b) |(x,y)=(0,0)= 0 reduces to b = 0. Now the tangency will be
invisible for a+ < 0.

Under the hypotheses, if we define ω > 0 such that ω2 = D− − (T 2
−/4)

and α = T−/2, the eigenvalues of the linear part at S− in (3.70) are α± iω.
We make first the change X = ωx, Y = y, τ = ωt for the variables in the
half plane S−, without altering variables and time in S+. Note that we do
not change the coordinate y, so that periodic orbits using both half planes
are preserved. Then,

dX

dτ
=

1

ω

dX

dt
=
dx

dt
=
X

ω
T− − Y,

dY

dτ
=

1

ω

dY

dt
=

1

ω

dy

dt
=

1

ω

(
D−

X

ω
− a−

)
=
D−
ω2

X − a−
ω
.
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Introducing the parameter γ =
α

ω
, we see that

T−
ω

= 2γ and
D−
ω2

= γ2 + 1.

Making a homothety of factor k to the whole plane and removing the factor
k in the equations, we have for x < 0,

dx

dτ
= k

dX

dτ
= k

(
2γ
x

k
− y

k

)
= 2γx− y,

dy

dτ
= k

dY

dτ
= k

(
(γ2 + 1)

x

k
− a−

ω

)
= (γ2 + 1)x− k

a−
ω
.

While for x > 0,

ẋ = Tx− y,

ẏ = Dx− ka+.

By imposing that −ka−
ω

= γ2 + 1, we get

k = −γ
2 + 1

a−
ω > 0,

and the expressions given in the statement.
With this result, we manage to describe the left dynamics with only one

parameter, needing other three parameters to deal with the right region. The
following remark should be taken into account.

Remark 3.6 System (3.71) generically represents a discontinuous vector
field since for x = 0 we will have a 6= 1 + γ2. The original system (3.70)
is continuous only in the case a+ = a− and b = 0, but even in such non-
generic case, the new system provided by Proposition 3.12 will be discontin-
uous. Thus, the analysis of system (3.71) is useful also for some continuous
cases that could be studied by other specific methods in a continuous vector
field context. This fact will be illustrated later in Section 3.3.1.

Regarding equilibrium points, in the zone with x < 0, there exists a focus
at (x̄, ȳ)T = (−1,−2γ)T , to be stable for γ < 0 and unstable for γ > 0. When
γ = 0, we have a linear center. In the zone with x > 0 since a > 0 there
are no equilibrium points if D = 0, while the possible equilibrium point for
D 6= 0 is located at (−a/D,−aT/D)T .

We take γ in (3.71) as the bifurcation parameter, having its critical value
at γ = 0, where the center configuration takes place, see Figure 3.22.
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��

Y

����

Y

x̂0

x̂1

Figure 3.22: (Left) The critical situation for γ = 0. (Right) The bifurcating
limit cycle for γT < 0 and |γ| small.

Before entering in the main results, we need first some technical results.
The first one is a rather general result on local derivatives of half-return
maps. Dealing with a discontinuous vector field, we cannot resort to Propo-
sition 2.12 to determine the stability character of periodic orbits using the
two zones. We acknowledge E. Freire and F. Torres for their permission to
reproduce it, since it appears in [31], not yet published. At the end of the
day, we will realize that the conclusion of Proposition 2.12 is still true, due
to the fact that our discontinuity is not severe, affecting only to the second
component of the vector field. Anyway, such possibility cannot a priori be
considered without an additional justification.

Lemma 3.6 Let us consider system (3.69). Assume that the orbit of vector
field F+ starting from an initial point x̂0 = (0, ŷ0) lies in S+ and eventually
comes back to the discontinuity line, arriving transversally at the point x̂1 =
(0, ŷ1) which is its common point with the line x = 0, that is F+

1 (x̂1) < 0. If
we denote as δ̂+(t) = (x(t, x̂0), y(t, x̂0)) the solution of ẋ = F+(x) satisfying
δ̂+(0) = x̂0, then a value τ+ > 0 exists such that x(t, x̂0) > 0 for 0 < t < τ+

and x(τ+, x̂0) = 0, y(τ+, x̂0) = ŷ1. Then we can define a right Poincaré map
PR in a neighborhood of the point x̂0 such that PR(ŷ0) = ŷ1 and the first
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derivative of map PR at ŷ0 is given by

P ′
R(ŷ0) =

F+
1 (x̂0)

F+
1 (x̂1)

exp

(∫ τ+

0

div
(
F+
)
)
.

Proof Let us consider the differential system ẋ = F+(x) defined in R2, and
let us denote as γ+(t) = (x(t,x0), y(t,x0)), the solution satisfying γ+(0) = x0

where x0 = (x0, y0). Then we introduce the system of equations Z(t,x0, y1) =
0, where

Z(t,x0, y1) =

(
x(t,x0)

y(t,x0) − y1

)
.

From our hypothesis we have Z(τ+, x̂0, ŷ1) = 0 and F+
1 (0, ŷ1) 6= 0. Then

the Jacobian matrix

∂(Z1, Z2)

∂(t, y1)
(τ+, x̂0, ŷ1) =




∂x

∂t
(τ+, x̂0, ŷ1)

∂x

∂y1
(τ+, x̂0, ŷ1)

∂y

∂t
(τ+, x̂0, ŷ1)

∂y

∂y1
(τ+, x̂0, ŷ1)


 =

=

(
F+

1 (0, ŷ1) 0
F+

2 (0, ŷ1) −1

)

is nonsingular.
Then, we conclude from the implicit function theorem the existence of

two functions ϕ(x0), ψ(x0) defined in a neighborhood of x0, such that

x(ϕ(x0),x0) = 0,
y(ϕ(x0),x0) − ψ(x0) = 0,

(3.72)

with ϕ(x0) = τ+, ψ(x0) = ŷ1.
Here, we define the right Poincaré map PR in a neighborhood of the point

x0 as y1 = PR(y0) = ψ(0, y0), which verifies ŷ1 = PR(ŷ0) = ψ(x0).
To compute the first derivative of Poincaré map we will take derivatives

with respect to (x0, y0) in equations (3.72) to get

∂Z

∂t
(ϕ(x0),x0, ψ(x0)) ·Dxϕ(x0) +B(x0) −

(
0

Dxψ(x0)

)
= 0, (3.73)

Eĺısabet Vela



106 Chapter 3. Planar PWL dynamical systems

where

∂Z

∂t
(ϕ(x0),x0, ψ(x0)) =




∂x

∂t
(ϕ(x0),x0)

∂y

∂t
(ϕ(x0),x0)


 = F+(x1)

and

B(x0) = DxZ(ϕ(x0),x0, ψ(x0)) =




∂x

∂x0
(ϕ(x0),x0)

∂x

∂y0
(ϕ(x0),x0)

∂y

∂x0

(ϕ(x0),x0)
∂y

∂y0

(ϕ(x0),x0)




satisfies the equality
B(x0)F

+(x0) = F+(x1), (3.74)

due to the elementary properties of variational equations.
By right-multiplying (3.73) by the vector (0, 1)T , we get

ϕy(x1)F
+(x0) +B(x0)

(
0
1

)
−
(

0
ψy(x0)

)
= 0,

and so

B(x0)

(
0
−1

)
=

(
F+

1 (x1)ϕy(x0)
F+

2 (x1)ϕy(x0) − ψy(x0)

)
. (3.75)

Taking into account (3.74) and (3.75) we can write

(
F+

1 (x1) 0
F+

2 (x1) −1

)(
1 ϕy(x0)
0 ψy(x0)

)
= B(x0)

(
F+

1 (x0) 0
F+

2 (x0) −1

)

and taking determinants we arrive at the relation

F+
1 (x1)ψy(x0) = F+

1 (x0) exp

(∫ ϕ(x0)

0

div(F+)dt

)
, (3.76)

where we have used Liouville’s formula in computing detB(x0). If we takes
x0 = x̂0 in (3.76), then x1 = x̂1 = (0, PR(ŷ0)). Since P ′

R(ŷ0) = ψy(x0), the
proof is finished.

The second auxiliary result is given without proof; it appeared in [26].
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Lemma 3.7 Let η = ξn̺(ξ) with n odd, where ̺ is a real analytic function
in a neighborhood of the origin and such that ̺(0) 6= 0. Then there exists a
real analytic function χ in a neighborhood of the origin with χ(0) 6= 0 such
that ξ = η1/nχ(η1/n).

The first of our main results is the following.

Theorem 3.6 Consider system (3.71) with a > 0 and under the assumption
T 6= 0. The linear center configuration restricted to the zone x ≤ 0, that
exists for γ = 0 gives place to a unique periodic oscillation for γT < 0 and
|γ| sufficiently small.

More precisely, for T < 0 the limit cycle bifurcates for γ > 0 and it is
stable, while for T > 0 the limit cycle bifurcates for γ < 0 and it is unsta-
ble. If we denote with x̂0 = (0, ŷ0)

T a representative point of the bifurcating
limit cycle, then the peak-to-peak amplitude App in x, the period P of the
periodic oscillation, the characteristic multiplier ρ of the periodic orbit and
the coordinate ŷ0 are analytic functions at 0 in the variable γ1/3. Namely, we
have

App = 2 +
(3π)2/3

2

1 + a

(T 2a)1/3
γ2/3+

+
π4/3

40 · 32/3

(120a2 + 75a3 − 21D − 2T 2 + 4a(6D + 7T 2))

a5/3T 4/3
γ4/3 +O(γ5/3),

P = 2π + 2(3π)1/3 a− 1

(a2T )1/3
γ1/3 − 2π

15

(15a2 − 12D + T 2 − a(3D + T 2))

a2T
γ+

+
4π1/3

32/3

a1/3(a− 1)

T 4/3
γ4/3 +O(γ5/3),

ρ = 1 − 2(3π)1/3

(
T

a

)2/3

γ1/3 + 2(3π)2/3

(
T

a

)4/3

γ2/3+

+
2π

15

15a2 + 12D − 31T 2

a2
γ+

+
2π1/3

5 · 32/3

20a3 − 30πa2T − 24πDT + 17πT 3

a8/3T 1/3
γ4/3 +O(γ5/3),
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and

ŷ0 =

(
3πa

T

)1/3

γ1/3 +

(
π2T

3a

)1/3

γ2/3 +
π (15a2 + 3D + T 2)

15aT
γ+

+
π1/3(30a2(a+ πT ) − πT (3D + T 2))

15(32a5T 4)1/3
γ4/3 +O(γ5/3),

for |γ| sufficiently small.

Proof If γ = 0, it is easy to see that system (3.71) has a linear center for
x ≤ 0, because the eigenvalues of the linearization matrix are ±i.

For γ 6= 0 in the zone with x ≤ 0, the linearization matrix has complex
eigenvalues γ ± i, that is, the equilibrium point at (−1,−2γ)T is a focus.

We want to analyze the possible bifurcation of a limit cycle from the
linear center existing in the zone x ≤ 0 for γ = 0. Obviously, it should be
born from the most external periodic orbit of the center, that is tangent to
the frontier x = 0 at the origin.

We assume the existence of a limit cycle living in the two zones of linearity,
with intersections x̂0 = (0, ŷ0)

T and x̂1 = (0, ŷ1)
T with x = 0 as it is show in

Figure 3.22.
Let consider an orbit of system (3.71) that starts from the point x̂0 =

(0, ŷ0)
T and it enters in the zone x > 0. The points of that orbit are given

by the expression

(
xR(τ)
yR(τ)

)
= eARτ (x̂0 − xeqR

) + xeqR
,

where the subindices R stand for the right zone, that is, x > 0. Being

AR =

(
T −1
D 0

)

the linearization matrix of the right zone and xeqR
= (−a/D,−aT/D)T .

In the zone with x < 0, if we integrate backwards starting from point x̂0

we obtain the orbit given by

(
xLB

(τ)
yLB

(τ)

)
= e−ALτ (x̂0 − xeqL

) + xeqL
,
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where the subindices L stand for the left zone, that is, x ≤ 0. Being

AL =

(
2γ −1

γ2 + 1 0

)

the linearization matrix of the left zone and xeqL
= (−1,−2γ)T .

The existence of the above mentioned limit cycle implies that exist two
positive values τR and τL such that

(
xR(τ)
yR(τ)

)
= x̂1 =

(
0
ŷ1

)
=

(
xLB

(τ)
yLB

(τ)

)
.

This expression is equivalent to the following system




xLB
(τL) = 0,

xR(τR) = 0,
yR(τR) − yLB

(τL) = 0,
(3.77)

where ŷ1 has been removed from the computation. System (3.77) has three
unknowns: τL, τR, ŷ0, the bifurcation parameter γ, and it is the closing
equations system. The use of these equations goes back to Andronov and
coworkers [2].

The sorted set formed by (3.77) will be denoted by

H(z) = 0, (3.78)

where z = (τL, τR, ŷ0, γ).
The outermost periodic orbit of the linear center that exist in zone x ≤ 0

for γ = 0 must satisfy (3.78), with corresponding values τL = 2π, τR = 0,
ŷ0 = 0, γ = 0, that we write in the more compact form z̄ = (2π, 0, 0, 0).

Obviously, we are interested in a branch of solutions of (3.78) passing
through z̄, and leading to positive values of τL and τR. It turns out that
system (3.78) has a trivial branch of solutions that passes through z̄ and can
be parameterized as z(µ) = (2π, 0, µ, 0) for every real µ. This trivial branch
will be called the spurious branch because, for µ 6= 0, these solutions do not
correspond to periodic orbits of the system (3.78). The Jacobian matrix of
H evaluated at z̄ is the following

∂H

∂z

∣∣∣∣
z=z̄

=




0 0 0 −2π
0 0 0 0
1 a 0 0



 ,
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and it has not full rank.
In order to apply the Implicit Function Theorem we must to remove this

spurious branch. The second equation of (3.78), namelyH2(z) = 0 is satisfied

for every z with τR = 0. The function H̃2(z) such that H2(z) = τRH̃2(z) is
an analytic function in a neighborhood of z̄. If we define the modified closing
equations

G(z) = 0, (3.79)

where G2 = H̃2 and Gi = Hi for i 6= 2, then the solution set of (3.79) in a
neighborhood of z̄ is the solution set of (3.78) excepting the spurious branch
solution.

The Jacobian matrix of system (3.79) is the following

J =




0 0 0 −2π
0 −a/2 −1 0
1 a 0 0



 .

If we remove the second column (corresponding to τR), the determinant of
the resulting matrix is −2π 6= 0 and hence the matrix has full rank. From the
Implicit Function Theorem for analytic functions (see [12]) we obtain that
in a neighborhood of z̄ exist three unique analytic functions τL = ϕ1(τR),
ŷ0 = ϕ2(τR) and γ = ϕ3(τR), such that H(ϕ1(τR), ϕ2(τR), ϕ3(τR), τR) = 0.
Thus, we can assume the existence of series expansions in τR, for the three
functions. The procedure for the computation of these series is the following.
First, we write series with undetermined coefficients for ϕ1, ϕ2 and ϕ3, and
second, we introduce these series in (3.78) and solve the system at order 1 in
τR, obtaining the coefficients of ϕ1, ϕ2 and ϕ3 of order 1. The computation
is straight forward increasing the order of τR by one and solving a new linear
system in each step. The results have been computed using for safety two
different symbolic manipulators (Mathematica [88] and Maple [4]) and they
are the following.

τL(τR) = 2π − aτR +
a(a2 −D)

12
τ 3
R +O(τ 5

R),

ŷ0(τR) = −a
2
τR +

aT

12
τ 2
R − aD

24
τ 3
R +

aT (7D − T 2)

720
τ 4
R +O(τ 5

R),

γ(τR) = −a
2T

24π
τ 3
R +

a2T (15a2 − 12D + T 2)

1440π
τ 5
R − a5T

288π2
τ 6
R +O(τ 7

R).

(3.80)
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Since a > 0, we can invert the series γ(τR) applying Lemma 3.7 taking n = 3,
ξ = τR and η = γ, so that we obtain

τR(γ) = −2

(
3π

a2T

)1/3

γ1/3−2π(15a2 − 12D + T 2)

15a2T
γ− 4aπ1/3

(9a2T 4)1/3
γ4/3+O(γ5/3).

(3.81)
Since τR provides the time spent by the orbit in the zone x > 0, this

implies that τR must be positive for |γ| sufficiently small, then γT must
be negative. Replacing τR(γ) in (3.80) we obtain the expressions of P =
τL(γ) + τR(γ) and y0(γ) that appear in the statement of Theorem 3.6.

The peak-to-peak amplitude in x is measured as the maximum distance
of x-coordinates between any two points of the periodic orbit. Let us denote
by τRmax

the time for which x(τ) reaches its maximum value x(τRmax
) in the

zone with x > 0. In the same way, let us denote by τLmin
the time for which

x(τ) reaches its minimum value x(τLmin
) in the zone x ≤ 0.

In a similar way to what happens for the variables τL, ŷ0 and γ, the time
τRmax

has a series expansion with respect to the variable τR. The variable x
reaches its maximum value for τ = τRmax

, hence the following equality must
hold

ẋ = TxR(τRmax
) − yR(τRmax

) = 0, (3.82)

where
(
xR(τRmax

)
yR(τRmax

)

)
= xeqR

+ eARτRmax(τR)

[(
0

ŷ0(τR)

)
− xeqR

]
. (3.83)

From equalities (3.80), (3.82) and (3.83) it is easy to compute the series
expansion for τRmax

, namely

τRmax
=
τR
2

+
T

24
τ 2
R +

2DT − T 3

2880
τ 4
R +O(τ 6

R). (3.84)

Using (3.80) and (3.84) in (3.83) we obtain the following expansion

xR(τRmax
) =

a

8
τ 2
R +

a(15D − 2T 2)

1152
τ 4
R +O(τ 6

R). (3.85)

The time τLmin
has a series expansion with respect to the variable τR.

The variable x reaches its minimum value for τ = τLmin
, hence the following

equality must hold

ẋ = 2γxLB
(τLmin

) − yLB
(τLmin

) = 0 (3.86)
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where
(
xLB

(τLmin
)

yLB
(τLmin

)

)
= xeqL

+ e−ALτLmin
(τR)

[(
0

ŷ0(τR)

)
− xeqL

]
. (3.87)

From equalities (3.80), (3.86) and (3.87) it is easy to compute the series
expansion for τLmin

, namely

τLmin
= π − a

2
τR +

aT

12
τ 2
R +

a(a2 −D)

24
τ 3
R +

aT (7D − T 2 − 15a2)

720
τ 4
R +O(τ 5

R).

(3.88)
Using (3.80) and (3.88) in (3.87) we obtain

xLB
(τLmin

) = −2 − a2

8
τ 2
R +

a2(9a2 − 24D − 4T 2)

1152
τ 4
R +O(τ 5

R). (3.89)

Computing App = xR(τRmax
) − xLB

(τLmin
) we obtain the expression that

appears in Theorem 3.6.
In order to determine the stability of the limit cycle, first we apply Lemma

3.6 to system (3.71), obtaining

P ′
R(ŷ0) =

−ŷ0

−ŷ1
exp

(∫ τR

0

Tdτ

)
=
ŷ0

ŷ1
eTτR .

For the part of the limit cycle with x ≤ 0 we can formulated a result analogous
to Lemma 3.6 providing the derivative of the left Poincaré map

P ′
L(ŷ1) =

F−
1 (x̂1)

F−
1 (x̂0)

exp

(∫ τ−

0

div(F−)

)
=

−ŷ1

−ŷ0

exp

(∫ τL

0

2γdτ

)
=
ŷ1

ŷ0

e2γτL .

Taking into account that we can write the complete Poincaré map as P (ŷ0) =
PL (PR(ŷ0)), we have

P ′(ŷ0) = P ′
L (PR(ŷ0))P

′
R(ŷ0) = P ′

L(ŷ1)P
′
R(ŷ0).

Therefore, the characteristic multiplier of the periodic orbit is the following
ρ = P ′(ŷ0) = eTτR+2γτL . Substituting the series τL(τR) from (3.80) in the
above expression of ρ, then using the series τR(γ) from (3.81) and finally,
computing the series expansion of ρ with respect to γ, we obtain the expres-
sion given for ρ in Theorem 3.6.
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y

x0 = (0, y0)
T

x1 = (0, y1)
T

x < 0 x > 0

τL τR

xLB
xR

Figure 3.23: A typical orbit with the notation used in the proof of Theorem
3.6.

It should be noted that the sign of the parameter D is not relevant for the
bifurcation. Thus, our result covers not only the focus-focus case but also
the case of D = 0 (parabolic case) and the saddle case (D < 0). Of course,
the uniqueness of the bifurcating limit cycle is referred to a neighborhood of
the most external periodic orbit of the linear center existing for γ = 0, and so
it is a local uniqueness. The case T = 0 is explicitly excluded from our result
because then we should have a global center for the critical value γ = 0; the
possible bifurcation of limit cycles for such non-generic case requires different
techniques, as considered in [6].

Undoing the changes of variables introduced in the proof of Proposition
3.12, it is easy now to obtain a similar result for system (3.70) with b = 0
and under adequate hypotheses.

Theorem 3.7 Consider system (3.70) under the hypotheses T 2
− − 4D− < 0,

a− < 0, a+ < 0, T+ 6= 0 and assuming that in the zone x > 0 we have an
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invisible tangency at the origin, that is b = 0. The linear center configuration
restricted to the zone x ≤ 0, that exists for T− = 0 gives place to a unique
periodic oscillation for T−T+ < 0 and |T−| sufficiently small.

More precisely, for T+ < 0 the limit cycle bifurcates for T− > 0 and it is
stable, while for T+ > 0 the limit cycle bifurcates for T− < 0 and it is unstable.
If we denote by x̂0 = (0, ŷ0)

T a representative point of the bifurcating limit
cycle, the peak-to-peak amplitude App in x, the period P , the characteristic

multiplier ρ and ŷ0 are analytic functions at 0 in the variable T
1/3
− . Namely,

we have

App = −2
a−
D−

− 1

2

(
3π

2

)2/3
a+ + a−
D−

(
a−
a+

)1/3(
T−
T+

)2/3

+O(T−)4/3, (3.90)

P =
2π√
D−

− (12π)1/3 a− − a+

a
1/3
− a

2/3
+

√
D−

(
T−
T+

)1/3

+

+
π

15

[
15a2

+D− − 3D+(4a2
− + a−a+) + T 2

+a−(a− − a+)
]

a2
+D

3/2
−

T−
T+

+

+O(T−)4/3,

(3.91)

ρ = 1 +
(12π)1/3

√
D−

T+

(
a−
a+

)2/3(
−T−
T+

)1/3

+ (18π2)1/3
T 2

+

D−

(
a−
a+

)4/3(
T−
T+

)2/3

+

+
π

15

45a2
+ + a2

−(12D+ − 31T 2
+)

a2
+D

3/2
−

T− +O(T−)4/3,

and

ŷ0 =

(
3π

2

)1/3
a

1/3
+ a

2/3
−√

D−

(
−T−
T+

)1/3

−
(
π2

12

)1/3
a

4/3
− T+

a
1/3
+ D−

(
T−
T+

)2/3

−

− π

30

15a2
+D− + a2

−(3D+ + T 2
+)

a+D
3/2
−

T−
T+

+O(T−)4/3,

(3.92)
for |T−| sufficiently small.

Proof To prove this theorem it suffices to consider the statements in The-
orem 3.6 for the system (3.71), to substitute the parameters T , a and γ by

PWL differential systems: limit cycles and analysis of bifurcations



3.3. A limit cycle bifurcation in 2DPWL2 systems 115

their expressions provided in Proposition 3.12, and undo the changes that
convert the system (3.70) in (3.71).

In particular, to get the new expression in the period P , we start from
(3.81) and the first expression in (3.80). This last expression is rescaled
by 1/ω and added to (3.81), which after written in terms of the original
parameters in (3.70) leads to the expression given in (3.91).

Similarly, to get the expression in (3.90) we must start from (3.85) and
(3.89). This last expression should be affect by a factor 1/(ωk) while (3.85)
must be multiplied by 1/k. After substituting in such expressions the value
of τR given in (3.81), and resorting to the original parameters we arrive at
(3.90).

To get the new expression for the characteristic multiplier, it suffices to
use the original parameters, while to get the expression (3.92) we only must
divide by k the expression for ŷ0 in Theorem 3.6.

This theorem is an extension of the results obtained in [26], where only
the continuous case with symmetry respect to the origin was analyzed. Note
that, if we put in the above expressions a+ = a− the focus-center-limit cy-
cle bifurcation in the continuous case without symmetry is included. In
other words, Theorem 3.7 covers the focus-center-limit cycle bifurcation for
2CPWL2 systems. The expressions (3.90)-(3.92) have been computed with
the help of a symbolic computation systems (Mathematica [88] and Maple
[4]) and only the first coefficients of the series are explicitly shown. More
terms can be computed with the same techniques, if required.

3.3.1 Discontinuous models of Wien bridge oscillators

C2

Rs

R1

R2

C1

R f

Vo

+

+

-

-

+

-
+

-
E B

Figure 3.24: Diagram of the Wien Bridge asymmetrical electronic circuit.
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We come back to the electronic circuit analyzed in Section 3.2.1, this time
following the discontinuous formulation proposed in [49]. We start from the
normalized differential system (3.43), which is here rewritten for convenience,

dx

dτn
= t̃x+ (T̃ − t̃) sat(x) − y,

dy

dτn
= x− xB ,

(3.93)

and we recall that we use the dimensionless voltages

x = α
VC2

E
, y = α

VC1

E
, xB = α

EB

E
,

and the parameters

t̃ = −
√
R2C1

R1C2
αcrit, T̃ =

√
R2C1

R1C2
(α− αcrit),

and

α = 1 +
Rf

Rs

, αcrit = 1 +
C2

C1

+
R1

R2

.

We can now write a discontinuous, second order differential equation in x
from (3.93) by taking time derivatives in the first equation and substituting
the second one. This requires to accept the discontinuous pulse function

H(1 − |x|) =

{
0, |x| > 1,
1, |x| < 1,

as the derivative of sat(x). Thus, we arrive at the equation

ẍ− t̃ẋ− (T̃ − t̃)H(1 − |x|)ẋ+ x− xB = 0.

Now, following [49], we introduce two new parameters Γ, ε instead of traces,
such that

t̃ = 2Γ, ε = − T̃
t̃

=
α

αcrit
− 1,

so that the differential equation becomes

ẍ− 2Γẋ+ 2Γ(1 + ε)H(1 − |x|)ẋ+ x− xB = 0.
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Working with the symmetric case, that is, for xB = 0, an analysis of the
bifurcation at ε = 0, that is α = αcrit, giving rise to the jump appearance of
oscillations for ε > 0 can be found in [49]. Note that the same analysis can
be done in a continuous context, see the analysis for the focus-center-limit
cycle bifurcation done in [26], but we want to deal with these discontinuous
models in order to show how our previous results apply.

Here, we will assume the more general situation xB 6= 0, so that the
nonlinear characteristic of the electronic device has some lack of symmetry
as viewed from the equilibrium point, and we want to gain quantitative
information about the focus-center-limit cycle bifurcation that occurs at ε =
0. To fix ideas, suppose

0 < xB < 1.

Then, for ε = 0 we have a bounded center configuration, a period annulus in
other words, which is tangent to the vertical line x = 1 and totally contained
in the region x > −1 + xB > −1; it is precisely the most external periodic
orbit of the annulus where the non-symmetric limit cycle will bifurcate from.
Thus, for small ε > 0 the resulting limit cycle only uses the zones C and R;
therefore, in the bifurcation analysis we can discard the zone L. Thus we
assume that the circuit model is given by

{
ẍ+ 2Γẋ+ x− xB = 0, x > 1,
ẍ− 2Γεẋ+ x− xB = 0, x ≤ 1.

To put the equilibrium at the origin keeping at the same time the disconti-
nuity line at the unitary value of the variable, we adopt the change

v =
x− xB

1 − xB
,

so that, after substituting and removing the scale factor (1 − xB), we arrive
at the discontinuous differential equation

{
v̈ + 2Γv̇ + v = 0, v > 1,
v̈ − 2Γεv̇ + v = 0, v ≤ 1.

Using now the notation x = v−1, y = v̇, the above equations can be written
in the form {

ẋ = y
ẏ = −x− 2Γy − 1,

if x > 0,
{
ẋ = y
ẏ = −x+ 2Γεy − 1,

if x ≤ 0.
(3.94)
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System (3.94) is discontinuous but is in the formulation (1.1) given in [30], so
that we can apply the Proposition 3.1 of that paper in order to put system
(3.94) in Liénard form. The homeomorphism

x̃ =

(
1 0

−2Γ −1

)
x, if x > 0,

x̃ =

(
1 0

2Γε −1

)
x, if x ≤ 0,

transform system (3.94) in
{
ẋ = −2Γx− y
ẏ = x+ 1,

if x > 0,
{
ẋ = 2Γεx− y
ẏ = x+ 1,

if x < 0,
(3.95)

where the tildes have been dropped for the sake of simplicity. Although it is
not really important for our purposes, note that, starting from a discontinu-
ous system, we have at the end a continuous system, that is, we are in the
case a+ = a−.

We could now apply Proposition 3.12 and next Theorem 3.6 to system
(3.95). Clearly, it is more direct to resort to Theorem 3.7 by taking T+ =
−2Γ, T− = 2Γε, D+ = D− = 1, a+ = a− = −1, concluding that the
bifurcation takes place for ε = 0, the limit cycle exists for sufficiently small
ε > 0 and it is stable.

Therefore, the peak-to-peak amplitude in x, the period and the charac-
teristic multiplier of the limit cycle are

App = 2 +

(
3π

2

)2/3

ε2/3 − π4/3(99 + 52Γ2)

40 · 181/3
ε4/3 +O(ε5/3),

P = 2π +
4(18π5)1/3

5
ε5/3 +O(ε2),

and

ρ = 1 − 2(12π)1/3Γε1/3 + 4(18π2)1/3Γ2ε2/3 +
2π

15
Γ(27 − 124Γ2)ε+

+
4

5

(
4π

9

)1/3

Γ(34πΓ3 − 27πΓ − 5)ε4/3 +O(ε5/3).
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The order ε5/3 term in the last expression of the period P was not explicitly
given by Theorem 3.6; of course, it has been computed with the same pro-
cedure given in the proof of Theorem 3.6, increasing the number of terms in
(3.80).

We finish this section (and the chapter) by remarking the importance of
the study of the bi-parametric unfolding of this bifurcation when the param-
eter b is allowed to be moved from zero. We suspect the possible appearance
of two limit cycles in certain cases; anyway, this is left as the subject for
future work.
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CHAPTER 4

Some contributions to the dynamics
of three-dimensional systems

In this chapter, we focus our attention to S3CPWL3 systems. We start by
recalling the bifurcation results for this family when considering the analo-
gous situation to the Hopf bifurcation in smooth systems, leading to a focus-
center-limit cycle bifurcation in 3D. Afterwards, we advance in the analysis
by studying a more complicated situation, as is the piecewise linear analogous
of the Hopf-pitchfork bifurcation, which is the main subject of the chapter.
In the last section, we consider some examples taken from nonlinear electron-
ics where the previous theoretical analysis allows to obtain relevant practical
consequences.

Along the chapter, we consider the following family of piecewise linear
differential systems written in the Luré form,

ẋ = F(x) = ARx + b sat(x), (4.1)

where x = (x, y, z)T ∈ R
3, the saturation function is given by

sat(u) =





1 if u > 1,
u if |u| ≤ 1,

−1 if u < −1,

121
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the dot represents derivative with respect to the time τ ,

AR =




t −1 0
m 0 −1
d 0 0



 and b =




T − t
M −m
D − d



 , (4.2)

where t, m, d, T , M and D are certain coefficients. System (4.1)-(4.2), as a
menber of S3CPWL3 family, has the following properties:

(a) It is symmetric with respect to the origin, i.e. F(x) = −F(−x).

(b) In the region with |x| 6 1 it becomes the homogeneous system

ẋ(τ) = ACx(τ) =




T −1 0
M 0 −1
D 0 0



x(τ). (4.3)

(c) The coefficients t, m, d and T , M , D are the linear invariants (trace,
sum of principal minors and determinant) of the matrices AR and AC ,
respectively.

Note that AC = AR +beT
1 , where e1 = (1, 0, 0)T , and that the considered

family of systems is in the generalized Liénard form, see Chapter 2. Thus,
under generic conditions for every system of the form (4.1) after some change
of variables, we can get the matrices in the form given in (4.2) and (4.3).

In next section, we recall the known results about the PWL analogous of
the Hopf bifurcation for these systems.

4.1 A short review of the PWL analogous of

Hopf bifurcation

Regarding system (4.1), the transition of an eigenvalue pair of the matrix
AC through the imaginary axis of the complex plane constitutes an analo-
gous situation to the smooth Hopf bifurcation. Here, at the critical value
of parameters, the system has a linear center configuration, to be restricted
to the zone C. If we choosing T as the bifurcation parameter, this happens
for the critical value Tc = D/M provided that M > 0. Then system (4.1)
has a linear center in the zone C, see Fig. 4.1, that is, the matrix AC has
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T>TT<Tc T=Tc c

Figure 4.1: The focus-center-limit cycle bifurcation in the case D > 0, δ > 0.
The focal plane and the complementary one-dimensional invariant manifold
at the origin are shown, along with the two parallel planes which separate
the three linear regions. In the situation sketched, as deduced from Theorem
4.1, the bifurcating limit cycle is of saddle type.

a pair of pure imaginary eigenvalues. If we want to analyze whether a limit
cycle bifurcates from this configuration as the bifurcation parameter T varies
around the critical value Tc, the key result is the following, see [27] for the
proof.

Theorem 4.1 Considering system (4.1) with M > 0, Tc = D/M and

δ = DM −Dm+ dM − tM2 6= 0,

the following statements hold. For T = Tc the system undergoes a focus-
center-limit cycle bifurcation, that is, from the lineal center configuration
in the central zone, which exists for T = Tc, one limit cycle appears for
δ(T − Tc) > 0 and T − Tc sufficiently small.

The amplitude A (measured as the maximum of |x1|), the period Per and
the logarithms of characteristic multipliers µr and µa of the periodic orbit are
analytic functions at 0, in the variable (T − Tc)

1/3, namely

A = 1 +
(6π)2/3M4/3

8δ2/3
(T − Tc)

2/3 +
(6π4)1/3a4

960M1/3δ7/3
(T − Tc)

4/3 +O (T − Tc)
5/3 ,

Per =
2π√
M

+
π(M −m)

√
M

δ
(T − Tc) −

62/3π5/3M5/6P5

20δ8/3
(T − Tc)

5/3 + h.o.t.
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and

µr = −(48π)1/3 M7/6δ2/3

D2 +M3
(T − Tc)

1/3 +O (T − Tc)
2/3 ,

µa =
2πD

M3/2
+

(48π)1/3

M5/6

(
Mt−D

δ1/3
+

M2δ2/3

D2 +M3

)
(T − Tc)

1/3 +O (T − Tc)
2/3 ,

where

a4 = −120tM5 +
(
120D + 2t3 + 21mt + 72d

)
M4+

+
[
−
(
93m+ 27t2

)
D +

(
27m− 2t2

)
d
]
M3 +

(
2t2m+ 25dt− 27m2

)
DM2

+
[
25D3 + 23 (mt− d)D2

]
M − 25mD3,

P5 =
[
M (M −m)2 + (Mt− d)2

]
(Mt−D) .

In particular, if δ > 0 and D < 0, then the limit cycle bifurcates for T > Tc

and is orbitally asymptotically stable.

When the coefficient δ is not equal to zero, Theorem 4.1 gives a com-
plete characterization of the bifurcation criticality. Such coefficient δ plays a
similar role to the coefficient of cubic term in the Poincaré-Andronov-Hopf
normal form. When δ = 0 the bifurcation is of higher codimension, requiring
a specific treatment, see [28].

Theorem 4.1 describes a codimension one bifurcation, similar to the Hopf
bifurcation of differentiable dynamics, see [12], but it should be remarked
the differences that introduces the PWL case. In particular, the expressions
characterizing the bifurcation are in terms of the parameter to the power one
third instead of the power one half, and, what is more important, the limit
cycle amplitude’s leading order is O(1). Thus, the stability change of the
origin is accompanied by the abrupt appearance of a limit cycle of significant
size, as we have also seen in the planar case, see Chapter 3.

As a final remark for this section, we want to emphasize that a similar
phenomenon without symmetry can appear in 2CPWL3 systems, see [7].

In the next section, we advance in the theory by considering the case
where not only we have an eigenvalue pair of the matrix AC crossing the
imaginary axis of the complex plane but also a real zero eigenvalue.
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4.2 The PWL analogous of Hopf-pitchfork bi-

furcation

A specific bifurcation in 3D vector fields is the Hopf-pitchfork bifurcation,
also called Hopf-zero or fold-Hopf bifurcation. This bifurcation is character-
ized by the simultaneous appearance of three eigenvalues at the imaginary
axis of the complex plane, see Section 7.4 of [36]. In a recent paper [61], as
a first step to study the possible occurrence of an analogous to the Hopf-
pitchfork bifurcation in continuous piecewise linear systems with symmetry,
authors assumed a linear part controlling the dynamics at the origin near
a critical situation with a pure imaginary pair and a single zero eigenvalue.
However, strong assumptions on the spectra for the external linear parts in-
volved were required in the quoted paper. Here, we suppress such restrictive
assumptions and consider much more general linear parts, maintaining the
eigenvalue structure leading to the analogous of a Hopf-pitchfork bifurcation.
Thus, we give information about the general unfolding of such bifurcation in
the framework of piecewise linear systems.

Our goal is to study the phenomena associated to the fold-Hopf bifurca-
tion at the origin. To do this, we introduce ε as the bifurcation parameter
and impose that the three eigenvalues of matrix AC be

−ε ρε± ωi,

where ρ ∈ R and ω ∈ R
+ are auxiliary fixed parameters. Thus for ε = 0 the

three eigenvalues are 0 and ±ωi, which are located on the imaginary axis of
the complex plane. Accordingly we choose

T (ε) = (2ρ− 1)ε,

M(ε) = ω2 + ρε2(ρ− 2),

D(ε) = −ε(ρ2ε2 + ω2),

(4.4)

to be assumed hereafter.

We emphasize in the next result an invariant property of systems (4.1)-
(4.2), whose proof is direct and will be omitted.
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Proposition 4.1 System (4.1)-(4.2) is invariant under the following trans-
formation

(x, y, z, τ, t,m, d, ε) −→ (x,−y, z,−τ,−t,m,−d,−ε).

This symmetry property is useful for simplifying the analysis of the family
under consideration. Next, we summarize the main assertions about possible
equilibrium of the family.

Proposition 4.2 For system (4.1)-(4.2) with ρ 6= 0 and ω > 0 the following
statements hold.

(a) If dε < 0 the unique equilibrium point is the origin.

(b) If dε > 0 then the equilibria are the origin and the two points

x+
ε =

(
1 − D(ε)

d
, T (ε) − t

D(ε)

d
, M(ε) −m

D(ε)

d

)T

, x−
ε = −x+

ε .

(c) If ε = 0 then all the points of the segment

{(x, y, z)T ∈ R
3 : (x, y, z)T = µ(1, 0, ω2)T , |µ| ≤ 1}

are equilibria for the system. If furthermore d 6= 0, the above segment
captures all the equilibrium points.

(d) The origin is stable when ε > 0 and ρ < 0. The stability of equilibrium
points x±

ε that appear for dε > 0 requires t < 0, d < 0 and mt− d < 0.

Proof From the definition of system (4.1)-(4.2) under conditions (4.4) in the
central zone, it is direct to assure that the unique equilibrium point for ε 6= 0
and |x| < 1 is the origin.

From the third component of equations of system (4.1)-(4.2), in the zone
x > 1, the x-coordinate of the equilibrium point for ε 6= 0 is equal to

x+
ε = 1 +

ε

d
(ρ2ε2 + ω2).

If dε < 0 then x+
ε < 1 and the equilibrium point is not a real equilibrium but

it is a virtual one. The same is true for the zone x < −1 and x−ε . If dε > 0
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ε

x

1

0

−1

Figure 4.2: The bifurcation diagram for equilibria of system (4.1)-(4.2) when
d > 0. We draw only the x-coordinate of equilibrium points.

then real symmetrical equilibrium points x+
ε and x−

ε are obtained, and the
statements (a) and (b) hold.

For ε = 0 the computation of the segment of equilibrium points in state-
ment (c) is straightforward.

Statement (d) comes from the classical Hurwitz conditions.
From statement (c) of Proposition 4.2 we see that at ε = 0 system (4.1)-

(4.2) has a degenerate pitchfork bifurcation, see Figure 4.2. Note that for
dε < 0 the points x±

ε are vanishing points for the vector field corresponding to
|x| > 1 but they are out of their corresponding zones. They do not constitute
real equilibria, although they still organize the dynamics of external regions.
This type of equilibrium is usually called virtual equilibrium point.

In order to study the existence of periodic orbits in system (4.1)-(4.2),
we start by considering the central zone of system (4.3) with ε = 0. In this
case a direct computation shows that the solution of (4.3) starting from an
arbitrary point (x0, y0, z0)

T for τ = 0 is given by

x(τ) = eACτ




x0

y0

z0


 =

1

ω2




ω2 cos ωτ −ω sin ωτ 1 − cos τ

ω3 sin ωτ ω2 cos ωτ −ω sinωτ

0 0 ω2






x0

y0

z0


 .

(4.5)
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x = -1 x = 1

Figure 4.3: Structure of periodic orbits for ε = 0 in the central zone. The
two solid cones are completely foliated by periodic orbits surrounding the
segment of equilibrium points {(x, 0, xω2)T : |x| 6 1}.

If |x0| < 1 then the corresponding orbit is an arc of the ellipse




(x, y, z)T ∈ R
3 :

(
x− z0

ω2

)2

(
x0 −

z0
ω2

)2

+
y2

0

ω2

+
y2

ω2
(
x0 −

z0
ω2

)2

+ y2
0

= 1, z = z0




,

(4.6)
passing through the initial point. For some initial points we get complete
ellipses in the region |x| ≤ 1 and then we will have that −ω2 < z0 < ω2.

Therefore, the orbits corresponding to solutions (4.5) of system (4.3) that
are contained for all τ in the central zone are periodic orbits of system (4.1)-
(4.2), and define a bounded set completely foliated by periodic orbits. This
periodic bounded set has the shape of two solid cones sharing the elliptic disc
ω2x2 + y2 6 ω2 in the plane z = 0 as their common basis, see Figure 4.3,
each one being tangent to one of the planes x = 1 and x = −1.

The structure of periodic orbits of Figure 4.3 is independent on the values
of t,m and d. For ε 6= 0 and small, most of these periodic orbits will disappear
but some of them could give rise to limit cycles. In this chapter, we analyze
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the possible appearance of limit cycles from the above set of periodic orbits
for ε 6= 0 and small.

As it is well known, a linear system cannot have limit cycles. So that,
limit cycles must cross the planar frontiers x = 1 or x = −1. If for some
values of parameters there exits a limit cycle living in two zones it will be
called bizonal limit cycle. Analogously, we speak of tri-zonal limit cycles
when they cross the two separation planes. It should be noticed that, due to
the symmetry of the vector field with respect to the origin, non-symmetric
limit cycles should come in pairs, that is, when a non-symmetric limit cycle
exists then there must be its symmetrical one. This is always the case for
bizonal limit cycles.

We use in the sequel the ideas of Chapter 2. Let us consider a tri-zonal
periodic orbit Γ, symmetric with respect the origin and living in the three
zones of linearity. Therefore, there exists a point P̄0 = (1, y0, z0)

T = (1, p̄0)
T

in Γ located in the plane x = 1, such that when time increases, the orbit will
evolve in the zone x > 1, until it transversely crosses the plane x = 1 at the
point P̄1 = (1, y1, z1)

T = (1, p̄1)
T after time τ̄R. Next the orbit goes through

the central zone until it hits the plane x = −1 after a time τ̄C at a point P̄2,
which due to the symmetry is −P̄0. Then Γ goes through the zone x < −1
from the point P̄2 to the point P̄3 = −P̄1 during a time τ̄R and finally, after
a time τ̄C it comes back to the point P̄0, see Figure 4.4.

Note that at the plane x = 1, the contact line y = T (ε) splits the plane
in two open half-planes, namely the regions where ẋ > 0 (y < T (ε)) and the
one where ẋ < 0 (y < T (ε)). Consequently, we must have y0 < T (ε) and
y1 > T (ε). The symmetry of the system (4.1)-(4.2) allows us to determine
the periodic orbit Γ by using the half-orbit from P̄0 to P̄2 passing through
P̄1.

By the continuity of the flow, it is possible to define in an adequate open
set within the plane x = 1 the functions πR and πC , such that πR(p̄0) = p̄1

and πC(p̄1) = −p̄0 so that their composition πH = πC ◦ πR is the half return
map. We denote by τR(p0) the time spent by the orbit from P0 to P1, being
P0 = (1,p0) and P1 = (1,p1) points with x = 1 in a neighborhood of P̄0 and
P̄1 respectively. Let us call τC(p1) the time employed from P1 to P2. See
Figure 4.5. We denote derivatives with respect to the restricted coordinates
on the plane x = 1 as Dp(·).

Then, if we denote by τ(p0) the total time spent by the orbit to pass from
P0 to P2, we conclude that Dpτ(p0) = DpτR(p0) +DpτC(p1)DpπR(p0).

The eigenvalues of the derivative Dpπ at the point p0 can be computed
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τ C

τ E

P0

x=−1 x=1

1
P

P
3

2P̄P2

τ̄C
P̄1

τ̄R

P̄0P̄3

x = −1 x = 1

Figure 4.4: Tri-zonal periodic orbit of system (4.1)-(4.2) and the relevant
points necessary to build the closing equations.

by using the next result which is a particularization of Proposition 2.13 for
the 3D case and appeared in Proposition 3.2 of [27]. As usual, if a matrix
Q is nonsingular, we say that the matrix QMQ−1 is similar to matrix M .
Note that the complete return map Π can be obtained by composing π with
another half-return map which, due to the symmetry, is identical to π, and
so the eigenvalues of Π are the squares of the eigenvalues of π.

Proposition 4.3 Consider a symmetrical tri-zonal periodic orbit of system
(4.1)-(4.2) starting from (1, p̄0) and passing through (1, p̄1) with p̄0, p̄1 ∈ R

2.
Then the product of the two matrices

(
1 DpτC(p̄1)
0 DpπC(p̄1)

)(
−1 DpτR(p̄0)
0 DpπR(p̄0)

)
=

(
−1 Dpτ(p̄0)
0 Dpπ(p̄0)

)

is similar to the matrix

M = eACτC(p̄1)eARτR(p̄0) = eAC τ̄CeARτ̄R . (4.7)
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τ C

τ E

P0

x=−1 x=1

1
P

P
3

2PP2
P1

P0

x = −1 x = 1

Figure 4.5: Half-return map of system (4.1)-(4.2) from section x = 1 to
section x = −1.

Before the main results, we rewrite Lemma 3.7 that will be useful for the
proofs.

Lemma 4.1 Let η = ξn̺(ξ) with n odd, where ̺ is a real analytic function
in a neighborhood of the origin and such that ̺(0) 6= 0. Then there exists a
real analytic function χ in a neighborhood of the origin with χ(0) 6= 0 such
that ξ = η1/nχ(η1/n).

The next elementary result, which appeared in [73] as Lemma 5, is a
straightforward criterion to assure that the two roots of a quadratic equation
have modulus less than one.

Lemma 4.2 The two solutions of the quadratic equation x2 −px+ q = 0 are
inside the unit circle if and only if |q| < 1 and |p| < 1 + q.

Using the above lemma, the following remark will be used to determine
the stability of periodic orbits of system (4.1)-(4.2).
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Remark 4.1 We note that the matrix M in (4.7) has one eigenvalue equal to
−1. We will denote by λ1 and λ2 the other two eigenvalues of M . Therefore,
if we take p = λ1 + λ2 and q = λ1λ2, we have trace(M) = −1 + p and
det(M) = −q, and thus the characteristic equation of matrix M is (λ +
1)(λ2 − pλ + q) = 0. Then λ1 and λ2 are the eigenvalues of the derivative
Dpπ, and from Lemma 4.2 both eigenvalues λ1 and λ2 are inside the unit
circle if and only if

| det(M)| < 1 and | trace(M) + 1| < 1 − det(M). (4.8)

Finally, the conditions (4.8) are fulfilled if and only if the eigenvalues of the
derivative of the complete Poincaré map Π, λ2

1 and λ2
2, are inside the unit

circle.

Our first result concerns the possible bifurcation of symmetrical periodic
orbits using the three zones. We introduce a new parameter δ = d − tω2,
which characterizes the criticality of the bifurcation, in a similar way to what
happens in the cases considered in [7] and [27].

Theorem 4.2 Let us consider system (4.1)-(4.2) under conditions (4.4) where
it is assumed ρ 6= 0 and δ = d − tω2 6= 0 and fixed. For ε = 0 the system
(4.1)-(4.2) undergoes a tri-zonal limit cycle bifurcation, that is, from the con-
figuration of periodic orbits that exists in the central zone for ε = 0, one
limit cycle appears for ρδε > 0 and |ε| sufficiently small. It is symmetric
with respect to the origin and bifurcates from the ellipse {(x, y, z)T ∈ R

3 :
ω2x2 + y2 = ω2, z = 0}. This limit cycle has period

P =
2π

ω
+

2πρ(ω2 −m)

ωδ
ε+

(144π5)
1/3

tρ5/3[δ2 + ω2 (m− ω2)
2
]

5ω5/3δ8/3
ε5/3 +O

(
ε2
)
,

its amplitude in x measured as max{x} − min{x} is

A = 2 +

(
3πρω2

2δ

)2/3

ε2/3−

−(π2ρ2ω)2/3 [δ(21m+ 2t2 − 72ω2) + 48(tω2 − dm)]

40 · 181/3δ7/3
ε4/3 +O

(
ε5/3
)
,

and it passes through the point P0 = (1, y0, z0)
T , where

y0 = −
(

3πρω5

2δ

)1/3

ε1/3 +
t

3

(
πρω2

2δ

)2/3

ε2/3 +O(ε),
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and

z0 = −πdρω
2δ

ε+

(
3πρω5

2δ

)1/3

ε4/3 +O(ε5/3).

Furthermore, the bifurcating limit cycle is stable if and only if t < 0, δ > 0
and d < 0.

Proof In order to determine symmetric tri-zonal limit cycles of system (4.1)-
(4.2), our strategy will be the following. First, we integrate an orbit that
starting from the point P0 = (1, y0, z0)

T stays in the zone x > 1, arriving
to the point P1 = (1, y1, z1)

T , after a time τR. If from P0, we integrate the
orbit backwards arriving at −P1 after a time −τC , then due to symmetry of
the problem, we have completed the half of a periodic orbit. This approach
allows the elimination of the coordinates y1 and z1 from the computation of
the periodic orbit.

The solution of system (4.1)-(4.2) in the zone x > 1 passing through the
point P0 is determined by




x(τ)
y(τ)
z(τ)


 = eARτ






1
y0

z0


− x+

ε


+ x+

ε , (4.9)

where x+
ε was defined in Proposition 4.2. Analogously, in the central zone,

integrating backwards system (4.1)-(4.2) from P0 one obtains the solution



xb(τ)
yb(τ)
zb(τ)



 = e−ACτ




1
y0

z0



 . (4.10)

Obviously expressions (4.9) and (4.10) correspond with orbits of system
(4.1)-(4.2) only if x(τ) > 1 for all 0 ≤ τ ≤ τR and |xb(τ)| 6 1 for all 0 ≤ τ ≤
τC . By defining the variable w = (τC , ε, y0, z0, τR) and from equations (4.9)

and (4.10) we obtain the closing equations Ĝ(w) = 0, where

Ĝ1(w) = x(τR) − 1,

Ĝ2(w) = xb(τC) + 1,

Ĝ3(w) = y(τR) + yb(τC),

Ĝ4(w) = z(τR) + zb(τC).

(4.11)

The system Ĝ(w) = 0 constitutes a nonlinear system with four equations
and five unknowns, and its solutions with τC > 0, τR > 0 and y0 < T (ε)
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for |ε| sufficiently small, correspond with periodic orbits symmetrical with
respect to the origin. Of course, it has the solution w̄ = (π/ω, 0, 0, 0, 0)
which corresponds to the ellipse with z0 = 0, y0 = 0 and x0 = 1 given in
(4.6), namely ω2x2 + y2 = ω2 and z = 0.

The closing equations defined by (4.11) have the spurious solution branch
w̄s = (π/ω, 0, µ, 0, 0) for all µ 6= 0, that does not correspond to periodic orbits
of system (4.1)-(4.2) because taking y0 = µ 6= 0, it is easy to show that

max
0<τ<π/ω

|xb(τ)| = max
0<τ<π/ω

∣∣∣∣cos(ωτ) − µ sin(ωτ)

ω

∣∣∣∣ > 1.

This spurious solution branch can be removed by just dividing Ĝ1 by a hidden
factor τR and using modified closing equations, defined through the functions

G1(w) =
1

τR
Ĝ1(w), Gi(w) = Ĝi(w), i = 2, 3, 4. (4.12)

The modified closing equations G(w) = 0, have the same solution set
of (4.11) without the spurious solution branch. Choosing τR as bifurca-
tion parameter, we can write the closing equations as G(v, τR) = 0, where
w = (v, τR) and v = (τC , ε, y0, z0), and we will parameterize their solutions
for v in terms of τR. The corresponding Jacobian matrix is

J = DvG(v̄, 0) =




0 2ρ− 1 −1 0
0 πρ/ω 0 2/ω2

ω2 0 0 0
0 0 0 2


 , (4.13)

where v̄ = (π/ω, 0, 0, 0). Since the determinant of (4.13) is equal to 2πρω 6=
0, the matrix J has full rank and we can apply the Implicit Function Theorem
for analytic functions [12], deducing the existence of a function

v(τR) = (τC(τR), ε(τR), y0(τR), z0(τR))

in a neighborhood of τR = 0. The corresponding series expansions, were
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computed using Mathematica [88], as follows

τC =
π

ω
− τR +

ω2 −m

12
τ 3
R+

+
ω2(15m+ 5t2 − 9ω2) − 6(m2 + dt) +mt2

720
τ 5
R +O (τ 6

R) ,

ε =
ω(d− tω2)

12πρ
τ 3
R +

ω[d(9ω2 + t2 − 6m) + t(12mω2 − t2ω2 − 15ω4)]

720πρ
τ 5
R+

+O (τ 6
R) ,

y0 = −ω
2

2
τR +

tω2

12
τ 2
R +

ω[2(2ρ− 1)(tω2 − d) + πmρω]

24πρ
τ 3
R+

+
ω2(7mt− 6d− t3)

720
τ 4
R +O (τ 5

R) ,

z0 = −dω
2

24
τ 3
R +

ω3(tω2 − d)

24πρ
τ 4
R +O (τ 5

R) .

(4.14)
Defining the parameter δ = d − tω2, and assuming in what follows that

δ 6= 0, we can invert the series ε(τR) applying Lemma 4.1, and taking n = 3,
ξ = τR, η = ε. We obtain,

τR(ε) =

(
12πρ

ωδ

)1/3

ε1/3+
πρ(δ(9ω2 − 6m+ t2) + 6tω2(m− ω2))

15ωδ2
ε+O

(
ε4/3
)
.

(4.15)
The variable τR provides the time spent by the limit cycle in the zone

x > 1. Since this time τR must be positive for |ε| sufficiently small then the
condition ρδε > 0 must hold.

Replacing τR(ε) in (4.14) we obtain the expressions of P = 2 (τC(ε) + τR(ε)),
y0(ε) and z0(ε) given in the statement of Theorem 4.2.

The peak-to-peak amplitude of the limit cycle is measured by the dif-
ference between the maximum value reached by the x-coordinate along the
periodic orbit and the minimum one. Let us denote by τRmax the time for
which x(τ) reaches its maximum value x(τRmax) in the zone with x > 1.
Due to the symmetry of the system (4.1)-(4.2) the minimum value of x in
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the periodic orbit is −x(τRmax). Therefore, the needed amplitude is equal to
2x(τRmax).

In a similar way to what happens for the variables τC , ε, y0 and z0,
the time τRmax has a series expansion with respect to the variable τR. The
variable x reaches its maximum value for τR = τRmax, hence the following
equality must hold

ẋ = tx(τRmax) − y(τRmax) + T (ε) − t = 0 (4.16)

where



x(τRmax)
y(τRmax)
z(τRmax)


 = x+

ε + eτRmaxAR






1
y0(τR)
z0(τR)


− x+

ε


 . (4.17)

From equalities (4.14), (4.16) and (4.17), it is easy to compute the series
expansion of τRmax, namely

τRmax =
τR
2

+
t

24
τ 2
R +

−27d+ 4mt− 2t3

5760
τ 4
R +

ωδ

288πρ
τ 5
R +O(τ 6

R). (4.18)

Using (4.14) and (4.18) in (4.17) we obtain the following expansion,

x(τRmax) = 1 +
ω2

8
τ 2
R +

ω2(15m− 2t2)

1152
τ 4
R +O(τ 6

R),

where substituting τR by τR(ε) from (4.15), and multiplying by 2 due to the
symmetry we obtain the expression of Theorem 4.2 for the amplitude.

In order to determine the stability of the periodic orbit, we follow Remark
4.1. We compute the determinant and trace of matrix M using (4.7), to
obtain

trace(M) = −1 +

(
2d

ω2
− t

)
τR +

(
dt

ω2
− t2

2

)
τ 2
R+

+
2dρ(ω2 + 2t2 − 2m) + ω2(2tρ(ω2 − t2) − δ)

12ρω2
τ 3
R +O (τ 4

R) ,

and

det(M) = 1 + tτR +
t2

2
τ 2
R +

2ρ(t3 − δ) − δ

12ρ
τ 3
R +O

(
τ 4
R

)
.
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For |ε| sufficiently small, we have τR(ε) also small and positive, so that
| det(M)| < 1 if and only if t < 0, and | trace(M) + 1| < 1 − det(M) if
and only if d < 0 and δ > 0. Therefore, using Remark 4.1, the eigenvalues
of the derivative of the complete Poincaré map Π are inside the unit circle
and then, the bifurcating limit cycle is stable if and only if t < 0, d < 0 and
δ > 0, and the theorem follows.

By using Proposition 4.1 we could add a new assertion saying that the bi-
furcating limit cycle is completely unstable (the two characteristic exponents
have positive real part) if and only if t > 0, δ < 0 and d > 0.

The case δ = 0, that is, d = tω2, when d 6= 0 can be shown with the same
techniques but requires a special treatment.

Theorem 4.3 Assume for system (4.1)-(4.2) under conditions (4.4) that
ρ 6= 0, m 6= ω2 and d = tω2 6= 0, and fixed. For ε = 0 the system (4.1)-(4.2)
undergoes a tri-zonal limit cycle bifurcation. For |ε| sufficiently small and
ρεt(ω2 −m) > 0 one limit cycle bifurcates from the ellipse {(x, y, z)T ∈ R

3 :
ω2x2 + y2 = ω2, z = 0}.

This limit cycle is symmetric with respect to the origin and has period

P =
2π

ω
+

(
2000π3ρ3(m− ω2)2

9t3ω9

)1/5

ε3/5 +O(ε4/5),

its amplitude in x measured as max{x} − min{x}, is

A = 2 +

(
15πρω4

4d(ω2 −m)

)2/5

ε2/5+

+
(π2ρ2ω3)2/5(39m− 2t2 + 168ω2)

56 · 1201/5 [d(ω2 −m)]4/5
ε4/5 +O(ε),

and it passes through the point P0 = (1, y0, z0)
T , where

y0 = −
(

15πρω7

4(ω2 −m)t

)1/5

ε1/5 +

(
25π2t3ρ2ω4

432(ω2 −m)2

)1/5

ε2/5 +O(ε3/5)

and

z0 = −
(

125π3t2ρ3ω11

32 · 18(ω2 −m)3

)1/5

ε3/5 +
πρω(−9m+ t2 + 63ω2)

84(m− ω2)
ε+O(ε6/5).

Furthermore, the bifurcating limit cycle is stable if and only if t < 0 and
ρε > 0.
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Proof Since the bifurcation studied involves again the three linear zones,
the procedure to detect and analyze these periodic orbits is the same as be-
fore and we can follow step by step the proof of Theorem 4.2. We arrive
at the closing equations (4.12) for the case δ = 0, with the same Jacobian
matrix (4.13). After applying the Implicit Function Theorem for analytic
functions [12], we can assure again the existence of a function v(τR) =
(τC(τR), ε(τR), y0(τR), z0(τR)) in the neighborhood of τR = 0 with the fol-
lowing series expansions

τC =
π

ω
− τR +

ω2 −m

12
τ 3
R +

m(t2 + 15ω2 − 6m) − t2ω2 − 9ω4

720
τ 5
R +O (τ 6

R) ,

ε = −tω
3(m− ω2)

120πρ
τ 5
R +O (τ 6

R) ,

y0 = −ω
2

2
τR +

tω2

12
τ 2
R − mω2

24
τ 3
R +

tω2(7m− t2 − 6ω2)

720
τ 4
R +O (τ 6

R) ,

z0 = −tω
4

24
τ 3
R +

tω4(t2 − 6m)

1440
τ 5
R +O (τ 6

R) .

(4.19)

Since m 6= ω2, we can invert the series ε(τR) applying again Lemma 4.1,
taking now n = 5, ξ = τR and η = ε, so that we obtain

τR(ε) =

(
120πρ

tω3(ω2 −m)

)1/5

ε1/5+
(πρ)3/5(−51m+ 8t2 + 63ω2)

21 · 4501/5 [tω3(ω2 −m)]3/5
ε3/5+O

(
ε4/5
)
.

(4.20)
Since the time τR must be always positive, the condition ρεt(ω2 − m) > 0
must hold.

We obtain τC(ε), y0(ε) and z0(ε) replacing τR(ε) in their respective ex-
pressions of (4.19). Using that the period of the orbit is P = 2(τC + τR) we
get the corresponding series given in the Theorem 4.3.

Following the same reasoning and procedure employed in Theorem 4.2,
we obtain the expression of the time τRmax, where x reaches its maximum
value x(τRmax),

τRmax =
1

2
τR +

t

24
τ 2
R +

t(4m− 27ω2 − 2t2)

5760
τ 4
R +O(τ 6

R).
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The computed expression of x(τRmax) is the same obtained in Theorem 4.2
up to fifth order in τR, where substituting τR by τR(ε) from (4.20), and
multiplying by 2 due to the symmetry of the periodic orbit, we get the
expression given for the amplitude.

In order to determine the stability of the periodic orbit, we follow Remark
4.1 again, now obtaining

trace(M) = −1 + tτR +
t2

2
τ 2
R +

t(2ω2 + t2 − 2m)

6
τ 3
R+

+
t2(4ω2 + t2 − 4m)

24
τ 4
R +O (τ 5

R) ,

and

det(M) = 1 + tτR +
t2

2
τ 2
R +

t3

6
τ 3
R +

t4

24
τ 4
R +O

(
τ 5
R

)
.

For |ε| sufficiently small, we have τR(ε) also small and positive, so that
| det(M)| < 1 if and only if t < 0, and we claim that | trace(M) + 1| <
1 − det(M) if and only if m > ω2. To show the claim, we write

trace(M) = −1 + tτR +
t2

2
τ 2
R +

t(t2 + 2(ω2 −m))

6
τ 3
R +O(τ 4

R),

so that

trace(M) + 1 = tτR +
t2

2
τ 2
R +

t(t2 + 2(ω2 −m))

6
τ 3
R +O(τ 4

R).

If τR is small enough the above expression is negative provided that t < 0,
and the inequality | trace(M) + 1| < 1 − det(M) is equivalent to

−tτR − t2

2
τ 2
R − t(t2 + 2(ω2 −m))

6
τ 3
R +O(τ 4

R) < −tτR − t2

2
τ 2
R − t3

6
τ 3
R +O(τ 4

R),

that is

−t(ω
2 −m)

3
τ 3
R +O(τ 4

R) < 0,

and the claim is shown. Combining the conditions t < 0 and m > ω2 with
ρεt(ω2 − m) > 0, we obtain the stability conditions given in Theorem 4.3
and the conclusions follows.
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We note that in the degenerate case of Theorem 4.3 the achieved expan-
sions are analytical functions in the variable ε1/5, while in the generic case
of Theorem 4.2 the expansions were in the variable ε1/3.

In order to analyze possible bizonal limit cycles of system (4.1)-(4.2),the
present symmetry imposes that such bizonal limit cycles exist always in pairs,
crossing each one the boundaries x = 1, and x = −1, respectively. So, in
what follow, we are going to study the limit cycle which appears crossing the
plane x = 1, by defining the auxiliary system,

ẋ =

{
ARx + b, if x > 1,
ACx, if x < 1,

(4.21)

with only two zones of linearity. Of course, only the limit cycles of system
(4.21) that are contained in the region x ∈ [−1,∞) are also limit cycles of
system (4.1)-(4.2), representing one of the two members of the pair.

The equilibria of system (4.21) are the origin in the zone with x < 1 and
x+

ε in the zone with x ≥ 1 (see Proposition 4.2). In an analogous way to the
analysis done for the tri-zonal periodic orbits, we consider system (4.21) with
ε = 0. Then each solution in the zone with x < 1 starting from an arbitrary
point (x0, y0, z0)

T for τ = 0 is given by (4.5), and the corresponding orbit
is an arc of a ellipse with the same expression given in (4.6). Now, if this
ellipse is completely contained in the region x < 1 then we have z0 < ω2.
This family of ellipses completely contained in the region x < 1 generates an
unbounded solid cone C foliated by periodic orbits.

Note that, this unbounded solid cone can be obtained by extending down
to infinity the upper cone of Figure 4.3. In this case, only the periodic orbits
of system (4.21) verifying |x| ≤ 1 correspond to periodic orbits of system
(4.1)-(4.2).

As we are going to see, a limit cycle of system (4.21) can appear for ε 6= 0
from a periodic orbit of the boundary of the cone C, that is from a horizontal
ellipse with center at (z/ω2, 0, z)

T
and x-semiaxis 1 − z/ω2. So when |ε| is

sufficiently small and 0 < z < ω2, we can assure that the first coordinate
of the points of the bifurcated limit cycle is in the range x ∈ (−1,∞) and
consequently such limit cycle of system (4.21) is also a limit cycle for system
(4.1)-(4.2). Furthermore, the symmetry of system (4.1)-(4.2) enforces the
presence of a symmetrical limit cycle, now in the region x ∈ (−∞, 1). Thus
the bifurcation to be shown involves the appearance of a couple of twin limit
cycles for system (4.1)-(4.2), each one bifurcating from the boundary of one
of the two cones of Figure 4.3.
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First, we provide the auxiliary results which are related to periodic orbits
that live in two linearity zones. In order to detect such orbits, we work with
system (4.21), since every bizonal periodic orbit of system (4.1)-(4.2) not
using the left zone, is also a periodic orbit of system (4.21).

Let us assume for system (4.21) that a periodic orbit Ω starts from a point
P̄0 = (1, y0, z0)

T = (1, p̄0)
T at the plane x = 1, going into zone x > 1 and

reaching a point P̄1 = (1, y1, z1)
T = (1, p̄1)

T after a time τ̄R. The periodic
orbit Ω continues from P̄1 and returns to the plane x = 1 at P̄0 employing a
time τ̄C . See Figure 4.6.

By the continuity of the flow, it is possible to define in an adequate open
set within the plane x = 1 the functions πR and πC , such that πR(p̄0) = p̄1

and πC(p̄1) = p̄0 and their composition π = πC ◦ πR is the complete return
map. We denote by τR(p0) the time spent by the orbit from P0 to P1, being
P0 = (1,p0) and P1 = (1,p1) points with x = 1 in a neighborhood of P̄0 and
P̄1 respectively. Let us call τC(p1) the time employed from P1 to P2. We de-
note derivatives with respect to the restricted coordinates on the plane x = 1
asDp(·). Then, if we denote by τ(p0) the total time spent by the orbit to pass
from P0 to P2, we conclude that Dpτ(p0) = DpτR(p0) +DpτC(p1)DpπR(p0).

The eigenvalues of the derivative Dpπ at the point p̄0 can be computed
by using the next result, which is a particularization of Proposition 2.12 for
the 3D case and appeared in Proposition 3 of [7].

Proposition 4.4 Assume that system (4.21) has a periodic orbit transversal
to the plane x = 1 through the points (1, p̄0)

T and (1, p̄1)
T . Then the product

of the matrices

(
1 DpτC(p̄1)
0 DpπC(p̄1)

)(
1 DpτR(p̄0)
0 DpπR(p̄0)

)
=

(
1 Dpτ(p̄0)
0 Dpπ(p̄0)

)

is similar to the matrix

M = eACτC(p̄1)eARτR(p̄0) = eAC τ̄CeARτ̄R . (4.22)

The following remark, analogous to Remark 4.1, is used to determine the
stability of periodic orbits.

Remark 4.2 We note that the matrix M in (4.22) has one eigenvalue equal
to 1. We call λ1 and λ2 the other two eigenvalues. Writing p = λ1 + λ2 and
q = λ1λ2 we see that trace(M) = 1 + p, det(M) = q and the characteristic
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τ C

τ E

P0

x=1

1
P

τ̄C

P̄1

P̄0

τ̄R

x = 1

Figure 4.6: Bizonal periodic orbit of system (4.21) and the relevant points
necessary to build the closing equations.

equation of matrix M is (λ − 1)(λ2 − pλ + q) = 0. Thus λ1 and λ2 are the
eigenvalues of the derivative Dpπ and from Lemma 4.2 both eigenvalues λ1

and λ2 are inside the unit circle if and only if

| det(M)| < 1 and |trace(M) − 1| < 1 + det(M). (4.23)

We summarize our results in the following theorem.

Theorem 4.4 Assuming conditions (4.4) with ρ 6= 0, δ = d − tω2 6= 0,
dρ+ δ 6= 0 and

ẑ =
dρω2

dρ+ δ
< ω2,

and fixed, system (4.21) undergoes a bizonal limit cycle bifurcation for the
critical value ε = 0. Thus, a limit cycle exists when ρδε > 0 and |ε| is
sufficiently small.
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The limit cycle bifurcates from the ellipse

(
x− ẑ

ω2

)2

(
1 − ẑ

ω2

)2 +
y2

ω2

(
1 − ẑ

ω2

)2 = 1, z = ẑ, (4.24)

its period is

P =
2π

ω
− 2πρ (m− ω2)

δω
ε+

(576π5)
1/3

tρ2
[
δ2 + ω2 (m− ω2)

2
]

5(δ8ρω5)1/3
ε5/3+O

(
ε7/3
)
,

its amplitude in x measured as max{x} − min{x} is

A =
2δ

dρ+ δ
+

2dρ5/3(3πω2)2/3 [2(d−mt) − 5δ]

5δ2/3 (dρ+ δ)2 ε2/3 +O
(
ε4/3
)
,

and it passes through the point P0 = (1, y0, z0)
T , where

y0 = −(3πδ2ρω5)
1/3

dρ+ δ
ε1/3 +

(π2δρ2ω4)
1/3
t

31/3(dρ+ δ)
ε2/3 +O

(
ε4/3
)
,

and

z0 = ẑ +
(9π2ρ5ω10)1/3d[3δ + 2t(m− ω2)]

5δ2/3(dρ+ δ)2
ε2/3 +O (ε) .

The limit cycle is stable if and only if t < 0 and ρ > 0, or t = 0, ρ > 0 and
d(2ρ− 1) < 0.

Proof In order to determine limit cycles of system (4.21) that live in two lin-
earity zones, we integrate the orbit that starts from a point P0 = (1, y0, z0)

T ,
staying in the zone x > 1 arriving to the point P1 = (1, y1, z1)

T after a time
τR. If starting from P0, we integrate backwards in the zone x < 1 arriving at
P1 after a time −τC then we have completed a periodic orbit. The solution
(x(τ), y(τ), z(τ))T of system (4.21) in the zone x > 1 passing through the
point P0 is again determined by (4.9).

In the same way, the backward solution (xb(τ), yb(τ), zb(τ))
T of system

(4.21) starting from P0 is given again by (4.10). By defining the variable w =
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(τC , ε, y0, z0, τR), we obtain the corresponding closing equations Ĥ(w) = 0,
where

Ĥ1(w) = x(τR) − 1,

Ĥ2(w) = xb(τC) − 1,

Ĥ3(w) = y(τR) − yb(τC),

Ĥ4(w) = z(τR) − zb(τC).

System Ĥ(ω) = 0 constitutes a nonlinear system with four equations and
five unknowns, and its solutions with τC > 0, τR > 0 and y0 < T (ε) for ε
sufficiently small, correspond with periodic orbits of system (4.21), whenever
x(τ) > 1 for all 0 6 τ 6 τR and xb(τ) 6 1 for 0 6 τ 6 τC .

The above system has the solutions ŵ = (2π/ω, 0, 0, z, 0) for all z ≤ ω2,
which correspond to ellipses with the same expressions (4.6) with z0 = z,
y0 = 0 and x0 = 1. From all this ellipses, which are tangent to the plane x =
1, we are going to study the possible bifurcation leading to the existence of
limit cycles when ε 6= 0 and small. As we are going to show, such bifurcation
appears from specific ellipse for a certain value z = ẑ, to be later determined.

Apart from the above solutions, for all z ≤ ω2 the closing equations have
the spurious solutions branch ws = (2π/ω, 0, ν, z, 0) for all z ≤ ω2 and for
any ν 6= 0, that does not correspond with periodic orbits of system (4.21) in
a similar way to what happens in the proof of Theorem 4.2. This spurious
solutions branch can be removed dividing Ĥ1 by τR and defining the modified
closing equations, through the functions

H1(w) =
1

τR
Ĥ1(w), Hi(w) = Ĥi(w), i = 2, 3, 4.

Choosing τR as bifurcation parameter, we write the closing equations
as H(v, τR) = 0, where v = (τC , ε, y0, z0) and we parameterize their solu-
tions for v in terms of τR. The Jacobian matrix at the point (v̂, 0) with
v̂ = (2π/ω, 0, 0, z), is

L = DvH(v̂, 0) =




0 2ρ− 1 −1 0

0
2π

ω

(
ρ+ 1

ω2
z − ρ

)
0 0

ω2 − z 0 0 0

0 −2π

ω
z 0 0



.
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Since the matrix L has not full rank, we can not apply the Implicit Function
Theorem and we will use the Lyapunov Schmidt reduction procedure, see
[33].

Assuming z 6= ω2 the rank of matrix L is equal to three and the image
ℑ(L) of the corresponding linear map is generated by the vectors

{
(1, 0, 0, 0)T , (0, 0, 1, 0)T ,

(
0, ρ− ρ+ 1

ω2
z, 0, z

)T
}
,

while, ker(L), the kernel of L, is generated by the vector (0, 0, 0, 1)T . We de-
compose the space R

4 as a direct sum of the subspace ℑ(L) and its orthogonal

complement ℑ(L)⊥, which is generated by the vector (0, ω2z, 0, z(ρ+ 1) − ρω2)
T
.

The orthogonal projection matrix onto ℑ(L)⊥ is

Qℑ(L)⊥ =
1

σ2




0 0 0 0
0 z2ω4 0 zω2(z(ρ+ 1) − ρω2)
0 0 0 0
0 zω2(z(ρ+ 1) − ρω2) 0 (z(ρ + 1) − ρω2)2


 ,

where σ =
√
ω4z2 + (z(ρ+ 1) − ρω2)2, and the orthogonal projection matrix

onto ℑ(L) is obviously Qℑ(L) = I −Qℑ(L)⊥ .
Note that the vanishing of H(v, τR) implies the vanishing of its two pro-

jections onto ℑ(L) and ℑ(L)⊥. The condition Qℑ(L)H(v, τR) = 0 leads to



H1

(σ2 − z2ω4)H2 − zω2(z(ρ + 1) − ρω2)H4

H3

−zω2(z(ρ+ 1) − ρω2)H2 + z2ω4H4


 = 0, (4.25)

while the condition Qℑ(L)⊥H(v, τR) = 0 is



0
z2ω4H2 + zω2(z(ρ+ 1) − ρω2)H4

0
zω2(z(ρ+ 1) − ρω2)H2 + (z(ρ+ 1) − ρω2)2H4


 = 0,

and taking into account that the second row of this last expression is linearly
dependent on the fourth row, we arrive after reducing non-vanishing factors
at the reduced equation

g(z, τR) = zω2H2 +
[
z(ρ+ 1) − ρω2

]
H4 = 0. (4.26)
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Analogously, the second row of expressions (4.25) is linearity dependent on
the fourth row, so we can remove the such row and define after removing
non-vanishing factor, the vectorial function Φ(v, τR) such that

Φ1(v, τR) = H1(v, τR),
Φ2(v, τR) = (z(ρ+ 1) − ρω2)H2 − zω2H4,
Φ3(v, τR) = H3(v, τR),

so that system

Φ(v, τR) = 0, (4.27)

is equivalent to (4.25).

The decomposition R
4 = ker(L) ⊕ ker(L)⊥ leads to v = (τC , ε, y0, 0) +

(0, 0, 0, z0). We define the new variables τh = τC − 2π/ω and zh = z0 − z, so
that v = (2π/ω, 0, 0, z)+(ṽ, zh) where ṽ = (τh, ε, y0). In the new variables we
can write the system (4.27) in the form Φ(ṽ, zh, τR) = 0 with Φ(0, 0, 0) = 0.
The Jacobian matrix of Φ evaluated at (ṽ, zh, τR) = (0, 0, 0) is equal to

DevΦ(0, 0, 0) =




0 2ρ− 1 −1
0 2πσ2/ω2 0

ω2 − z 0 0


 ,

and its determinant is different from zero if z 6= ω2.

Now, the Implicit Function Theorem for analytic functions, see [13], can
be applied if ẑ 6= ω2, leading to the existence of the vectorial function
ṽ(zh, τR) = (τh(zh, τR), ε(zh, τR), y0(zh, τR)), such that equation
Φ(ṽ(zh, τR), zh, τR) = 0 is fulfilled. Once the existence of analytic function
ṽ(zh, τR) has been assured we can determine the first terms of its series ex-
pansion.

These series can be computed assuming undetermined coefficients in the
form

τC = a10τR + a01zh + a11τRzh + a20τ
2
R + a02z

2
h + · · ·

ε = b10τR + b01zh + b11τRzh + b20τ
2
R + b02z

2
h + · · ·

y0 = c10τR + c01zh + c11τRzh + c20τ
2
R + c02z

2
h + · · ·

Substituting these expressions in equation (4.27) and solving term by term
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for each order in variables τR and zh we obtain

τC(zh, τR) =
2π

ω
− τR +

1

12
τ 3
R (ω2 −m) + h.o.t.,

ε(zh, τR) =
ω3 (ω2 − z) [t ((ρ+ 1)z − ρω2) + dzω2]

24πσ2
τ 3
R + h.o.t.,

y0(zh, τR) =
z − ω2

2
τR +

(ω2 − z) t

12
τ 2
R +

zh

2
τR + h.o.t.

(4.28)

We substitute these series in the reduced equation (4.26), obtaining

g(zh, τR) =
1

12
zω2(z − ω2)(−dz − dzρ+ tzω2 + dρω2)τ 3

R + h.o.t.

Defining the parameter δ = d− tω2 and assuming in what follows that δ 6= 0,
the above equation only can have solution for τR 6= 0 if we choose as the
initial value for ε = 0, the value z = ẑ, where

ẑ =
dρω2

(ρ+ 1)d− tω2
=

dρω2

dρ+ δ
,

which is well defined and different from ω2, from the hypotheses. Taking now
z = ẑ the new expression for g(zh, τR) is

g(zh, τR) =
ω2δ

12
τ 3
Rzh −

(t+ dω2)(dρ+ δ)2

12(d2 + t2)ρω2
τ 3
Rz

2
h−

−dρδω
6 [5δ + 2(mt− d)]

240(dρ+ δ)2
τ 5
R + h.o.t.,

(4.29)

and for τR 6= 0 we can remove the factor τ 3
R. Now, since δ 6= 0, a new

application of the Implicit Function Theorem leads to the existence of a
function zh = ζ(τR) such that g(ζ(τR), τR) = 0. The series expansion of such
function ζ(τR) has the form

ζ(τR) = d1τR + d2τ
2
R +O(τ 3

R).

Introducing this series in (4.29) and solving for each order in τR, we obtain

ζ(τR) =
dρω4(3δ + 2mt− 2tω2)

20(dρ+ δ)2
τ 2
R +O(τ 3

R).
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Given that ẑ = z0 − zh, we substitute zh = ζ(τR) in (4.28) obtaining the
following series expansions,

τC =
2π

ω
− τR − m− ω2

12
τ 3
R+

+
t2(m− ω2) − 6m2 − 6δ + 15mω2 − 9ω4

720
τ 5
R +O(τ 6

R),

ε =
ωδ

24πρ
τ 3
R +

ω [6m(δ − tω2) − t2δ − 9δω2 + 6tω4)]

1440πρ
τ 5
R +O(τ 6

R),

y0 = − ω2δ

2(dρ+ δ)
τR +

tω2δ

12(dρ+ δ)
τ 2
R +O(τ 3

R),

z0 = ẑ +
dρω4 [3δ + 2t(m− ω2)]

20(dρ+ δ)2
τ 2
R +O(τ 3

R).

(4.30)
Since δ 6= 0, we can invert the series ε(τR) applying Lemma 4.1, by taking
n = 3, ξ = τR and η = ε. We obtain,

τR(ε) = 2(3π)1/3
( ρ

ωδ

)1/3

ε1/3+

+
2πρ [δ(t2 − 6m+ 9ω2) + 6tω2(m− 1)]

15ωδ2
ε+O(ε4/3).

(4.31)

Since the variable τR provides the time spent by the limit cycle in zone
x > 1, this time τR must be positive and the condition ρδε > 0 must hold.

By replacing τR(ε) in expressions of (4.30) we obtain the expressions
τC(ε), y0(ε) and z0(ε).

The peak-to-peak amplitude of the limit cycle is measured as before, but
now we cannot exploit the symmetry. Let us denote by τRmax the time for
which x(τ) reaches its maximum value x(τRmax) in the zone with x > 1,
and by τRmin the time for which x(τ) reaches its minimum value x(τRmin) in
the zone with x < 1, so that, the amplitude is equal to x(τRmax)− x(τRmin).
Thus, equalities (4.16) and (4.17) apply to this case, and we can also compute
a series expansion in the variable τR for τRmax. We get

τRmax =
τR
2

+
t

24
τ 2
R +O(τ 3

R). (4.32)
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Using (4.30) and (4.32) in (4.17) we obtain the expansion

x(τRmax) = 1 +O(τ 3
R).

Analogously, the time τRmin has a series expansion in the variable τR.
Since the variable x reaches its minimum value for τR = τRmin, the following
equality must hold

ẋ = T (ε)x(τRmin) − y(τRmin) = 0, (4.33)

where



x(τRmin)
y(τRmin)
z(τRmin)



 = exp (−τRminAC)




1

y0(τR)
z0(τR)



 . (4.34)

From equalities (4.30), (4.33) and (4.34), the series expansion of τRmin is,

τRmin =
π

ω
− τR

2
+

t

12
τ 2
R +O(τ 3

R). (4.35)

Using (4.30) and (4.35) in (4.34) we obtain the expansion,

x(τRmin) =
dρ− δ

dρ+ δ
− dρω2[2(d−mt) − 5δ]

10(dρ+ δ)2
τ 2
R +O(τ 3

R).

Substituting τR by τR(ε) from (4.31) and computing A = x(τRmax)−x(τRmin),
we arrive at the expression of Theorem 4.4 for the amplitude.

Using that the period of the orbit is P = τC + τR and (4.30), we easily
get its series.

In order to determine the stability of the periodic orbit, we follow Remark
4.2, and we compute the determinant and trace of matrix M using (4.22) to
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obtain

trace(M) = 3 + tτR +
t2

2
τ 2
R +

δ(2ρ− 1) + 2t3ρ

12ρ
τ 3
R+

+
2πd [ρ(2tω2 − δ) − δ] + dω3(1 − 2ρ)

24πρω2
τ 4
R+

+
t(πtρ(t2 − 4ω2) + (2ρ− 1)ω3))

24πρ
τ 4
R +O(τ 5

R)

det(M) = 1 + tτR +
t2

2
τ 2
R +

δ(2ρ− 1) + 2t3ρ

12ρ
τ 3
R+

+
πt(t3ρ+ 4ρδ − 2δ) + δω(1 − 2ρ)

24πρ
τ 4
R +O(τ 5

R).

(4.36)

We analyze first the case t 6= 0. For ε sufficiently small, we have τR(ε)
also small and positive, so that | det(M)| < 1 if and only if t < 0. Using
(4.36) in the additional required condition to get stable limit cycles, that is,
|trace(M) − 1| < 1 + det(M), we need the inequality

δ(dρ+ δ)

ρ
> 0. (4.37)

The hypothesis ẑ < ω2 implies

dρ

dρ+ δ
< 1.

Now, we distinguish two cases. Assume first that dρ+δ < 0. Then dρ > dρ+δ
and so δ < 0, and then (4.37) is equivalent to ρ > 0. If now we consider
dρ + δ > 0 then we have dρ < dρ + δ and so δ > 0. Again we get as before
the equivalence of (4.37) and the condition ρ > 0.

Now, if we consider t = 0, then δ = d and from ẑ < ω2 we obtain

ρ

ρ+ 1
< 1,

that is, we need ρ > −1. We analyzed first the inequality |trace(M) − 1| <
1 + det(M) what it is equivalent to ρ(ρ + 1) > 0. Since we require ρ > −1,
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we also need ρ > 0 for stability. If we consider now the condition for stability
| det(M)| < 1, we will require dρ(2ρ−1) < 0, which gives rise to the inequality
d(2ρ− 1) < 0 provided that ρ > 0.

After this reasoning, using Remark 4.2, we can conclude that the eigen-
values of the derivative Dpπ of the Poincaré map π are inside the unit circle,
that is, the last assertion of this theorem holds.

As suggested before, this result about system (4.21) can be transferred
to the original system (4.1)-(4.2) in the case 0 < ẑ < ω2, as follows.

Theorem 4.5 Assume for system (4.1)-(4.2) under conditions (4.4) that

ρ 6= 0, δ = d− tω2 6= 0, dρ+ δ 6= 0 and 0 < ẑ =
dρω2

dρ+ δ
< ω2,

and fixed. Under these hypotheses a bizonal limit cycle bifurcation takes place
for the critical value ε = 0. Thus, a symmetrical pair of limit cycles appears
when ρδε > 0 and |ε| is sufficiently small. They are stable if and only if
t < 0 and ρ > 0, or t = 0, ρ > 0 and d(2ρ − 1) < 0. Their periods
and amplitudes are provided in Theorem 4.4. One limit cycle passes through
(1, y0, z0)

T and its symmetrical one passes through (−1,−y0,−z0)T with y0,
z0 given in Theorem 4.4.

Proof Since 0 < ẑ < ω2), the proof of Theorem 4.5 follows directly from the
comments before the statement of Theorem 4.4.

The following result summarizes the information provided in Theorems
4.2 and 4.5 about the existence and stability of limit cycles when both theo-
rems simultaneously apply.

Corollary 4.1 Assume for system (4.1)-(4.2) under conditions (4.4) that

ρ 6= 0, δ = d− tω2 6= 0, dρ+ δ 6= 0 and 0 <
dρ

dρ+ δ
< 1,

and fixed. Then, for ρδε > 0 and for |ε| sufficiently small, there exist one tri-
zonal limit cycle and a symmetrical pair of bizonal limit cycles. Furthermore,

(i) if t = 0, ρ > 0 and d(2ρ − 1) < 0 the tri-zonal limit cycle is unstable
and the bizonal ones are stable.

(ii) if t < 0, ρ < 0, d < 0 and δ > 0 the tri-zonal limit cycle is stable but
the bizonal ones are unstable.
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Figure 4.7: Limit cycles of system (4.1)-(4.2) under conditions (4.4) deter-
mined by Theorem 4.2 and Theorem 4.5 that exist for ρ = −1, ε = −0.2,
ω = 1, t = −2, m = 2 and d = −1. The tri-zonal limit cycle which appears
in the center of the figure is stable, and the bizonal symmetrical ones are
unstable. On the double cone, that exists only for ε = 0, there appear in
thin line the ellipses where limit cycles have bifurcated from. The equilibria
of external zones are stable.

(iii) if t < 0, ρ > 0 but d > 0 or δ < 0, the tri-zonal limit cycle is unstable
and the bizonal ones are stable.

(iv) if t > 0 all the limit cycles are unstable.

Just to illustrate the above results, we include some numerical examples.
First, we consider system (4.1)-(4.2) and (4.4) with ρ = −1, ε = −0.2,
ω = 1, t = −2, m = 2 and d = −1. Here note that δ = d − tω2 = 1 > 0,
and ẑ = 1/2 < 1. We show in Figure 4.7 the three different limit cycles
predicted by our results, which have been obtained by direct computation
and the double cone that existed for ε = 0. The tri-zonal limit cycle is the
predicted by Theorem 4.2, being stable. As predicted by Theorem 4.5, other
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Figure 4.8: Limit cycles of system (4.1)-(4.2) under conditions (4.4) deter-
mined by Theorem 4.2 and Theorem 4.5 that exist for ρ = 1, ε = −0.01,
ω = 1, t = −2, m = 2 and d = −3. The tri-zonal limit cycle which appears
in the center of the figure is unstable, and the bizonal symmetrical ones are
stable. On the double cone, there appear in thin line the ellipses where limit
cycles have bifurcated from. The equilibria of external zones are stable.

two limit cycles bifurcated from the marked ellipses on the double cone and
they are unstable. From Proposition 4.2, apart from the origin we have two
equilibrium near the vertices of the cones, which are stable.

Now, if we consider system (4.1)-(4.2) and (4.4) with ρ = 1, ε = 0.1,
ω = 1, t = −2, m = 2 and d = 1, three different limit cycles are also
detected. Here δ = 3. The tri-zonal one, predicted by Theorem 4.2, is
unstable and the two bizonal limit cycles, predicted by Theorem 4.5, are
stable. From Proposition 4.2, the positive sign of d implies the existence of
two equilibria with |x| > 1, which are unstable.

Finally, as a third example, we consider system (4.1)-(4.2) and (4.4) with
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Figure 4.9: The periodic orbits in the vicinity of the upper equilibrium point
for ρ = 1, ε = −0.01, ω = 1, t = −2, m = 2 and d = −3, as in Figure 4.8. We
show a new unstable periodic orbit, numerically detected which is between
the stable equilibrium and the stable periodic orbit predicted by Theorem
4.5.

the values ρ = 1, ε = −0.01, ω = 1, t = −2, m = 2 and d = −3. Now,
δ = −1 < 0 and ẑ = 3/4 < 1. From Theorem 4.2 and 4.5, for these parameter
values three limit cycles also exist, appearing in Figure 4.8. The stability of
the bifurcating limit cycles is the same that in the previous example, but now
the equilibria of the external zones are stable because the Hurwitz conditions
are fulfilled (t < 0, d < 0, mt− d < 0). Since we have that the bizonal limit
cycles are stable and the isolated equilibria are also stable, it is natural to
look for new invariant objects, between each nontrivial equilibrium and the
nearest stable bizonal limit cycle. Thus, the invariant manifolds of these
new objects should allow to organize the different attraction basins. In fact,
after some numerical computations, we have detected a new pair of small
unstable limit cycles, each one very near each nontrivial equilibrium point,
see Figure 4.9. We conjecture that these new periodic orbits also bifurcate
for ε = 0 and thus, the total number of periodic orbits related with the
fold-Hopf bifurcation should be at least five. The analysis of this conjecture
requires specific techniques and will be the aim of a future work.
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4.3 A Hopf-pitchfork degeneration

In this section we tackle the degenerated case of the Hopf-pitchfork bifurca-
tion (see [75]), analyzing what happens near δ = 0, which requires td > 0.
We use the parameters of the central zone to characterize this bifurcation,
and since δ = d − tω2 we choose ω as the second bifurcation parameter,
working in the parameter plane (ε, ω). In this plane, as we already know,
the Hopf-pitchfork bifurcation takes place at the straight line ε = 0. On this
line, δ vanishes at the point

(ε∗, ω∗) =
(
0,
√
d/t
)
. (4.38)

We introduce the critical parameter deviations ε̃ = ε−ε∗ = ε and ω̃ = ω−ω∗,
to place the critical point (ε∗, ω∗) at the origin of the new parameter plane
(ε̃, ω̃). From the proof of Theorem 4.2, we know (see Section 4 of [77]) that
there exists a symmetric periodic orbit using the three zones of linearity and
with a flight time τR in the external zones, for the values of ε̃ satisfying

ε̃ =
(ω∗ + ω̃) [d− t(ω∗ + ω̃)2]

12πρ
τ 3
R+

+
(ω∗ + ω̃) [d(t2 − 6m) + (ω∗ + ω̃)2(9d+ 12mt− t3 − 15t(ω∗ + ω̃)2)]

720
τ 5
R+

+O(τ 6
R),

which can be seen as the local definition of a surface in the space (ε̃, ω̃, τR).
In each point of the above surface we can assure the existence of a periodic
orbit near the critical ellipse Γ that exists for (ε̃, ω̃) = (0,0). To analyze the
above expression near the critical point (ε̃, ω̃) = (0, 0) we substitute d = tω2

∗
and write

ε̃ =

(
− tω2

∗
6πρ

ω̃ + O(ω̃2)

)
τ 3
R +

(
(ω2

∗ −m)tω3
∗

120πρ
+O(ω̃)

)
τ 5
R +O(τ 6

R). (4.39)

Disregarding higher order terms, we obtain the equality

ε̃+
tω2

∗
6πρ

ω̃τ 3
R +

(m− ω2
∗)tω

3
∗

120πρ
τ 5
R = 0. (4.40)

To determine the number of positive solutions in τR of (4.40), we enunciate
the following auxiliary result.
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0

h

x

Figure 4.10: The graph of function h for statements (d) and (e) of Proposition
4.5 with different values of b0.

Proposition 4.5 Consider the function h(x) = b0 +b3x
3 +b5x

5, and assume
b5 6= 0. Then, the number of non-negative solutions of equation

h(x) = 0, (4.41)

behaves as follows.

(a) For b0 = 0, the equation always has the zero solution, it has no positive
solution if b3b5 > 0 and it has the solution x =

√
−b3/b5 > 0 when

b3b5 < 0.

(b) For b3 = 0, the equation has no positive solution if b0b5 > 0, having one
positive solution for b0b5 < 0.

(c) If b0b5 > 0 and b0b3 > 0, there are no positive solutions.

(d) If b0b5 < 0, there is only one positive solution.

(e) When b0b5 > 0 and b0b3 < 0, the following cases arise after defining in
the parameter plane (b0, b3) the expression

h∗(b0, b3) = b0 +
2

5
b3

(−3b3
5b5

)3/2

. (4.42)

(i) If b0h∗(b0, b3) < 0, then equation (4.41) has two positive solutions.
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(ii) If h∗(b0, b3) = 0, then equation (4.41) has only one positive solu-
tion, namely x =

√
−3b3/5b5.

(iii) If b0h∗(b0, b3) > 0, then equation (4.41) has no positive solutions.

Proof Statements (a) (b) and (c) are trivial.

Under hypotheses of statement (d), as there is one sign variation in the
coefficients of h(x), there exists only one positive solution from Descartes
Rule of signs.

In statement (e), it is easy to check that b3b5 < 0 and function h(x) has
only one local extremum for x∗ =

√
−3b3/5b5 > 0, where h takes the value

given in (4.42). Since h′′(x∗) = −6b3x∗, the extremum is a minimum point
for b3 < 0, and a maximum point for b3 > 0. Furthermore, for b3 < 0, h(x) is
monotonically decreasing in [0, x∗) (increasing for b3 > 0) and monotonically
increasing (decreasing for b3 > 0) in (x∗,+∞) since h′(x) = x2(3b3 + 5b5x

2)
has constant sign in these intervals.

Hereinafter we assume b0 > 0, being the case b0 < 0 completely analogous.
Thus, in statement (e)-(i) we have h∗(b0, b3) < 0, so if b3 < 0 then h(x) has a
global minimum point in [0,+∞) for x = x∗, with h(x∗) = h∗(b0, b3) < 0. It
is easy to deduce that there are exactly two solutions with x > 0 for equation
(4.41).

In the case (e)-(ii), the condition h∗(b0, b3) = 0 implies h(x∗) = 0, and
this point is unique due to the monotony of h(x) in [0, x∗) and (x∗,+∞).

In statement (e)-(iii), as b0 > 0, b5 > 0 and b3 < 0, h(x) has a global
minimum in [0,+∞) for x = x∗, being h(x∗) = h∗(b0, b3) > 0, so h(x) has no
zero with x > 0.

In Figure 4.10 we show the graph of function h(x) according to different
situations of statements (d) and (e) of the above proposition by moving the
parameter b0. In Figure 4.11, the number of positive solutions of (4.41) for
different regions of the parameter plane (b0, b3) is represented for the case
b5 > 0, where the change from two positive roots to none happens at the
curve

b0 = −2

5
b3

(−3b3
5b5

)3/2

,

with b3 < 0.

The following theorem is the main result of this section.
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Figure 4.11: Number of positive solutions of (4.41) in the parameter plane
(b0, b3) for b5 > 0.

Theorem 4.6 Assume ρ 6= 0, td > 0 and m 6= ω2
∗ for system (4.1)-(4.2)

under conditions (4.4). Consider in the parameter plane (ε̃, ω̃) a sufficiently
small neighborhood of the origin. This neighborhood is crossed by the straight
line ε̃ = 0, where the PWL Hopf-pitchfork bifurcation takes place. For pa-
rameter values in such neighborhood, and regarding the number of periodic
orbits within a tubular neighborhood of the critical ellipse Γ, the following
statements hold.

(a) In the region of the (ε̃, ω̃) plane where condition ρt(m− ω2
∗)ε̃ < 0 holds,

there exists only one limit cycle born from the PWL Hopf-pitchfork
bifurcation.

(b) In the region of the (ε̃, ω̃) plane where condition ρt(m − ω2
∗)ε̃ > 0 and

within the zone where ρtε̃ω̃ > 0, there are no periodic solutions.

(c) In the region of the (ε̃, ω̃) plane where condition ρt(m − ω2
∗)ε̃ > 0 and

within the zone where ρtε̃ω̃ < 0, there is a curve in the plane (ε̃, ω̃)
with local expression

ε̃SN =
−1

15π

tω2
∗ω̃

ρ

(
12ω̃

ω∗(ω2
∗ −m)

)3/2

+O(ω̃3), (4.43)

so that there are two periodic orbits when ε̃ is between ε̃SN and zero,
only one if ε̃ = ε̃SN, and no periodic orbits otherwise.
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Proof To prove this theorem, we consider equation (4.40). We study this
equation in a neighborhood of (ε̃, ω̃, τR) = (0, 0, 0) small enough. We can
assure that the number of solutions of equation (4.40) with τR > 0 is equal,
when m 6= ω2

∗, to the number of periodic orbits of system (4.1) that bifurcate
from the critical ellipse Γ in a neighborhood of (ε̃, ω̃) = (0, 0), see [77].

If we denote the coefficients of equation (4.40)

b0 = ε̃, b3 =
tω2

∗ω̃

6πρ
and b5 =

(m− ω2
∗)tω

3
∗

120πρ
,

given that ω∗ > 0, by its definition, we can observe that

sgn(b0) = sgn(ε̃),
sgn(b3) = sgn(tρω̃),
sgn(b5) = sgn(tρ(m− ω2

∗)).
(4.44)

Since from our hypotheses we have b5 6= 0, we can neglect higher order terms
in determining the local number of solutions of (4.40) and apply Proposition
4.5 using the above expressions for b0, b3 and b5. The statement (d) of this
proposition implies that equation (4.40) has only one positive solution when
b5ε̃ < 0. Taking into account the equalities (4.44), this condition is equivalent
to ρt(m−ω2

∗)ε̃ < 0, so that under this hypothesis and for points of the plane
(ε̃, ω̃) sufficiently near the origin, equation (4.39) also has a unique positive
solution. Then the statement (a) of Theorem 4.6 is proved.

Using equalities (4.44), the conditions b5ε̃ > 0 and b3ε̃ > 0 are equivalent
to ρt(m− ω2

∗)ε̃ and ρtε̃ω̃ > 0, so that from statement (c) of Proposition 4.5,
equation (4.40) has no positive solutions and statement (b) of Theorem 4.6
is proved.

If b5ε̃ > 0 and b3ε̃ < 0, statement (e) of Proposition 4.5 assures the exis-
tence of a curve h∗(b0, b3) = 0, where the number of solutions changes by two.
From (4.42), a first order approximation of such curve, in a neighborhood of
(b0, b3) = (0, 0), is

b0 = −2

5
b3

(−3b3
5b5

)3/2

. (4.45)

Thus, using (4.44) and assuming ρt(m − ω2
∗)ε̃ > 0 and ρtε̃ω̃ < 0, we

can deduce the existence of a curve in the plane (ε̃, ω̃) where the number of
positive solutions of (4.39) is equal to one, establishing the transition from
two solutions to none. Substituting the values of b0, b3 and b5 in (4.45), such
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curve is given locally by the expression

ε̃SN =
−1

15π

tω2
∗ω̃

ρ

( −12ω̃

ω∗(m− ω2
∗)

)3/2

+O(ω̃3). (4.46)

The condition b0h
∗(b0, b3) < 0 of Proposition 4.5 (e.i) written in the variables

ε̃ and ω̃ near the origin translates to

ε̃ (ε̃− ε̃SN) < 0.

Then, for ε̃ between zero and the value ε̃SN given in (4.46), in a neighborhood
of (ε̃, ω̃) = (0, 0), equation (4.39) has two positive solutions corresponding to
periodic orbits. The remaining cases of statement (c) follow in a analogous
way. Theorem 4.6 is proved.

We emphasize that around the origin, in the parameter plane (ε̃, ω̃), the
unfolding is very similar to the one appearing in the generalized Hopf bi-
furcation of differentiable dynamics. The analysis of this section, which will
appear in [75], advances the analysis made in [77]. Future work should be
directed to complete this analysis by considering the excluded case m = ω2

∗,
which corresponds to a higher degeneracy.

4.4 Examples for PWL Hopf-pitchfork

In this section we take some electronic oscillator as a benchmark in looking
for practical devices where the PWL Hopf-pitchfork bifurcation can appear.

4.4.1 Realization in a generalized Chua’s circuit

Here, we consider the generalized version of Chua’s circuit that appears in
Figure 4.12 (a), where a negative resistance device RN has been introduced
with respect to the standard model (see for example [45]). To obtain more
information about negative resistance devices, see [13].

The state equations of the circuit of Figure 4.12 are (see [14])

dv1

dτ
=

1

C1
[G(v2 − v1) − f(v1)],

dv2

dτ
=

1

C2
[G(v1 − v2) + i3],

di3
dτ

= − 1

L
(v2 +RN i3) , (4.47)
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Figure 4.12: (a) Generalized version of Chua’s circuit, including an extra
negative resistance device RN apart from the nonlinear resistance device NL.
(b) Detailed circuit of the NL device.

where v1 and v2 are the voltages across the capacitors C1 and C2, i3 is the
current through the inductance L, the main conductance is G = 1/R, and
the function

f(v1) = Gbv1 +
1

2
(Ga −Gb) {|v1 + E| − |v1 −E|} , (4.48)

models the relevant part of the v − i characteristics of the nonlinear resistor
NL. The symbol E stands for the saturation voltage of the operational am-
plifiers in the implementation of the non-linear conductance NL, see Figure
4.12 (b). This characteristics is responsible for the appearance of multiple
equilibria. In fact, after some algebraic manipulation, the existence of non-
trivial equilibrium points is equivalent to the existence of solutions for the
equation

− G

1 +GRN

v1 = f(v1).

The slopes

Ga = − 1

R6
− 1

R3
, Gb =

1

R4
− 1

R3
,
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v 

i 

G
a
 

E 

−E 

G
b
 

−G/(1+GR
0
) − G

1 +GRN

−E
Ga

E

Gb

Figure 4.13: Current-voltage characteristic of the nonlinear resistance NL
and the graph of the straight line i = −(Gv)/(1 +GRN).

characterize the inner regions where the circuit works, see Figure 4.13. It
must be emphasized that there exist other two more external passive zones
represented which are not used at all. In fact, it is usual to represent only
the three innermost pieces of the characteristic of Figure 4.13.

Note that the dynamics in the circuit is governed by three linear systems
which globally define a continuous piecewise linear vector field with three
linear regions.

As suggested in [45], we may write Chua’s circuit equations (4.47) in
normalized dimensionless form by making the following change of variables

x =
v1

E
, y =

v2

E
, z =

i3
EG

, τ̄ =
τG

C2
.
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Thus, we get

dx

dτ̄
=






α [y − bx− (b− a)] , x < −1,
α [y − ax] , |x| ≤ 1,
α [y − bx+ (b− a)] , x > 1,

dy

dτ̄
= x− y + z,

dz

dτ̄
= −βy − γz,

(4.49)

where

a = 1 +
Ga

G
, b = 1 +

Gb

G
, α =

C2

C1
> 0, β =

C2

LG2
> 0, γ =

RNC2

LG
< 0.

In this way, each set of circuit parameters has an equivalent set of five nor-
malized dimensionless parameters {a, b, α, β, γ}.

The linear matrix governing the dynamics n the central zone is

AC =




−αa α 0

1 −1 −1
0 −β −γ



 ,

and the coefficients of the characteristic polynomials in each linear zone are
expressed as follows

T = −αa− γ − 1,
M = α(γ + 1)a− α + β + γ,
D = α[γ − (β + γ)a],
t = −αb− γ − 1,
m = α(γ + 1)b− α+ β + γ,
d = α[γ − (β + γ)b],

(4.50)

where capital letters correspond to the region with |x| < 1.
The observability matrix turns out to be

O =




1 0 0
−αb α 0
α2b2 −α2b− α α


 ,

so that for α 6= 0 the observability condition holds, see Chapter 2. Thus,
there exists a linear change of variables putting the system in the canonical
form (4.1)-(4.2).
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In looking for the Hopf-pitchfork bifurcation, we need to check, apart
from the hypotheses of different theorems, the feasibility of conditions (4.4),
or in other words that it is possible to move parameters of the circuit in such
a way that for ε in a neighborhood of 0 the desired eigenvalue transition
occurs. Therefore, for all ε in a neighborhood of 0 the mentioned conditions
must be satisfied, namely

E1 := (2ρ− 1)ε+ αa+ γ + 1 = 0,
E2 := ω2 + ρε2(ρ− 2) − α(γ + 1)a+ α− β − γ = 0,
E3 := ε(ρ2ε2 + ω2) + α[γ − (β + γ)a] = 0.

(4.51)

In what follows we assume b 6= a, otherwise the model becomes linear, and
we write α(ε), β(ε) and γ(ε) for the functions satisfying (4.51).

To avoid square roots, we introduce a new auxiliary parameter ν > 0,
such that

ν2 = 1 − a− a2ω2 = 1 − a(1 + aω2), (4.52)

and taking ε = 0 in the three equations of (4.51) and looking for positive
values of α, we get

α0 = α(0) =
ν − 1

a2
,

β0 = β(0) =
(1 − a)(1 − a− ν)

a2
,

γ0 = γ(0) =
1 − a− ν

a
.

(4.53)

We see that α0 > 0 requires ν > 1, and from (4.52) we need a(1 + aω2) < 0,
finally arriving at the condition

− 1

ω2
< a < 0.

Under this condition, we have

1 < ν =
√

1 − a− a2ω2 <
√

1 − a,

along with

1 − a− ν > 1 − a−
√

1 − a > 0,
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4.4. Examples for PWL Hopf-pitchfork 165

sp that it is easy to see that β0 > 0 and γ0 < 0 always. Using now(4.53) it
is easy to check that the condition

det

(
∂(E1, E2, E3)

∂(α, β, γ)

)

ε=0

= γ0 − a(2α0 + β0 + γ0) + a2α0(1 + γ0) − a3α2
0 =

= 2ν
1 − ν

a
6= 0

is fulfilled, so that the Implicit Function Theorem assures the existence of a
branch of solutions of (4.51) starting from the point (α0, β0, γ0), with α(ε) >
0, β(ε) > 0 and γ(ε) < 0 for |ε| sufficiently small. It is possible therefore to
reproduce the Hopf-pitchfork bifurcation in this circuit, by moving ε in an
neighborhood of 0 and taking such functions as reference for the values of
parameters. We must notice that the linear invariant of the external zones
would be not constant, however, contrarily to what was assumed in the proof
of our previous results. This is not really problematic whenever we are far
from a possible degeneration. In particular, we see that, from the last three
equations of (4.50) for ε = 0, we obtain

t =
(b− a)(1 − ν)

a2
,

m =
(a− b)(ν − 1)2 + a(1 − a− ν2)

a3
= ω2 − (b− a)(ν − 1)2

a3
,

d =
(b− a)(1 − ν)(1 − a− ν)

a4
.

For this set of parameters corresponding to ε = 0, it is easy to check that
the non-degeneracy condition

δ = d− tω2 = −(b− a)ν(1 − ν)2

a4
6= 0, (4.54)

holds. Then, the appearance of our non-smooth Hopf-pitchfork bifurcation
in system (4.49) for ε = 0 and ρ 6= 0 is guaranteed by Theorem 4.2.

The bifurcating tri-zonal limit cycle is always unstable since Sgn(δ) =
Sgn(t) = Sgn(d). If we select ρ > 0 all the hypotheses of Theorem 4.5 are
automatically fulfilled and we obtain that two bizonal limit cycles bifurcate
and they are stable when a < b. In such case, the three limit cycles appear
for ε < 0. From Proposition 4.2, there also appear two isolated equilibrium
points and they turn out to be unstable, as an easy computation shows.
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i
L

r

CC

v2 v1

g(v1)

Figure 4.14: The extended BPV oscillator proposed in [71].

On the other hand, note that for the degenerated Hopf-pitchfork bifurca-
tion studied in Section 4.3 exists in system (4.49), the degeneracy condition
δ = 0 must be fulfilled. Obviously, this condition holds if and only if a = b,
ν = 0 or ν = 1. The case a = b should be discarded because otherwise
the model becomes linear, and the physical constraint α > 0, which implies
ν > 1, excludes the other two possibilities. In conclusion, in this system, we
cannot reproduce such a degenerated case for the Hopf-pitchfork bifurcation.

4.4.2 Realization in a extended BPV oscillator

Another physically and biologically interesting oscillator system is the Bon-
hoeffer-van der Pol (BVP for short) oscillator, which can be considered as
a generalization of both the Duffing oscillator and the well-known van der
Pol oscillator, see [54]. It is pointed out that apart from the familiar period-
doubling bifurcations leading to chaotic motions, the system also exhibits
resonance or phase-locking phenomena when external constant and periodic
forces are applied. In this section we consider an extended BVP oscillator,
which is consisted of two capacitors, an inductor and a linear resistor as shown
in Figure 4.14. To obtain more information about this circuit, see [71], where
a smooth nonlinearity is assumed and a rich variety of dynamical behaviors
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is found. The circuit equation is described as follows:






C
dv1

dt
= −i− g(v1),

C
dv2

dt
= i− v2

r
,

L
di

dt
= v1 − v2,

where v1 and v2 are the voltages across the capacitor C, i is the current
through the inductance L, and the v − i characteristics of the nonlinear
resitor is written as g(v) = −av− b sat(cv). Note that here we adopt a PWL
version of the nonlinearity considered in [71].

The normalized equation of the extended BVP oscillator is described as
follows 




ẋ = −z + αx+ sat(βx),
ẏ = z − γy,
ż = x− y,

where the dot represents derivative with respect to the time τ , and

τ =
1√
LC

t, α = a

√
L

C
, β = bc

√
L

C
, γ =

1

r

√
L

C
,

x =
v1

b

√
C

L
, y =

v2

b

√
C

L
, z =

i

b
.

Making the change of variables X = βx, we obtain the following system





ẋ = αx− βz + β sat(x),
ẏ = −γy + z,

ż =
1

β
x− y,

(4.55)

where we have renamed X as x for convenience. This system is in its Luré
form,

ẋ =




α 0 −β
0 −γ 1

1/β −1 0



x +




β
0
0



 sat(eT
1 x),
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so applying Proposition 2.3, system (4.55) is observable if and only if the
observability matrix O has rank 3, where

O =




1 0 0
α 0 −β

α2 − 1 β −αβ



 .

It is immediate to see that O has full rank is equivalent to β 6= 0.
Now, assuming β 6= 0, according to Proposition 2.4, there exists a linear

change of variables putting the system (4.55) in the canonical form (4.1)-
(4.2). Such linear change is given by the matrix

P =
1

β




β 0 0

γ2 − 1 γ 1
γ 1 0



 ,

which has been built as shown in the proof of Proposition 2.4. Then, we can
write system (4.55) in its Liénard form as

ẋ =




α− γ −1 0
2 − αγ 0 −1
α− γ 0 0


x +




β
−βγ
β


 sat(x). (4.56)

Therefore, the trace, the sum pf second order principal minors and the de-
terminant in the central and external zones respectively, are

T = α + β − γ,
M = 2 − γ(α + β),
D = α + β − γ,
t = α− γ,
m = 2 − αγ,
d = α− γ.

(4.57)

Similarly to what was done for the Chua’s circuit, for the Hopf-pitchfork
bifurcation to appear in this model we need to check, apart from the hy-
potheses of different theorems of this chapter, the feasibility of conditions
(4.4), that is we need

E1 := (2ρ− 1)ε− α− β + γ = 0,
E2 := ω2 + ρε2(ρ− 2) − 2 + γ(α+ β) = 0,
E3 := −ε(ρ2ε2 + ω2) − α− β + γ = 0.

(4.58)
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Note that as T = D always, we cannot move at will the position of
eigenvalues. More precisely, from (4.58) by subtractiong E3 from E1 we have

ε(ρ2ε2 + ω2) + (2ρ− 1)ε = 0,

leading for ε 6= 0 to the condition

ε2ρ2 + 2ρ+ ω2 − 1 = 0. (4.59)

and therefore the value of ρ cannot be arbitrarily chosen, nor constant (as
we supposed before). Indeed we have

ρ = ρ(ε) =
1 − ω2

1 +
√

1 − ε2(ω2 − 1)
,

with

ρ(0) =
1 − ω2

2
,

and consequently we have the condition 2ρ(0) < 1. We assume in the sequel
the above choice for ρ(ε) and neglect the third equation, to be automatically
fulfilled. We also rewrite the second equation by using the above relation,
namely

E1 := (2ρ(ε) − 1)ε− α− β + γ = 0,
E2 := −1 − 2ρ(ε)(1 + ε2) + γ(α+ β) = 0.

(4.60)

In looking for the Hopf-pitchfork bifurcation to take place at ε = 0, we need

E0
1 := −α− β + γ = 0,

E0
2 := ω2 − 2 + γ(α + β) = 0.

(4.61)

In what follows, we assume that β is a fixed parameter and we move only α
and γ, and we write α(ε) and γ(ε) for the functions satisfying (4.60). From
equations (4.61) we obtain the following equalities,

α0 = α(0) = −β +
√

2 − ω2,

γ0 = γ(0) =
√

2 − ω2.
(4.62)

Note that, these equations require ω <
√

2 and so −1 < 2ρ(0) < 1.
From (4.58) and using the equalities of (4.62), it is easy to check that the

required condition to reproduce the eigenvalues transition is

det

(
∂(E1, E2)

∂(α, γ)

)

ε=0

= −2(α0 + β) = γ0 6= 0.
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Under this last condition, the Implicit Function Theorem assures, for |ε|
sufficiently small, the existence of a branch of solutions (ρ(ε), α(ε), γ(ε)) of
(4.58), with β a fixed parameter, which assures the eigenvalue transition
corresponding to the Hopf-pitchfork bifurcation.

From the last three equations of (4.57), when ε vanishes, we obtain

t = d = −β,
m = ω2 + β

√
2 − ω2.

For this set of parameters, it is easy to check for ε = 0 that the non-
degeneracy condition

δ = d− tω2 = −β
(
1 − ω2

)
6= 0, (4.63)

holds, if and only if ω 6= 1, and then we have necessarily ρ(0) 6= 0.
Then, the appearance of our non-smooth Hopf-pitchfork bifurcation in

system (4.56) for ε = 0 is guaranteed by Theorem 4.2 in two cases: (a)
0 < ω < 1, which leads to ρ(0) > 0, and (b) 1 < ω <

√
2, with ρ(0) < 0.

We know that the bifurcating tri-zonal limit cycle appears for ρδε > 0,
that is, for

−β (1 − ω2)2

2
ε > 0,

or equivalently for ε < 0. It is stable if and only if t < 0, d < 0 and δ > 0,
that is, if β > 0 and ω > 1. Thus we have a tri-zonal unstable limit cycle in
case (a) and a stable limit cycle in the case (b), appearing for ε < 0 in both
cases.

We compute now the value of dρ(0) + δ, obtaining

−β 1 − ω2

2
− β

(
1 − ω2

)
= −3β

1 − ω2

2
,

and the value of
dρ(0)

dρ(0) + δ
=

1

3
.

Thus, the hypotheses of Theorem 4.5 are fulfilled both in case (a) and (b).
We obtain that two bizonal limit cycles bifurcate for ρδε > 0, that is, for
ε < 0. These bizonal limit cycles are stable for t < 0 and ρ > 0 so that they
are stable in case (a) and unstable in case (b).
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From Proposition 4.2, if βε < 0, there also appear two isolated equilibrium
points and they are stable if t, d < 0, that is β > 0, and mt − d < 0, which
leads to m− 1 > 0. This last inequality is equivalent to

β >
1 − ω2

√
2 − ω2

,

which gives a positive lower bound in the case (a) and a negative lower bound
in the case (b). Thus, this inequality is required for stability in the former
case, being stable the equilibrium points for all β > 0 in the latter.

We observe that ω = 1 is a critical value that separates two different
types of Hopf-pitchfork bifurcations, so that we must suspect at such a value
a degeneration. In fact, we see that then the condition (4.63) fails. Unfor-
tunately, in such case we also have ρ(0) = 0 leading to a more degenerate
situation than the one stated in Section 4.3. We loose the transversality at
ε = 0, since the complex eigenvalues cross the imaginary axis of the complex
plane with zero velocity, and so a new, specific analysis is required to deal
with this situation. Looking for simple, real examples in order to illustrate
our theoretical results, we have found in a serendipitous way an exciting
problem for future work!
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CHAPTER 5

Conclusions

It is time now to add some conclusions and suggestions for future work. As
usual, a research like ours, in a field where there is not at our disposal a
sound general theory, has to be partial and not totally definitive. Evidently,
it remains much to be done, and here we only emphasize the points more
connected with the contributions included in this thesis that deserve to be
investigated further, probably after recruiting other techniques of analysis.

Some advances in the analysis of continuous planar systems have been
achieved. The two zone case has been revisited and simplified proofs have
been proposed. New results have been obtained for the three zone case with
no symmetries. In this last case, a future line of research is the study of
degenerate cases, for instance the situation when the central determinant
vanishes and we move the parameter that determines the equilibrium posi-
tion. This problem is of interest in the context of Petri nets, see [68].

The analysis of electronic Wien bridge oscillators has achieved an excel-
lent degree of maturity and is a good paradigm of the usefulness and power
of piecewise linear models. We propose such analysis as an obligated subject
in any course on PWL systems, gathering richness of behavior and a simple
setting, being also very easy to obtain quantitative predictions to be later
tested in the laboratory, as done in [26].

We are very proud for the discovering of algebraically computable nodal
oscillators. It is also remarkable to have found real devices belonging to
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the studied family of oscillators. It is clear that the idea could be extended
by considering other eigenvalue proportions but we honestly think that it
should be not very productive to follow that way. More interestingly, we
could use such idea of choosing some easy eigenvalue proportions to analyze
other nonlinear phenomena. In fact we know for instance some preliminary
analysis of Teixeira points, where the idea is also useful.

In discontinuous, planar PWL systems with two zones there exists nowa-
days a very intense line of research, mainly oriented to the determination of
the maximum number of limit cycles these systems can exhibit. Examples
with three limit cycles have been recently reported, but it is still an open
question if three is the upper bound looked for. Our interest, more focused to
bifurcations and its quantitative characterization, allowed to obtain informa-
tion about the focus-center-limit cycle bifurcation in the first possible step
to pass from continuous to discontinuous cases. Thus, our contribution here
can be qualified as incidental, but we strongly think that it is a good starting
point for extending the unfolding of such a focus-center-limit cycle bifurca-
tion to co-dimension two cases, in particular by allowing the parameter b to
be different from zero.

After the Hopf bifurcation analysis included in [7, 27], our study of the
Hopf-pitchfork bifurcation in 3D PWL systems with symmetry was a pending
problem now partially solved. Obviously, the dynamics to be found near
such a non-hyperbolic set of periodic orbits is far from being completely
understood. Our next goal in this direction is to get some analytical proof of
our conjecture on the possible simultaneous bifurcation of five limit cycles;
in particular, the bifurcation of small periodic orbits that seem to emerge
along with the near non-trivial equilibrium points.

No doubt, the 3D electronic oscillators partially analyzed will constitute
the subject of future research; the very degenerate situations we have found
ask for new, more powerful techniques of approaching the Hopf-pitchfork
singularity in PWL systems.

MELIOR EST FINIS QVAM PRINCIPIVM
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[6] V. Carmona, S. Fernández-Garćıa, E. Freire, and F. Torres. Melnikov
theory for a class of planar hybrid systems. Physica D: Nonlinear Phe-
nomena, 248:44–54, 2013.

[7] V. Carmona, E. Freire, E. Ponce, J. Ros, and F. Torres. Limit cycle
bifurcation in 3D continuous piecewise linear systems with two zones.
Application to Chua’s circuit. International Journal Bifurcation and
Chaos, 15:2469–2484, 2005.

175



176 BIBLIOGRAPHY

[8] V. Carmona, E. Freire, E. Ponce, and F. Torres. On simplifying and
classifying piecewise-linear systems. IEEE Transactions in Circuits and
Systems, 49:609–620, 2002.

[9] V. Carmona, E. Freire, E. Ponce, and F. Torres. Invariant manifolds
of periodic orbits for piecewise linear three-dimensional systems. Ima
Journal of Applied Mathematics, 69:71–91, 2004.

[10] V. Carmona, E. Freire, E. Ponce, and F. Torres. Bifurcation of invariant
cones in piecewise linear homogeneous systems. International Journal
of Bifurcation and Chaos, 15:2469–2484, 2005.

[11] V. Carmona, E. Freire, E. Ponce, and F. Torres. The continuous match-
ing of two stable linear systems can be unstable. Discrete and Contin-
uous Dynamical Systems, 16:689–703, 2006.

[12] S. Chow and J. Hale. Methods of bifurcation theory. Grundlehren der
mathematischen Wissenschaften. Springer-Verlag, 1982.

[13] L. Chua, J. Yu, and Y. Yu. Negative resistance devices. International
Journal of Circuit Theory and Applications, 11:161–186, 1983.

[14] L. O. Chua, C. W. Wu, A. Huang, and G.-Q. Zhong. A universal system
for studying and generating chaos - Part I: Routes to chaos. IEEE Trans.
Circuits Systems I Fund. Theory Appl., 40(10):732–744, 1993.

[15] B. Coll, A. Gasull, and R. Prohens. Degenerated hopf bifurcations
in discontinuous planar systems. J. Math. Analysis and Applications,
253:671–690, 2001.

[16] S. Coombes. Neuronal networks with gap junctions: A study of piecewise
linear planar neuron models. SIAM Applied Dynamical Systems, 7:1101–
1129, 2008.

[17] M. Desroches, E. Freire, S. J. Hogan, E. Ponce, and P. Thota. Canards in
piecewise-linear systems: explosions and super-explosions. Proceedings
of the Royal Society A, 2013.

[18] M. Di Bernardo, C. Budd, A. R. Champneys, and P. Kowalczyk.
Piecewise-smooth dynamical systems: theory and applications, volume
163 of Appl. Math. Sci. Springer-Verlag, 2007.

PWL differential systems: limit cycles and analysis of bifurcations



BIBLIOGRAPHY 177

[19] M. Di Bernardo, A. Nordmark, and G. Olivar. Discontinuity-induced
bifurcations of equilibria in piecewise-smooth and impacting dynamical
systems. Physica D, 237:119–136, 2008.

[20] M. Di Bernardo, D. Pagano, and E. Ponce. Nonhyperbolic boundary
equilibrium bifurcations in planar filippov systems: a case study ap-
proach. International Journal of Bifurcation and Chaos in Applied Sci-
ences and Engineering, 18:1377–1392, 2008.

[21] F. Dumortier, J. Llibre, and J. Artés. Qualitative Theory of Planar
Differential Systems. Universitext - Springer-Verlag. Springer London,
Limited, 2006.
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[34] M. Götz, U. Feldmann, and W. Schwarz. Synthesis of higuer dimensional
Chua circuits. IEEE Trans. Circuits Syst., 40:854–860, 1993.

[35] M. Guardia, T. Seara, and M. Teixeira. Generic bifurcations of low codi-
mension of planar Filippov systems. J. Differential Equations, 250:1967–
2023, 2011.

[36] J. Guckenheimer and P. Holmes. Nonlinear Oscillations, Dynamical
Systems and Bifurcations of Vector Fields., volume 42 of Applied Math-
ematical Sciences. Springer-Verlag, New York, 1983.

[37] P. Hartman. Ordinary Differential Equations. Birkhäuser, Boston, 1982.
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[58] J. Llibre, E. Núñez, and A. Teruel. Limit cycles for planar piecewise
linear differential systems via first integrals. Qualitative Theory of Dy-
namical Systems, 3:29–50, 2002.
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ing piecewise-linear oscillators on their stability predictions. Journal of
Sound and Vibration, 270:917–932, 2004.

[88] I. Wolfram Research. Mathematica Edition: Version 8.0. Inc. Wolfram
Research, 2010.

[89] Y. Yan-Qian. Theory of limit cycles. American Mathematical Society,
1986.

[90] Z. Zhang, T. Ding, W. Huang, and Z. Dong. Qualitative theory of
differential equations. AMS Translations of Math. Mon., Providence,
1992.

[91] Y. Zou, T. Kupper, and W. J. Beyn. Generalized Hopf bifurcations for
planar filippov systems continuous at the origin. Journal of Nonlinear
Science, 16:159–177, 2006.
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