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1 Introduction

All the rings in this paper will be commutative with 1.
Let (R,m, k) be a local noetherian domain with field of fractions K and Rν a valuation

ring, dominating R (not necessarily birationally). Let ν|K : K∗ ։ Γ be the restriction of ν
to K; by definition, ν|K is centered at R. Let R̂ denote the m-adic completion of R. In the
applications of valuation theory to commutative algebra and the study of singularities, one is

often induced to replace R by its m-adic completion R̂ and ν by a suitable extension ν̂− to R̂
P

for a suitably chosen prime ideal P , such that P ∩R = (0) (one specific application we have in
mind has to do with the approaches to proving the Local Uniformization Theorem in arbitrary

∗These authors are partially supported by MTM2007-66929, MTM2010-19298 and FEDER.
†This author is grateful for the hospitality of the RIMS in Kyoto, where a part of this project was completed.
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characteristic such as [13] and [14]). The first reason is that the ring R̂ is not in general an
integral domain, so that we can only hope to extend ν to a pseudo-valuation on R̂, which means

precisely a valuation ν̂− on a quotient R̂
P
as above. The prime ideal P is called the support of the

pseudo-valuation. It is well known and not hard to prove that such extensions ν̂− exist for some
minimal prime ideals P of R̂. Although, as we shall see, the datum of a valuation ν determines
a unique minimal prime of R̂ when R is excellent, in general there are many possible primes
P as above and for a fixed P many possible extensions ν̂−. This is the second reason to study
extensions ν̂−.

The purpose of this paper is to give, assuming that R is excellent, a systematic description
of all such extensions ν̂− and to identify certain classes of extensions which are of particular
interest for applications. In fact, the only assumption about R we ever use in this paper is a
weaker and more natural condition than excellence, called the G condition, but we chose to
talk about excellent rings since this terminology seems to be more familiar to most people. For
the reader’s convenience, the definitions of excellent and G-rings are recalled in the Appendix.
Under this assumption, we study extensions to (an integral quotient of) the completion
R̂ of a valuation ν and give descriptions of the valuations with which such extensions
are composed. In particular we give criteria for the uniqueness of the extension if
certain simple data on these composed valuations are fixed.

We conjecture (see statement 5.19 in [14] and Conjecture 1.11 below for a stronger and
more precise statement) that
given an excellent local ring R and a valuation ν of R which is positive on its
maximal ideal m, there exists a prime ideal H of the m-adic completion R̂ such that

H
⋂

R = (0) and an extension of ν to R̂
H

which has the same value group as ν.
When studying extensions of ν to the completion of R, one is led to the study of its

extensions to the henselization R̃ of R as a natural first step. This, in turn, leads to the study of
extensions of ν to finitely generated local strictly étale extensions Re of R. We therefore start out
by letting σ : R → R† denote one of the three operations of completion, (strict) henselization,
or a finitely generated local strictly étale extension:

R† = R̂ or (1)

R† = R̃ or (2)

R† = Re. (3)

The ring R† is local; let m† denote its maximal ideal. The homomorphisms

R→ R̃ and R→ Re

are regular for any ring R; by definition, if R is an excellent ring then the completion homomor-
phism is regular (in fact, regularity of the completion homomorphism is precisely the defining
property of G-rings; see the Appendix for the definition of regular homomorphism).

Let r denote the (real) rank of ν. Let (0) = ∆r $ ∆r−1 $ · · · $ ∆0 = Γ be the isolated
subgroups of Γ and P0 = (0) $ P1 ⊆ · · · ⊆ Pr = m the prime valuation ideals of R, which
need not, in general, be distinct. In this paper, we will assume that R is excellent. Under this
assumption, we will canonically associate to ν a chain H1 ⊂ H3 ⊂ · · · ⊂ H2r+1 = mR† of ideals
of R†, numbered by odd integers from 1 to 2r + 1, such that H2ℓ+1 ∩ R = Pℓ for 0 ≤ ℓ ≤ r.
We will show that all the ideals H2ℓ+1 are prime. We will define H2ℓ to be the unique minimal
prime ideal of PℓR

†, contained in H2ℓ+1 (that such a minimal prime is unique follows from the
regularity of the homomorphism σ).
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We will thus obtain, in the cases (1)–(3), a chain of 2r + 1 prime ideals

H0 ⊂ H1 ⊂ · · · ⊂ H2r = H2r+1 = mR†,

satisfying H2ℓ∩R = H2ℓ+1∩R = Pℓ and such that H2ℓ is a minimal prime of PℓR
† for 0 ≤ ℓ ≤ r.

Moreover, if R† = R̃ or R† = Re, then H2ℓ = H2ℓ+1. We call Hi the i-th implicit prime
ideal of R†, associated to R and ν. The ideals Hi behave well under local blowing ups along
ν (that is, birational local homomorphisms R → R′ such that ν is centered in R′), and more
generally under ν-extensions of R defined below in subsection 1.1. This means that given any
local blowing up along ν or ν-extension R→ R′, the i-th implicit prime ideal H ′

i of R
′† has the

property that H ′
i ∩R† = Hi. This intersection has a meaning in view of Lemma 1.2 below.

For a prime ideal P in a ring R, κ(P ) will denote the residue field RP

PRP
.

Let (0) $ m1 $ · · · $ mr−1 $ mr = mν be the prime ideals of the valuation ring Rν . By
definitions, our valuation ν is a composition of r rank one valuations ν = ν1 ◦ ν2 · · · ◦ νr, where
νℓ is a valuation of the field κ(mℓ−1), centered at

(Rν)mℓ

mℓ−1
(see [18], Chapter VI, §10, p. 43 for the

definition of composition of valuations; more information and a simple example of composition
is given below in subsection 1.1, where we interpret each mℓ as the limit of a tree of ideals).

If R† = R̃, we will prove that there is a unique extension ν̃− of ν to R̃
H0

. If R† = R̂,
the situation is more complicated. First, we need to discuss the behaviour of our constructions
under ν-extensions.

1.1 Local blowings up and trees.

We consider extensions R → R′ of local rings, that is, injective morphisms such that R′ is an
R-algebra essentially of finite type and m′ ∩R = m. In this paper we consider only extensions
with respect to ν; that is, both R and R′ are contained in a fixed valuation ring Rν . Such
extensions form a direct system {R′}. We will consider many direct systems of rings and of
ideals indexed by {R′}; direct limits will always be taken with respect to the direct system {R′}.
Unless otherwise specified, we will assume that

lim
−→

R′

R′ = Rν . (4)

Note that by the fundamental properties of valuation rings ([18], §VI), assuming the equality
(4) is equivalent to assuming that lim

−→

R′

K ′ = Kν , where K
′ stands for the field of fractions of R′

and Kν for that of Rν , and that lim
−→

R′

R′ is a valuation ring.

Definition 1.1 A tree of R′-algebras is a direct system {S′} of rings, indexed by the directed set
{R′}, where S′ is an R′-algebra. Note that the maps are not necessarily injective. A morphism
{S′} → {T ′} of trees is the datum of a map of R′-algebras S′ → T ′ for each R′ commuting with
the tree morphisms for each map R′ → R′′.

Lemma 1.2 Let R→ R′ be an extension of local rings. We have:
1) The ideal N := m† ⊗R 1 + 1⊗R m

′ is maximal in the R-algebra R† ⊗R R
′.

2) The natural map of completions (resp. henselizations) R† → R′† is injective.

Proof.- 1) follows from that fact that R†/m† = R/m. The proof of 2) relies on a construction
which we shall use often: the map R† → R′† can be factored as

R† →
(

R† ⊗R R
′
)

N
→ R′†, (5)

3



where the first map sends x to x⊗ 1 and the second is determined by x⊗ x′ 7→ b̂(x).c(x′) where
b̂ is the natural map R† → R′† and c is the canonical map R′ → R′†. The first map is injective
because R† is a flat R-algebra and it is obtained by tensoring the injection R → R′ by the R-
algebra R†; furthermore, elements of R† whose image in R† ⊗R R

′ lie outside of N are precisely
units of R†, hence they are not zero divisors in R† ⊗R R

′ and R† injects in every localization of
R† ⊗R R

′.
Since m′ ∩R = m, we see that the inverse image by the natural map of R′-algebras

ι : R′ → (R† ⊗R R
′)N ,

defined by x′ 7→ 1⊗Rx
′, of the maximal idealM = (m†⊗R1+1⊗Rm

′)(R†⊗RR
′)N of (R†⊗RR

′)N

is the ideal m′ and that ι induces a natural isomorphism R′

m′i

∼→ (R†⊗RR
′)N

M i for each i. From this
it follows by the universal properties of completion and henselization that the second map in
the sequence (5) is the completion (resp. the henselization inside the completion) of R† ⊗R R

′

with respect to the ideal M . It is therefore also injective.

Definition 1.3 Let {S′} be a tree of R′-algebras. For each S′, let I ′ be an ideal of S′. We
say that {I ′} is a tree of ideals if for any arrow bS′S′′ : S′ → S′′ in our direct system, we have
b−1
S′S′′I ′′ = I ′. We have the obvious notion of inclusion of trees of ideals. In particular, we may
speak about chains of trees of ideals.

Examples 1.4 The maximal ideals of the local rings of our system {R′} form a tree of ideals.
For any non-negative element β ∈ Γ, the valuation ideals P ′

β ⊂ R′ of value β form a tree
of ideals of {R′}. Similarly, the i-th prime valuation ideals P ′

i ⊂ R′ form a tree. If rk ν = r,
the prime valuation ideals P ′

i give rise to a chain

P ′
0 = (0) $ P ′

1 ⊆ · · · ⊆ P ′
r = m′ (6)

of trees of prime ideals of {R′}.

We discuss this last example in a little more detail and generality in order to emphasize
our point of view, crucial throughout this paper: the data of a composite valuation is equivalent
to the data of its components. Namely, suppose we are given a chain of trees of ideals as in (6),
where we relax our assumptions of the P ′

i as follows. We no longer assume that the chain (6)
is maximal, nor that P ′

i $ P ′
i+1, even for R′ sufficiently large; in particular, for the purposes of

this example we momentarily drop the assumption that rk ν = r. We will still assume, however,
that P ′

0 = (0) and that P ′
r = m′.

Taking the limit in (6), we obtain a chain

(0) = m0 $ m1 j · · · j mr = mν (7)

of prime ideals of the valuation ring Rν .
Similarly, for each 1 ≤ ℓ ≤ r one has the equality

lim
−→

R′

R′

P ′
ℓ

=
Rν
mℓ

.

Then specifying the valuation ν is equivalent to specifying valuations ν0, ν1, . . . , νr,
where ν0 is the trivial valuation of K and, for 1 ≤ ℓ ≤ r, νℓ is a valuation of the
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residue field kνℓ−1
= κ(mℓ−1), centered at the local ring lim

−→

R′
P ′
ℓ

P ′
ℓ−1R

′
P ′
ℓ

=
(Rν)mℓ

mℓ−1
and taking

its values in the totally ordered group
∆ℓ−1

∆ℓ
.

The relationship between ν and the νℓ is that ν is the composition

ν = ν1 ◦ ν2 ◦ · · · ◦ νr. (8)

For example, the datum of the valuation ν, or of its valuation ring Rν , is equivalent to the

datum of the valuation ring Rν

mr−1
⊂ (Rν)mr−1

mr−1(Rν )mr−1
= κ(mr−1) of the valuation νr of the field

κ(mr−1) and the valuation ring (Rν)mr−1 . If we assume, in addition, that for R sufficiently large
the chain (6) (equivalently, (7)) is a maximal chain of distinct prime ideals then rk ν = r and
rk νℓ = 1 for each ℓ.

Remark 1.5 Another way to describe the same property of valuations is that, given a prime
ideal H of the local integral domain R one builds all valuations centered in R having H as one
of the Pℓ by choosing a valuation ν1 of R centered at H, so that mν1 ∩ R = H and choosing a

valuation subring Rν of the field
Rν1
mν1

centered at R/H. Then ν = ν1 ◦ ν.
Note that choosing a valuation of R/H determines a valuation of its field of fractions κ(H),

which is in general much smaller than
Rν1
mν1

. Given a valuation of R with center H, in order to

determine a valuation of R with center m inducing on R/H a given valuation µ we must choose

an extension ν of µ to
Rν1
mν1

, and there are in general many possibilities.

This will be used in the sequel. In particular, it will be applied to the case where a valuation

ν of R extends uniquely to a valuation ν̂− of R̂
H

for some prime H of R̂. Assuming that R̂ is an

integral domain, this determines a unique valuation of R̂ only if the height ht H of H in R̂ is
at most one. In all other cases the dimension of R̂H is at least 2 and we have infinitely many
valuations with which to compose ν̂−. This is the source of the height conditions we shall see in
§6.

Example 1.6 Let k0 be a field and K = k0((u, v)) the field of fractions of the complete local
ring R = k0[[u, v]]. Let Γ = Z2 with lexicographical ordering. The isolated subgroups of Γ are
(0) $ (0)⊕ Z $ Z2. Consider the valuation ν : K∗ → Z2, centered at R, given by

ν(v) = (0, 1) (9)

ν(u) = (1, 0) (10)

ν(c) = 0 for any c ∈ k∗0 . (11)

This information determines ν completely; namely, for any power series

f =
∑

α,β

cαβu
αvβ ∈ k0[[u, v]],

we have
ν(f) = min{(α, β) | cαβ 6= 0}.

We have rk ν = rat.rk ν = 2. Let ∆ = (0) ⊕ Z. Let Γ+ denote the semigroup of all the
non-negative elements of Γ. Let k0[[Γ+]] denote the R-algebra of power series

∑

cα,βu
αvβ where

cα,β ∈ k0 and the exponents (α, β) form a well ordered subset of Γ+. By classical results (see
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[7], [8]), it is a valuation ring with maximal ideal generated by all the monomials uαvβ, where
(α, β) > (0, 0) (in other words, either α > 0, β ∈ Z or α = 0, β > 0). Then

Rν = k0[[Γ+]]
⋂

k0((u, v))

is a valuation ring of K, and contains k[[u, v]]; it is the valuation ring of the valuation ν. The
prime ideal m1 is the ideal of Rν generated by all the uvβ , β ∈ Z. The valuation ν1 is the
discrete rank 1 valuation of K with valuation ring

(Rν)m1 = k0[[u, v]](u)

and ν2 is the discrete rank 1 valuation of k0((v)) with valuation ring Rν

m1

∼= k0[[v]].

Example 1.7 To give a more interesting example, let k0 be a field of characteristic zero and

K = k0(x, y, z)

a purely transcendental extension of k0 of degree 3. Let w be an independent variable and put

k =
∞
⋃

j=1
k0

(

w
1
j

)

. Let Γ = Z ⊕ Q with the lexicographical ordering and ∆ = (0) ⊕ Q the non-

trivial isolated subgroup of Γ. Let u, v be new variables and let µ1 : k((u, v)) → Z2
lex be the

valuation of the previous example. Let µ2 denote the x-adic valuation of k and put µ = µ1 ◦ µ2.
Consider the map ι : k0[x, y, z] → k[[u, v]] which sends x to w, y to v and z to u−

∞
∑

j=1
w

1
j vj . Let

ν1 = µ1|K and ν = µ|K .
The valuation ν : K∗ → Γ is centered at the local ring R = k0[x, y, z](x,y,z); we have

ν(x) = (0, 1) (12)

ν(y) = (1, 0), (13)

ν(z) = (1, 1). (14)

Write as a composition of two rank 1 valuations: ν = ν1 ◦ ν2. We have natural inclusions
Rν1 ⊂ Rµ1 and kν1 ⊂ kµ1 = k. We claim that kν1 is not finitely generated over k0. Indeed,

if this were not the case then there would exist a prime number p such that w
1
p∈/kν1. Let

k′ = k0

(

x
1

(p−1)!

)

. Let L = k′(y, z). Consier the tower of field extensions K ⊂ L ⊂ k[[u, v]] and

let ν ′ denote the restriction of µ to L. Let Γ′ be the value group of ν ′ and kν′ the residue field

of its valuation ring. Now, L contains the element zp := z −
p−1
∑

j=1
x

1
j yj as well as

zp
yp
. We have

ν ′(zp) =

(

p,
1

p

)

, (15)

ν ′
(

zp
yp

)

= 0 and the natural image of
zp
yp

in kµ1 = k is w
1
p . Now, p 6 | [L : K], [Γ′ : Γ] | [L : K]

and [kν′ : kν ] | [L : K]. This implies that zp ∈ L and w
1
p ∈ kν1, which gives the desired

contradicion.
It is not hard to show that for each j, there exists a local blowing up R → R′ of R such

that, in the notation of (6), we have κ(P ′
1) = k0

(

w
1
j!

)

and that κ(m1) = lim
j→∞

κ(P ′
1) = k. The

6



first one is the blowing up of the ideal (y, z)R, localized at the point y = 0, z/y = x. Then one
blows up the ideal (z/y − x, y), and so on.

Another way to see the valuation ν = ν1 ◦ ν2 is to note that ν1 is the restriction to K of
the v-adic valuation under the inclusion of fields deduced from the inclusion of rings

k0[[x, y, z]](y,z) →֒ k
[[

vZ+
]]

which sends x to w, y to v and z to
∞
∑

j=1
w

1
j vj . Recall that the ring on the right is made of power

series with non negative rational exponents whose set of exponents is well ordered. We have
kν1 = k.

Remark 1.8 The point of the last example is to show that, given a composed valuation as in
(8), νℓ is a valuation of the field kνℓ−1

, which may properly contain κ(P ′
ℓ−1) for every R′ ∈ T .

This fact will be a source of complication later on and we prefer to draw attention to it from the
beginning.

Coming back to the implicit prime ideals, we will see that the implicit prime ideals H ′
i form a

tree of ideals of R†.
We will show that if ν extends to a valuation of ν̂− centered at R̂

P
with P ∩R = (0) then

the prime P must contain the minimal prime H0 of R̂. We will then show that specifying an
extension ν̂− of ν as above is equivalent to specifying a chain of prime valuation ideals

H̃ ′
0 ⊂ H̃ ′

1 ⊂ · · · ⊂ H̃ ′
2r = m′R̂′ (16)

of R̂′ such that H ′
ℓ ⊂ H̃ ′

ℓ for all ℓ ∈ {0, . . . , 2r}, and valuations ν̂1, ν̂2, . . . , ν̂2r, where ν̂i is a
valuation of the field kν̂i−1

(the residue field of the valuation ring Rν̂i−1
), arbitrary when i is odd

and satisfying certain conditions, coming from the valuation ν i
2
, when i is even.

The prime ideals Hi are defined as follows.
Recall that given a valued ring (R, ν), that is a subring R ⊆ Rν of the valuation ring Rν of a
valuation with value group Γ, one defines for each β ∈ Γ the valuation ideals of R associated to
β:

Pβ(R) = {x ∈ R/ν(x) ≥ β}
P+
β (R) = {x ∈ R/ν(x) > β}

and the associated graded ring

grνR =
⊕

β∈Γ

Pβ(R)
P+
β (R)

=
⊕

β∈Γ+

Pβ(R)
P+
β (R)

.

The second equality comes from the fact that if β ∈ Γ− \ {0}, we have P+
β (R) = Pβ(R) = R. If

R → R′ is an extension of local rings such that R ⊂ R′ ⊂ Rν and mν ∩ R′ = m′, we will write
P ′
β for Pβ(R′).

Fix a valuation ring Rν dominating R, and a tree T = {R′} of nœtherian local R-
subalgebras of Rν , having the following properties: for each ring R′ ∈ T , all the birational
ν-extensions of R′ belong to T . Moreover, we assume that the field of fractions of Rν equals
lim
−→

R′

K ′, where K ′ is the field of fractions of R′. The tree T will stay constant throughout this

paper. In the special case when R happens to have the same field of fractions as Rν , we may
take T to be the tree of all the birational ν-extensions of R.

7



Notation 1.9 For a ring R′ ∈ T , we shall denote by T (R′) the subtree of T consisting of all
the ν-extensions R′′ of R′.

We now define

H2ℓ+1 =
⋂

β∈∆ℓ

((

lim
−→

R′

P ′
βR

′†

)

⋂

R†

)

, 0 ≤ ℓ ≤ r − 1 (17)

(in the beginning of §3 we provide some motivation for this definition and give several elementary
examples of H ′

i and H̃
′
i).

The questions answered in this paper originally arose from our work on the Local Uni-
formization Theorem, where passage to completion is required in both the approaches of [13]
and [14]. In [14], one really needs to pass to completion for valuations of arbitrary rank. One of
the main intended applications of the theory of implicit prime ideals is the following conjecture.
Let

Γ →֒ Γ̂ (18)

be an extension of ordered groups of the same rank. Let

(0) = ∆r $ ∆r−1 $ · · · $ ∆0 = Γ (19)

be the isolated subgroups of Γ and

(0) = ∆̂r $ ∆̂r−1 $ · · · $ ∆̂0 = Γ̂

the isolated subgroups of Γ̂, so that the inclusion (18) induces inclusions

∆ℓ →֒ ∆̂ℓ and (20)

∆ℓ

∆ℓ+1
→֒ ∆̂ℓ

∆̂ℓ+1

. (21)

Let G →֒ Ĝ be an extension of graded algebras without zero divisors, such that G is graded by
Γ+ and Ĝ by Γ̂+. The graded algebra G is endowed with a natural valuation with value group
Γ and similarly for Ĝ and Γ̂. These natural valuations will both be denoted by ord.

Definition 1.10 We say that the extension G →֒ Ĝ is scalewise birational if for any x ∈ Ĝ
and ℓ ∈ {1, . . . , r} such that ord x ∈ ∆̂ℓ there exists y ∈ G such that ord y ∈ ∆ℓ and xy ∈ G.

Of course, scalewise birational implies birational and also that Γ̂ = Γ.
While the main result of this paper is the primality of the implicit ideals associated to a valuation,
and the subsequent description of the extensions of the valuation to the completion, the main
conjecture stated here is the following:

Conjecture 1.11 Assume that dim R′ = dim R for all R′ ∈ T . Then there exists a tree of

prime ideals H ′ of R̂′ with H ′ ∩R′ = (0) and a valuation ν̂−, centered at lim
→

R̂′

H′ and having the

following property:

For any R′ ∈ T the graded algebra grν̂−
R̂′

H′ is a scalewise birational extension of grνR
′.

8



The example given in remark 5.20, 4) of [14] shows that the morphism of associated graded rings
is not an isomorphism in general.

The approach to the Local Uniformization Theorem taken in [13] is to reduce the problem
to the case of rank 1 valuations. The theory of implicit prime ideals is much simpler for valuations
of rank 1 and takes only a few pages in Section 2.

The paper is organized as follows. In §3 we define the odd-numbered implicit ideals H2ℓ+1

and prove that H2ℓ+1∩R = Pℓ. We observe that by their very definition, the ideals H2ℓ+1 behave
well under ν-extensions; they form a tree. Proving that H2ℓ+1 is indeed prime is postponed until
later sections; it will be proved gradually in §4–§8. In the beginning of §3 we will explain in
more detail the respective roles played by the odd-numbered and the even-numbered implicit
ideals, give several examples (among other things, to motivate the need for taking the limit with
respect to R′ in (17)) and say one or two words about the techniques used to prove our results.

In §4 we prove the primality of the implicit prime ideals assuming a certain technical con-
dition, called stability, about the tree T and the operation †. It follows from the noetherianity
of R† that there exists a specific R′ for which the limit in (17) is attained. One of the main points
of §4 is to prove properties of stable rings which guarantee that this limit is attained whenever
R′ is stable. We then use the excellence of R to define the even-numbered implicit prime ideals:
for i = 2ℓ the ideal H2ℓ is defined to be the unique minimal prime of PℓR

†, contained in H2ℓ+1

(in the case R† = R̂ it is the excellence of R which implies the uniqueness of such a minimal
prime). We have

H2ℓ ∩R = Pℓ

for ℓ ∈ {0, . . . , r}. The results of §4 apply equally well to completions, henselizations and
other local étale extensions; to complete the proof of the primality of the implicit ideals in
various contexts such as henselization or completion, it remains to show the existence of stable
ν-extensions in the corresponding context.

In §5 we describe the set of extensions ν†− of ν to lim
−→

R′

R′†

P ′R′†
, where P ′ is a tree of prime

ideals of R′† such that P ′ ∩ R′ = (0). We show (Theorem 5.6) that specifying such a valuation

ν†− is equivalent to specifying the following data:

(1) a chain (16) of trees of prime ideals H̃ ′
i of R

′† (where H̃ ′
0 = P ′), such that H ′

i ⊂ H̃ ′
i for

each i and each R′ ∈ T , satisfying one additional condition (we will refer to the chain (16) as

the chain of trees of ideals, determined by the extension ν†−)

(2) a valuation ν†i of the residue field kν†i−1
of ν†i−1, whose restriction to the field lim

−→

R′

κ(H̃ ′
i−1)

is centered at the local ring lim
−→

R′

R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

.

If i = 2ℓ is even, the valuation ν†i must be of rank 1 and its restriction to κ(mℓ−1) must
coincide with νℓ.

Notice the recursive nature of this description of ν†−: in order to describe ν†i we must know

ν†i−1 in order to talk about its residue field k
ν
†
i−1

.

In §6 we address the question of uniqueness of ν†−. We describe several classes of extensions

ν†− which are particularly useful for the applications: minimal and evenly minimal extensions,

and also those ν†− for which, denoting by ht I the height of an ideal, we have

ht H̃ ′
2ℓ+1 − ht H̃ ′

2ℓ
≤ 1 for 0 ≤ ℓ ≤ r; (22)
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in fact, the special case of (22) which is of most interest for the applications is

H̃ ′
2ℓ = H̃ ′

2ℓ+1 for 1 ≤ ℓ ≤ r. (23)

We prove some necessary and some sufficient conditions under which an extension ν†− whose cor-

responding ideals H̃ ′
i satisfy (23) is uniquely determined by the ideals H̃ ′

i. We also give sufficient
conditions for the graded algebra grνR

′ to be scalewise birational to grν̂−R̂
′ for each R′ ∈ T .

These sufficient conditions are used in §9 to prove some partial results towards Conjecture 1.11.
In §7 we show the existence of ν-extensions in T , stable for henselization, thus reducing

the proof of the primality of H2ℓ+1 to the results of §4. We study the extension of ν to R̃ modulo
its first prime ideal and prove that such an extension is unique.

In §8 we use the results of §7 to prove the existence of ν-extensions in T , stable for
completion. Combined with the results of §4 this proves that the ideals H2ℓ+1 are prime.

In §9 we describe a possible approach and prove some partial results towards constructing
a chain of trees (16) of prime ideals of R̂′ satisfying (23) and a corresponding valuation ν̂− which
satisfies the conclusion of Conjecture 1.11. We also prove a necessary and a sufficient condition
for the uniqueness of ν̂−, assuming Conjecture 1.11.

We would like to acknowledge the paper [5] by Bill Heinzer and Judith Sally which inspired
one of the authors to continue thinking about this subject, as well as the work of S.D. Cutkosky,
S. El Hitti and L. Ghezzi: [3] (which contains results closely related to those of §2) and [2].

2 Extending a valuation of rank one centered in a local domain

to its formal completion.

Let (R,M, k) be a local noetherian domain, K its field of fractions, and ν : K → Γ+ ∪ {∞} a
rank one valuation, centered at R (that is, non-negative on R and positive on M).

Let R̂ denote the formal completion of R. It is convenient to extend ν to a valuation

centered at R̂
H
, where H is a prime ideal of R̂ such that H ∩ R = (0). In this section, we

will assume that ν is of rank one, so that the value group Γ is archimedian. We will explicitly
describe a prime ideal H of R̂, canonically associated to ν, such that H ∩R = (0) and such that

ν has a unique extension ν̂− to R̂
H
.

Let Φ = ν(R \ (0)), let Pβ denote the ν-ideal of R of value β and P+
β the greatest ν-ideal,

properly contained in Pβ . We now define the main object of study of this section. Let

H :=
⋂

β∈Φ

(PβR̂). (24)

Remark 2.1 Since R is noetherian, we have ν(M) > 0 and since the ordered group Γ is archi-
median, for every β ∈ Φ there exists n ∈ N such that Mn ⊂ Pβ . In other words, the M -adic

topology on R is finer than (or equal to) the ν-adic topology. Therefore an element x ∈ R̂ lies
in PβR̂ ⇐⇒ there exists a Cauchy sequence {xn} ⊂ R in the M -adic topology, converging
to x, such that ν(xn) ≥ β for all n ⇐⇒ for every Cauchy sequence {xn} ⊂ R, converging
to x, ν(xn) ≥ β for all n ≫ 0. By the same token, x ∈ H ⇐⇒ there exists a Cauchy se-
quence {xn} ⊂ R, converging to x, such that lim

n→∞
ν(xn) = ∞ ⇐⇒ for every Cauchy sequence

{xn} ⊂ R, converging to x, lim
n→∞

ν(xn) = ∞.
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Example 2.2 Let R = k[u, v](u,v). Then R̂ = k[[u, v]]. Consider an element w = u−
∞
∑

i=1
civ

i ∈

R̂, where ci ∈ k∗ for all i ∈ N, such that w is transcendental over k(u, v). Consider the injective

map ι : k[u, v](u,v) → k[[t]] which sends v to t and u to
∞
∑

i=1
cit

i. Let ν be the valuation induced

from the t-adic valuation of k[[t]] via ι. The value group of ν is Z and Φ = N0. For each β ∈ N,

Pβ =

(

vβ, u−
β−1
∑

i=1
civ

i

)

. Thus H = (w).

We come back to the general theory. Since the formal completion homomorphism R → R̂
is faithfully flat,

PβR̂ ∩R = Pβ for all β ∈ Φ. (25)

Taking the intersection over all β ∈ Φ, we obtain

H ∩R =





⋂

β∈Φ

(

PβR̂
)



 ∩R =
⋂

β∈Φ

Pβ = (0), (26)

In other words, we have a natural inclusion R →֒ R̂
H
.

Theorem 2.31. H is a prime ideal of R̂.

2. ν extends uniquely to a valuation ν̂−, centered at R̂
H
.

Proof.- Let x̄ ∈ R̂
H

\ {0}. Pick a representative x of x̄ in R̂, so that x̄ = x mod H. Since

x∈/H, we have x∈/PαR̂ for some α ∈ Φ.

Lemma 2.4 (See [18], Appendix 5, lemma 3) Let ν be a valuation of rank one centered in a
local noetherian domain (R,M, k). Let

Φ = ν(R \ (0)) ⊂ Γ.

Then Φ contains no infinite bounded sequences.

Proof.- An infinite ascending sequence α1 < α2 < . . . in Φ, bounded above by an element
β ∈ Φ, would give rise to an infinite descending chain of ideals in R

Pβ
. Thus it is sufficient to

prove that R
Pβ

has finite length.

Let δ := ν(M) ≡ min(Φ \ {0}). Since Φ is archimedian, there exists n ∈ N such that
β ≤ nδ. Then Mn ⊂ Pβ , so that there is a surjective map R

Mn ։ R
Pβ

. Thus R
Pβ

has finite length,

as desired.
By Lemma 2.4, the set {β ∈ Φ | β < α} is finite. Hence there exists a unique β ∈ Φ such

that
x ∈ PβR̂ \ P+

β R̂. (27)

Note that β depends only on x̄, but not on the choice of the representative x. Define the function

ν̂− : R̂
H

\ {0} → Φ by
ν̂−(x̄) = β. (28)

By (25), if x ∈ R \ {0} then
ν̂−(x) = ν(x). (29)

11



It is obvious that
ν̂−(x+ y) ≥ min{ν̂−(x), ν̂−(y)} (30)

ν̂−(xy) ≥ ν̂−(x) + ν̂−(y) (31)

for all x, y ∈ R̂
H
. The point of the next lemma is to show that R̂

H
is a domain and that ν̂− is, in

fact, a valuation (i.e. that the inequality (31) is, in fact, an equality).

Lemma 2.5 For any non-zero x̄, ȳ ∈ R̂
H
, we have x̄ȳ 6= 0 and ν̂−(x̄ȳ) = ν̂−(x̄) + ν̂−(ȳ).

Proof.- Let α = ν̂−(x̄), β = ν̂−(ȳ). Let x and y be representatives in R̂ of x̄ and ȳ,
respectively. We have MPα ⊂ P+

α , so that

Pα
P+
α

∼= Pα
P+
α +MPα

∼= Pα
P+
α

⊗R k ∼= Pα
P+
α

⊗R
R̂

MR̂
∼= PαR̂

(P+
α +MPα)R̂

∼= PαR̂
P+
α R̂

, (32)

and similarly for β. By (32) there exist z ∈ Pα, w ∈ Pβ , such that z ≡ x mod P+
α R̂ and

w ≡ y mod P+
β R̂. Then

xy ≡ zw mod P+
α+βR̂. (33)

Since ν is a valuation, ν(zw) = α+ β, so that zw ∈ Pα+β \ P+
α+β . By (25) and (33), this proves

that xy ∈ Pα+βR̂ \P+
α+βR̂. Thus xy∈/H (hence x̄ȳ 6= 0 in R̂

H
) and ν̂−(x̄ȳ) = α+β, as desired.

By Lemma 2.5, H is a prime ideal of R̂. By (30) and Lemma 2.5, ν̂− is a valuation,

centered at R̂
H
. To complete the proof of Theorem 2.3, it remains to prove the uniqueness of ν̂−.

Let x, x̄, the element α ∈ Φ and
z ∈ Pα \ P+

α (34)

be as in the proof of Lemma 2.5. Then there exist

u1, . . . , un ∈ P+
α and

v1, . . . , vn ∈ R̂
(35)

such that x = z +
n
∑

i=1
uivi. Letting v̄i := vi mod H, we obtain x̄ = z̄ +

n
∑

i=1
ūiv̄i in

R̂
H
. Therefore,

by (34)–(35), for any extension of ν to a valuation ν̂ ′−, centered at R̂
H
, we have

ν̂ ′−(x̄) = α = ν̂−(x̄), (36)

as desired. This completes the proof of Theorem 2.3.

Definition 2.6 The ideal H is called the implicit prime ideal of R̂, associated to ν. When
dealing with more than one ring at a time, we will sometimes write H(R, ν) for H.

More generally, let ν be a valuation centered at R, not necessarily of rank one. In any
case, we may write ν as a composition ν = µ2 ◦µ1, where µ2 is centered at a non-maximal prime

ideal P of R and µ1

∣

∣

∣R
P

is of rank one. The valuation µ1

∣

∣

∣R
P

is centered at R
P
. We define the

implicit prime ideal of R with respect to ν, denoted H(R, ν), to be the inverse image in R̂ of

the implicit prime ideal of R̂
P

with respect to µ1

∣

∣

∣R
P
. For the rest of this section, we will continue

to assume that ν is of rank one.
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Remark 2.7 By (32), we have the following natural isomorphisms of graded algebras:

grνR
∼= grν̂−

R̂
H

Gν ∼= Gν̂− .

We will now study the behaviour of H under local blowings up of R with respect to
ν and, more generally, under local homomorphisms. Let π : (R,M) → (R′,M ′) be a local
homomorphism of local noetherian domains. Assume that ν extends to a rank one valuation
ν ′ : R′ \ {0} → Γ′, where Γ′ ⊃ Γ. The homomorphism π induces a local homomorphism
π̂ : R̂→ R̂′ of formal completions. Let Φ′ = ν ′(R′ \ {0}). For β ∈ Φ′, let P ′

β denote the ν ′-ideal
of Rν′ of value β, as above. Let H

′ = H(R′, ν ′).

Lemma 2.8 Let β ∈ Φ. Then
(

P ′
βR̂

′
)

∩ R̂ = PβR̂. (37)

Proof.- Since by assumption ν ′ extends ν we have P ′
β ∩R = Pβ and the inclusion

(

P ′
βR̂

′
)

∩ R̂ ⊇ PβR̂. (38)

We will now prove the opposite inclusion. Take an element x ∈
(

P ′
βR̂

′
)

∩ R̂. Let {xn} ⊂ R be

a Cauchy sequence in the M -adic topology, converging to x. Then {π(xn)} converge to π̂(x) in
the M ′-adic topology of R̂′. Applying remark 2.1 to R′, we obtain

ν(xn) ≡ ν ′(π(xn)) ≥ β for n≫ 0. (39)

By (39) and Remark 2.7, applied to R, we have x ∈ PβR̂. This proves the opposite inclusion in
(38), as desired.

Corollary 2.9 We have
H ′ ∩ R̂ = H.

Proof.- Since ν ′ is of rank one, Φ is cofinal in Φ′. Now the Corollary follows by taking
the intersection over all β ∈ Φ in (37).

Let J be a non-zero ideal of R and let R → R′ be the local blowing up along J with
respect to ν. Take an element f ∈ J , such that ν(f) = ν(J). By the strict transform of J in
R̂′ we will mean the ideal

J str :=

∞
⋃

i=1

((

JR̂′
)

: f i
)

≡
(

JR̂′
f

)

∩ R̂′.

If g is another element of J such that ν(g) = ν(J) then ν
(

f
g

)

= 0, so that f
g
is a unit in R′.

Thus the definition of strict transform is independent of the choice of f .

Corollary 2.10 Hstr ⊂ H ′.

Proof.- Since HR̂′ ⊂ H ′, we have Hstr =
(

HR̂′
f

)

∩ R̂′ ⊂
(

H ′R̂′
f

)

∩ R̂′ = H ′, where the

last equality holds because H ′ is a prime ideal of R̂′, not containing f .
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Using Zariski’s Main Theorem, it can be proved that Hstr is prime. Since this fact is not
used in the sequel, we omit the proof.

Corollary 2.11 Let the notation and assumptions be as in corollary 2.10. Then

ht H ′ ≥ ht H. (40)

In particular,

dim
R̂′

H ′
≤ dim

R̂

H
. (41)

Proof.- Let R̄ :=
(

R̂⊗R R
′
)

M ′R̂′∩(R̂⊗RR′)
. Let φ denote the natural local homomorphism

R̄→ R̂′.

Let H̄ := H ′∩ R̄. Now, take f ∈ J such that ν(f) = ν(J). Then f∈/H ′ and, in particular, f∈/H̄.
Since R′

f
∼= Rf , we have R̂f = R̄f . In view of Corollary 2.9, we obtain HR̂f ∼= H̄R̄f , so

ht H = ht H̄. (42)

Now, R̄ is a local noetherian ring, whose formal completion is R̂′. Hence φ is faithfully flat and
therefore satisfies the going down theorem. Thus we have ht H ′ ≥ ht H̄. Combined with (42),
this proves (40). As for the last statement of the Corollary, it follows from the well known fact
that dimension does not increase under blowing up ([12], Lemma 2.2): we have dim R′ ≤ dim R,
hence

dim R̂′ = dimR′ ≤ dim R = dim R̂,

and (41) follows from (40) and from the fact that complete local rings are catenarian.
It may well happen that the containment of corollary 2.10 and the inequality in (40) are

strict. The possibility of strict containement in corollary 2.10 is related to the existence of
subanalytic functions, which are not analytic. We illustrate this statement by an example in
which Hstr $ H ′ and ht H < ht H ′.

Example 2.12 Let k be a field and let

R = k[x, y, z](x,y,z),

R′ = k[x′, y′, z′](x′,y′,z′),

where x′ = x, y′ = y
x
and z′ = z. We have K = k(x, y, z), R̂ = k[[x, y, z]], R̂′ = k[[x′, y′, z′]]. Let

t1, t2 be auxiliary variables and let
∞
∑

i=1
cit

i
1 (with ci ∈ k) be an element of k[[t1]], transcendental

over k(t1). Let θ denote the valuation, centered at k[[t1, t2]], defined by θ(t1) = 1, θ(t2) =
√
2 (the

value group of θ is the additive subgroup of R, generated by 1 and
√
2). Let ι : R′ →֒ k[[t1, t2]]

denote the injective map defined by ι(x′) = t2, ι(y
′) = t1, ι(z

′) =
∞
∑

i=1
cit

i
1. Let ν denote the

restriction of θ to K, where we view K as a subfield of k((t1, t2)) via ι. Let Φ = ν(R \ {0});
Φ′ = ν(R′ \ {0}). For β ∈ Φ′, P ′

β is generated by all the monomials of the form x′αy′γ such that

√
2α+ γ ≥ β, together with z′ −

i
∑

j=1
cjy

′j , where i is the greatest non-negative integer such that

i < β.

Let w′ := z′ −
∞
∑

i=1
ciy

′i. Then H ′ = (w′), but H = H ′ ∩ R̂ = (0), so that Hstr = (0) $ H ′

and ht H = 0 < 1 = ht H ′.
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Recall the following basic result of the theory of G-rings:

Proposition 2.13 Assume that R is a reduced G-ring. Then R̂H is a regular local ring.

Proof.- Let K = RP∞ = κ(P∞) (here we are using that R is reduced and that P∞ is
a minimal prime of R). By definition of G-ring, the map R → R̂ is a regular homomorphism.
Then by (26) R̂H is geometrically regular over K, hence regular.

Remark 2.14 Having extended in a unique manner the valuation ν to a valuation ν̂− of R̂
H
,

we see that if R is a G-ring, by Proposition 2.13 there is a unique minimal prime P̂∞ of R̂
contained in H, corresponding to the ideal (0) in R̂H . Since H ∩R = (0), we have the equality

P̂∞ ∩ R = (0). Choosing a valuation µ of the fraction field of R̂H

P̂∞R̂H
centered at R̂H

P̂∞R̂H
whose

value group Ψ is a free abelian group produces a composed valuation ν̂− ◦ µ on R̂

P̂∞
with value

group Ψ
⊕

Γ ordered lexicographically, as follows:

Given x ∈ R̂

P̂∞
, let ψ = µ(x) and blow up in R the ideal Pψ along our original valuation, obtaining

a local ring R′. According to what we have seen so far in this section, in its completion R̂′ we
can write x = ye with µ(e) = ψ and y ∈ R̂′ \H ′. The valuation ν on R′ extends uniquely to a

valuation of R̂′

H′ , which we may still denote by ν̂− because it induces ν̂− on R̂
H
. Let us consider

the image y of y in R̂′

H′ . Setting (ν̂− ◦µ)(x) = ψ
⊕

ν̂−(y) ∈ Ψ
⊕

Γ determines a valuation of R̂

P̂∞

as required.
If we drop the assumption that Ψ is a free abelian group, the above construction still works,

but the value group Γ̂ of ν̂− ◦ µ need not be isomorphic to the direct sum Ψ
⊕

Γ. Rather, we
have an exact sequence 0 → Γ → Γ̄ → Ψ → 0, which need not, in general, be split; see [15],
Proposition 4.3.
In the sequel we shall reduce to the case where R̂ is an integral domain, so that P̂∞ = (0) and
we will have constructed a valuation of R̂.

3 Definition and first properties of implicit ideals.

Let the notation be as above. Before plunging into technical details, we would like to give
a brief and informal overview of our constructions and the motivation for them. Above we
recalled the well known fact that if rk ν = r then for every ν-extension R→ R′ the valuation ν
canonically determines a flag (6) of r subschemes of Spec R′. This paper shows the existence of
subschemes of Spec R̂, determined by ν, which are equally canonical and which become explicit
only after completion. To see what they are, first of all note that the ideal P ′

l R̂
′, for R′ ∈ T

and 0 ≤ ℓ ≤ r− 1, need not in general be prime (although it is prime whenever R′ is henselian).
Another way of saying the same thing is that the ring R′

P ′
ℓ

need not be analytically irreducible in

general. However, we will see in §8 (resp. §7) that the valuation ν picks out in a canonical way
one of the minimal primes of P ′

l R̂
′ (resp. P ′

l R̃
′). We call this minimal prime H ′

2ℓ for reasons
which will become apparent later. By the flatness of completion (resp. henselization), we have
H ′

2ℓ ∩R′ = P ′
ℓ . We will show that the ideals H ′

2ℓ form a tree.
Let

(0) = ∆r $ ∆r−1 $ · · · $ ∆0 = Γ (43)

be the isolated subgroups of Γ. There are other ideals of R̂, apart from the H2ℓ, canonically
associated to ν, whose intersection with R equals Pℓ, for example, the ideal

⋂

β∈∆ℓ

PβR̂. The same
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is true of the even larger ideal

H2ℓ+1 =
⋂

β∈∆ℓ

((

lim
−→

R′

P ′
βR̂

′

)

⋂

R̂

)

, (44)

(that H2ℓ+1 ∩R = Pℓ is easy to see and will be shown later in this section, in Proposition 3.5).
While the examples below show that the ideal

⋂

β∈∆ℓ

PβR̂ need not, in general, be prime, the ideal

H2ℓ+1 always is (this is the main theorem of this paper; it will be proved in §8). The ideal H2ℓ+1

contains H2ℓ but is not, in general equal to it. To summarize, we will show that the valuation
ν picks out in a canonical way a generic point H2ℓ of the formal fiber over Pℓ and also another
point H2ℓ+1 in the formal fiber, which is a specialization of H2ℓ.

The main technique used to prove these results is to to analyze the set of zero divisors of
R′†

P ′
ℓ
R′†

(where R† stands for either R̂, R̃, or a finite type étale extension Re of R), as follows. We

show that the reducibility of R′†

P ′
ℓ
R′†

is related to the existence of non-trivial algebraic extensions

of κ(Pℓ) inside κ(Pℓ) ⊗R R
†. More precisely, in the next section we define R to be stable if

R†

Pℓ+1R
† is a domain and there does not exist a non-trivial algebraic extension of κ(Pℓ+1) which

embeds both into κ(Pℓ+1)⊗RR
† and into κ(P ′

ℓ+1) for some R′ ∈ T . We show that if R is stable

then R′†

P ′
ℓ+1R

′†
is a domain for all R′ ∈ T . For β ∈ Γ

∆ℓ+1
, let

Pβ =
{

x ∈ R
∣

∣ ν(x) mod ∆ℓ+1 ≥ β
}

(45)

If Φ denotes the semigroup ν(R\{0}) ⊂ Γ, which is well ordered since R is noetherian (see [ZS],
Appendix 4, Proposition 2), and

β(ℓ) = min{γ ∈ Φ | β − γ ∈ ∆ℓ+1}
then Pβ = Pβ(l).
We have the inclusions

Pℓ ⊂ Pβ ⊂ Pℓ+1,

and Pβ is the inverse image in R by the canonical map R→ R
Pℓ

of a valuation ideal Pβ ⊂ R
Pℓ

for

the rank one valuation R
Pℓ

\ {0} → ∆ℓ

∆ℓ+1
induced by νℓ+1.

We will deduce from the above that if R is stable then for each β ∈ ∆ℓ

∆ℓ+1
and each ν-

extension R → R′ we have P ′
β
R′† ∩R† = PβR†, which gives us a very good control of the limit

in the definition of H2ℓ+1 and of the ν-extensions R′ for which the limit is attained.
We then show, separately in the cases when R† = R̃ (§7) and R† = R̂ (§8), that there

always exists a stable ν-extension R′ ∈ T .
We are now ready to go into details, after giving several examples of implicit ideals and

the phenomena discussed above.
Let 0 ≤ ℓ ≤ r. We define our main object of study, the (2ℓ + 1)-st implicit prime ideal

H2ℓ+1 ⊂ R†, by

H2ℓ+1 =
⋂

β∈∆ℓ

((

lim
−→

R′

P ′
βR

′†

)

⋂

R†

)

, (46)

where R′ ranges over T . As usual, we think of (46) as a tree equation: if we replace R by any
other R′′ ∈ T in (46), it defines the corresponding ideal H ′′

2ℓ+1 ⊂ R̂′′†. Note that for ℓ = r (46)
reduces to

H2r+1 = mR†.
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We start by giving several examples of the ideals H ′
i (and also of H̃ ′

i, which will appear a little
later in the paper).

Example 3.1 Let R = k[x, y, z](x,y,z). Let ν be the valuation with value group Γ = Z2
lex, defined

as follows. Take a transcendental power series
∞
∑

j=1
cju

j in a variable u over k. Consider the

homomorphism R →֒ k[[u, v]] which sends x to v, y to u and z to
∞
∑

j=1
cju

j . Consider the

valuation ν, centered at k[[u, v]], defined by ν(v) = (0, 1) and ν(u) = (1, 0); its restriction to
R will also be denoted by ν, by abuse of notation. Let Rν denote the valuation ring of ν in
k(x, y, z) and let T be the tree consisting of all the local rings R′ essentially of finite type over
R, birationally dominated by Rν. Let † = ˆ denote the operation of formal completion. Given
β = (a, b) ∈ Z2

lex, we have Pβ = xb
(

ya, z − c1y − · · · − ca−1y
a−1
)

. The first isolated subgroup

∆1 = (0) ⊕ Z. Then
⋂

β∈(0)⊕Z

(

PβR̂
)

= (y, z) and
⋂

β∈Γ=∆0

(

PβR̂
)

=

(

z −
∞
∑

j=1
cjy

j

)

. It is not

hard to show that for any R′ ∈ T we have H ′
1 =

(

z −
∞
∑

j=1
cjy

j

)

R̂′ and that H3 = (y, z)R̂. It

will follow from the general theory developed in §6 that ν admits a unique extension ν̂ to lim
−→

R′

R̂′.

This extension has value group Γ̂ = Z3
lex and is defined by ν̂(x) = (0, 0, 1), ν̂(y) = (0, 1, 0)

and ν̂

(

z −
∞
∑

j=1
cjy

j

)

= (1, 0, 0). For each R′ ∈ T the ideal H ′
1 is the prime valuation ideal

corresponding to the isolated subgroup (0) ⊕ Z2
lex of Γ̂ (that is, the ideal whose elements have

values outside of (0)⊕ Z2
lex) while H ′

3 is the prime valuation ideal corresponding to the isolated
subgroup (0) ⊕ (0)⊕ Z.

Example 3.2 Let R = k[x, y, z](x,y,z), Γ = Z2
lex, the power series

∞
∑

j=1
cju

j and the operation

† = ˆ be as in the previous example. This time, let ν be defined as follows. Consider the

homomorphism R →֒ k[[u, v]] which sends x to u, y to
∞
∑

j=1
cju

j and z to v. Consider the

valuation ν, centered at k[[u, v]], defined by ν(v) = (1, 0) and ν(u) = (0, 1); its restriction to R
will be also denoted by ν. Let Rν denote the valuation ring of ν in k(x, y, z) and let T be the
tree consisting of all the local rings R′ essentially of finite type over R, birationally dominated by
Rν . Given β = (a, b) ∈ Z2

lex, we have Pβ = za
(

xb, y − c1x− · · · − cb−1x
b−1
)

. The first isolated

subgroup ∆1 = (0) ⊕ Z. Then
⋂

β∈(0)⊕Z

(

PβR̂
)

=

(

y −
∞
∑

j=1
cjx

j, z

)

and
⋂

β∈Γ=∆0

(

PβR̂
)

= (0). It

is not hard to show that for any R′ ∈ T we have H ′
1 = (0) and that H3 =

(

y −
∞
∑

j=1
cjx

j, z

)

R̂′.

In this case, the extension ν̂ to lim
−→

R′

R̂′ is not unique. Indeed, one possible extension ν̂(1) has

value group Γ̂ = Z3
lex and is defined by ν̂(1)(x) = (0, 0, 1), ν̂(1)

(

y −
∞
∑

j=1
cjx

j

)

= (0, 1, 0) and

ν̂(1)(z) = (1, 0, 0). In this case, for any R′ ∈ T the ideal H ′
3 is the prime valuation ideal

corresponding to the isolated subgroup (0)⊕ (0)⊕ Z of Γ̂.
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Another extension ν̂(2) of ν is defined by ν̂(2)(x) = (0, 0, 1), ν̂(2)

(

y −
∞
∑

j=1
cjx

j

)

= (1, 0, 0)

and ν̂(2)(z) = (0, 1, 0). In this case, the tree of ideals corresponding to the isolated subgroup
(0) ⊕ (0) ⊕ Z is H ′

3 (exactly the same as for ν̂(1)) while that corresponding to (0) ⊕ Z2
lex is

H̃ ′
1 =

(

y −
∞
∑

j=1
cjx

j

)

. The tree H̃ ′
1 of prime ν̂(2)-ideals determines the extension ν̂(2) completely.

The following two examples illustrate the need for taking the limit over the tree T .

Example 3.3 Let us consider the local domain S =
k[x,y](x,y)

(y2−x2−x3)
. There are two distinct valua-

tions centered in (x, y). Let ai ∈ k, i ≥ 2 be such that



y + x+
∑

i≥2

aix
i







y − x−
∑

i≥2

aix
i



 = y2 − x2 − x3.

We shall denote by ν+ the rank one discrete valuation defined by

ν+(x) = ν+(y) = 1,

ν+(y + x) = 2,

ν+

(

y + x+
b−1
∑

i=2

aix
i

)

= b.

Now let R =
k[x,y,z](x,y,z)
(y2−x2−x3) . Let Γ = Z2 with the lexicographical ordering. Let ν be the composite

valuation of the (z)-adic one with ν+, centered in R
(z) . The point of this example is to show that

H∗
2ℓ+1 =

⋂

β∈∆ℓ

PβR̂

does not work as the definition of the (2ℓ+ 1)-st implicit prime ideal because the resulting ideal
H∗

2ℓ+1 is not prime. Indeed, as P(a,0) = (za), we have

H∗
1 =

⋂

(a,b)∈Z2

P(a,b)R̂ = (0).

Let f = y + x+
∑

i≥2
aix

i, g = y − x − ∑
i≥2

aix
i ∈ R̂. Clearly f, g∈/H∗

1 = (0), but f · g = 0, so the

ideal H∗
1 is not prime.

One might be tempted (as we were) to correct this problem by localizing at H∗
2ℓ+3. Indeed,

if we take the new definition of H∗
2ℓ+1 to be, recursively in the descending order of ℓ,

H∗
2ℓ+1 =





⋂

β∈∆ℓ

PβR̂H∗
2ℓ+3



 ∩ R̂, (47)

then in the present example the resulting ideals H∗
3 = (z, f) and H∗

1 = (f) are prime. However,
the next example shows that the definition (47) also does not, in general, give rise to prime
ideals.
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Example 3.4 Let R =
k[x,y,z](x,y,z)
(z2−y2(1+x))

. Let Γ = Z2 with the lexicographical ordering. Let t be an

independent variable and let ν be the valuation, centered in R, induced by the t-adic valuation of
k
[[

tΓ
]]

under the injective homomorphism ι : R →֒ k
[[

tΓ
]]

, defined by ι(x) = t(0,1), ι(y) = t(1,0)

and ι(z) = t(1,0)
√

1 + t(0,1). The prime ν-ideals of R are (0) $ P1 $ m, with P1 = (y, z). We
have

⋂

β∈∆1

PβR̂ = (y, z)R̂ = P1R̂ and
⋂

β∈Γ

PβR̂(y,z) =
⋂

β∈Γ

PβR̂ = (0). Note that the ideal (0) is

not prime in R̂. Now, let R′ = R
[

z
y

]

m′
, where m′ =

(

x, y, z
y
− 1
)

is the center of ν in R
[

z
y

]

.

We have z − y
√
1 + x ∈ R̂ \ P(2,0)R̂. On the other hand, z − y

√
1 + x = y

(

z
y
−
√
1 + x

)

= 0 in

R̂′; in particular, z − y
√
1 + x ∈

⋂

β∈Γ

P ′
βR̂

′. Thus this example also shows that the ideals PβR̂,
⋂

β∈∆ℓ

PβR̂ and
⋂

β∈∆ℓ

PβR̂H2ℓ+3
do not behave well under blowing up.

Note that both Examples 3.3 and 3.4 occur not only for the completion R̂ but also for the
henselization R̃.

We come back to the general theory of implicit ideals.

Proposition 3.5 We have H2ℓ+1 ∩R = Pℓ.

Proof.- Recall that Pℓ = {x ∈ R | ν(x)∈/∆ℓ }. If x ∈ Pℓ then, since ∆ℓ is an isolated subgroup,
we have x ∈ Pβ for all β ∈ ∆ℓ. The same inclusion holds for the same reason in all extensions
R′ ⊂ Rν of R, and this implies the inclusion Pℓ ⊆ H2ℓ+1 ∩ R. Now let x be in H2ℓ+1 ∩ R and
assume x∈/Pℓ. Then there is a β ∈ ∆ℓ such that x∈/Pβ. By faithful flatness of R† over R we have
PβR† ∩R = Pβ . This implies that x∈/PβR†, and the same argument holds in all the extensions
R′ ∈ T , so x cannot be in H2ℓ+1 ∩R. This contradiction shows the desired equality.

Proposition 3.6 The ideals H ′
2ℓ+1 behave well under ν-extensions R → R′ in T . In other

words, let R → R′ be a ν-extension in T and let H ′
2ℓ+1 denote the (2ℓ + 1)-st implicit prime

ideal of R̂′. Then H2ℓ+1 = H ′
2ℓ+1 ∩R†.

Proof.- Immediate from the definitions.
To study the ideals H2ℓ+1, we need to understand more explicitly the nature of the limit

appearing in (46). To study the relationship between the ideals PβR
† and P ′

βR
′†
⋂

R†, it is

useful to factor the natural map R† → R′† as R† → (R† ⊗R R
′)M ′

φ→ R′† as we did in the proof
of Lemma 1.2. In general, the ring R† ⊗R R

′ is not local (see the above examples), but it has
one distinguished maximal ideal M ′, namely, the ideal generated by mR†⊗ 1 and 1⊗m′, where
m′ denotes the maximal ideal of R′. The map φ factors through the local ring

(

R† ⊗R R
′
)

M ′

and the resulting map
(

R† ⊗R R
′
)

M ′ → R′† is either the formal completion or the henselization;

in either case, it is faithfully flat. Thus P ′
βR

′† ∩
(

R† ⊗R R
′
)

M ′ = P ′
β

(

R† ⊗R R
′
)

M ′ . This shows

that we may replace R′† by
(

R† ⊗R R
′
)

M ′ in (46) without affecting the result, that is,

H2ℓ+1 =
⋂

β∈∆ℓ

((

lim
−→

R′

P ′
β

(

R† ⊗R R
′
)

M ′

)

⋂

R†

)

. (48)

From now on, we will use (48) as our working definition of the implicit prime ideals. One
advantage of the expression (48) is that it makes sense in a situation more general than the
completion and the henselization. Namely, to study the case of the henselization R̃, we will need
to consider local étale extensions Re of R, which are contained in R̃ (particularly, those which
are essentially of finite type). The definition (48) of the implicit prime ideals makes sense also
in that case.
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4 Stable rings and primality of their implicit ideals.

Let the notation be as in the preceding sections. As usual, R† will denote one of R̂, R̃ or Re (a
local étale ν-extension essentially of finite type). Take an R′ ∈ T and β ∈ ∆ℓ

∆ℓ+1
. We have the

obvious inclusion of ideals
PβR† ⊂ PβR′† ∩R† (49)

(where Pβ is defined in (45)). A useful subtree of T is formed by the ℓ-stable rings, which we
now define. An important property of stable rings, proved below, is that the inclusion (49) is
an equality whenever R′ is stable.

Definition 4.1 A ring R′ ∈ T (R) is said to be ℓ-stable if the following two conditions hold:
(1) the ring

κ
(

P ′
ℓ

)

⊗R

(

R′ ⊗R R
†
)

M ′
(50)

is an integral domain and
(2) there do not exist an R′′ ∈ T (R′) and a non-trivial algebraic extension L of κ(P ′

ℓ)
which embeds both into κ (P ′

ℓ)⊗R

(

R′ ⊗R R
†
)

M ′ and κ(P
′′
ℓ ).

We say that R is stable if it is ℓ-stable for each ℓ ∈ {0, . . . , r}.

Remark 4.2 (1) Rings of the form (50) will be a basic object of study in this paper. Another
way of looking at the same ring, which we will often use, comes from interchanging the order
of tensor product and localization. Namely, let T ′ denote the image of the multiplicative system
(

R′ ⊗R R
†
)

\M ′ under the natural map R′ ⊗R R
† → κ (P ′

ℓ) ⊗R R
†. Then the ring (50) equals

the localization (T ′)−1
(

κ (P ′
ℓ)⊗R R

†
)

.
(2) In the special case R′ = R in Definition 4.1, we have

κ
(

P ′
ℓ

)

⊗R

(

R′ ⊗R R
†
)

M ′
= κ (Pℓ)⊗R R

†.

If, moreover, R
Pℓ

is analytically irreducible then the hypothesis that κ (Pℓ)⊗RR
† is a domain holds

automatically; in fact, this hypothesis is equivalent to analytic irreducibility of R
Pℓ

if R† = R̂ or

R† = R̃.
(3) Consider the special case when R′ is Henselian and † = .̂ Excellent Henselian rings

are algebraically closed inside their formal completions, so both (1) and (2) of Definition 4.1
hold automatically for this R′. Thus excellent Henselian local rings are always stable.

In this section we study ℓ-stable rings. We prove that if R is ℓ-stable then so is any R′ ∈ T (R)
(justifying the name “stable”). The main result of this section, Theorem 4.9, says that if R is
stable then the implicit ideal H ′

2ℓ+1 is prime for each ℓ ∈ {0, . . . , r} and each R′ ∈ T (R).

Remark 4.3 In the next two sections we will show that there exist stable rings R′ ∈ T for
both R† = R̂ and R† = Re. However, the proof of this is different depending on whether we
are dealing with completion or with an étale extension, and will be carried out separately in two
separate sections: one devoted to henselization, the other to completion.

Proposition 4.4 Fix an integer ℓ, 0 ≤ ℓ ≤ r. Assume that R′ is ℓ-stable and let R′′ ∈ T (R′).
Then R′′ is ℓ-stable.
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Proof.- We have to show that (1) and (2) of Definition 4.1 for R′ imply (1) and (2) of Definition
4.1 for R′′. The ring

κ
(

P ′′
ℓ

)

⊗R

(

R′′ ⊗R R
†
)

M ′′
(51)

is a localization of κ (P ′′
ℓ ) ⊗R

(

κ (P ′
ℓ)⊗R

(

R′ ⊗R R
†
)

M ′

)

. Hence (1) and (2) of Definition 4.1,

applied to R′, imply that κ (P ′′
ℓ )⊗R

(

R′′ ⊗R R
†
)

M ′′ is an integral domain, so (1) of Definition 4.1
holds for R′′. Replacing R′ by R′′ clearly does not affect the hypotheses about the non-existence
of the extension L, so (2) of Definition 4.1 also holds for R′′.

Next, we prove a technical result on which much of the rest of the paper is based. For
β ∈ Γ

∆ℓ+1
, let

Pβ+ =
{

x ∈ R
∣

∣ ν(x) mod ∆ℓ+1 > β
}

. (52)

As usual, P ′
β+

will stand for the analogous notion, but with R replaced by R′, etc.

Proposition 4.5 Assume that R itself is (ℓ+ 1)-stable and let R′ ∈ T (R).

1. For any β ∈ ∆ℓ

∆ℓ+1

P ′
β
R′† ∩R† = PβR†. (53)

2. For any β ∈ Γ
∆ℓ+1

the natural map

PβR†

Pβ+R†
→

P ′
β
R′†

P ′
β+
R′†

(54)

is injective.

Proof.- As explained at the end of the previous section, since R′† is faithfully flat over the ring
(

R† ⊗R R
′
)

M ′ , we may replace R′† by
(

R† ⊗R R
′
)

M ′ in both 1 and 2 of the Proposition.
Proof of 1 of the Proposition: It is sufficient to prove that

P ′
β

(

R† ⊗R R
′
)

M ′

⋂

R† = PβR†. (55)

One inclusion in (55) is trivial; we must show that

P ′
β

(

R† ⊗R R
′
)

M ′

⋂

R† ⊂ PβR†. (56)

Lemma 4.6 Let T ′ denote the image of the multiplicative set
(

R′ ⊗R R
†
)

\M ′ under the natural

map of R-algebras R′ ⊗R R
† →

R′
P ′
ℓ+1

P ′

β
R′

P ′
ℓ+1

⊗R R
†. Then the map of R-algebras

π̄ :
RPℓ+1

PβRPℓ+1

⊗R R
† → (T ′)−1

(

R′
P ′
ℓ+1

P ′
β
R′
P ′
ℓ+1

⊗R R
†

)

(57)

induced by π : R→ R′ is injective.
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Proof.-(of Lemma 4.6) We start with the field extension

κ(Pℓ+1) →֒ κ(P ′
ℓ+1)

induced by π. Since R† is flat over R, the induced map π1 : κ(Pℓ+1)⊗R R
† → κ(P ′

ℓ+1)⊗R R
† is

also injective. By (1) of Definition 4.1, κ(P ′
ℓ+1)⊗R R

† is a domain. In particular,

κ
(

P ′
ℓ+1

)

⊗R R
† =

(

R′
P ′
ℓ+1

P ′
β
R′
P ′
ℓ+1

⊗R R
†

)

red

. (58)

The local ring
R′

P ′
ℓ+1

P ′

β
R′

P ′
ℓ+1

is artinian because it can be seen as the quotient of
R′

P ′
ℓ+1

P ′
ℓ
R′

P ′
ℓ+1

by a valuation

ideal corresponding to a rank one valuation. Since the ring is noetherian the valuation of the
maximal ideal is positive, and since the group is archimedian, a power of the maximal ideal is
contained in the valuation ideal.

Therefore, its only associated prime is its nilradical, the ideal
P ′
ℓ+1R

′
P ′
ℓ+1

P ′

β
R′

P ′
ℓ+1

; in particular, the

(0) ideal in this ring has no embedded components. Since R† is flat over R,
R′

P ′
ℓ+1

P ′

β
R′

P ′
ℓ+1

⊗R R
†

is flat over
R′

P ′
ℓ+1

P ′

β
R′

P ′
ℓ+1

by base change. Hence the (0) ideal of
R′

P ′
ℓ+1

P ′

β
R′

P ′
ℓ+1

⊗R R
† has no embedded

components. In particular, since the multiplicative system T ′ is disjoint from the nilradical of
R′

P ′
ℓ+1

P ′

β
R′

P ′
ℓ+1

⊗R R
†, the set T ′ contains no zero divisors, so localization by T ′ is injective.

By the definition of Pβ , the map
RPℓ+1

P
β
RPℓ+1

→
R′

P ′
ℓ+1

P ′

β
R′

P ′
ℓ+1

is injective, hence so is

RPℓ+1

PβRPℓ+1

⊗R R
† →

R′
P ′
ℓ+1

P ′
β
R′
P ′
ℓ+1

⊗R R
†

by the flatness of R† over R. Combining this with the injectivity of the localization by T ′, we
obtain that π̄ is injective, as desired. Lemma 4.6 is proved.

Again by the definition of Pβ , the localization map R
P
β
→ RPℓ+1

P
β
RPℓ+1

is injective, hence so is

the map
R

Pβ
⊗R R

† → RPℓ+1

PβRPℓ+1

⊗R R
† (59)

by the flatness of R† over R. Combining this with Lemma 4.6, we see that the composition

R

Pβ
⊗R R

† → (T ′)−1

(

R′
P ′
ℓ

P ′
β
R′
P ′
ℓ

⊗R R
†

)

(60)

of (59) with π̄ is also injective. Now, (60) factors through

(

R′

P ′

β

⊗R R
†

)

M ′

(here we are guilty of

a slight abuse of notation: we denote the natural image of M ′ in R′

P ′

β

⊗R R
† also by M ′). Hence

the map

R

Pβ
⊗R R

† →
(

R′

P ′
β

⊗R R
†

)

M ′

(61)
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is injective. Since R
P
β
⊗RR

† ∼= R†

P
β
R† and

(

R′

P ′

β

⊗R R
†

)

M ′

∼= (R′⊗RR
†)

M′

P ′

β
(R′⊗RR†)

M′

, the injectivity of (61)

is the same as (56). This completes the proof of 1 of the Proposition.

Proof of 2 of the Proposition: We start with the injective homomorphism

Pβ
Pβ+

⊗R κ(Pℓ+1) →
P ′
β

P ′
β+

⊗R κ(P
′
ℓ+1) (62)

of κ(Pℓ+1)-vector spaces. Since R
† is flat over R, tensoring (62) produces an injective homomor-

phism
PβR†

Pβ+R†
⊗R κ(Pℓ+1) →

P ′
β

P ′
β+

⊗R κ(P
′
ℓ+1)⊗R R

† (63)

of R†-modules. Now, the κ(Pℓ+1)-vector space
P ′

β

P ′

β+

⊗R κ(P
′
ℓ+1) is, in particular, a torsion-free

κ(Pℓ+1)-module. Since κ(Pℓ+1) ⊗R R
† is a domain by definition of (ℓ + 1)-stable and by the

flatness of R†⊗R κ(Pℓ+1) over κ(Pℓ+1), the R
†⊗R κ(Pℓ+1)-module

P ′

β

P ′

β+

⊗R κ(P
′
ℓ+1)⊗RR

† is also

torsion-free; in particular, its localization map by any multiplicative system is injective. Let S′

denote the image of the multiplicative set
(

R′ ⊗R R
†
)

\M ′ under the natural map of R-algebras
R′ ⊗R R

† → κ(P ′
ℓ+1)⊗R R

†. By the above, the composition

PβR†

Pβ+R†
⊗R κ(Pℓ+1) → (S′)−1

( P ′
β

P ′
β+

⊗R κ(P
′
ℓ+1)⊗R R

†

)

(64)

of (63) with the localization by S′ is injective.

By the definition of Pβ, the localization map
P
β

P
β+

→ P
β

P
β+

⊗R κ(Pℓ+1) is injective, hence so

is the map
PβR†

Pβ+R†
=

Pβ
Pβ+

⊗R R
† →

PβR†

Pβ+R†
⊗R κ(Pℓ+1) (65)

by the flatness of R† over R. Combining this with the injectivity of (64), we see that the
composition

PβR†

Pβ+R†
→ (S′)−1

( P ′
β

P ′
β+

⊗R κ(P
′
ℓ+1)⊗R R

†

)

(66)

of (65) with (64) is also injective. Now, (66) factors through
P ′

β

P ′

β+

⊗R′

(

R′ ⊗R R
†
)

M ′ . Hence the

map
PβR†

Pβ+R†
→

P ′
β

P ′
β+

⊗R′

(

R′ ⊗R R
†
)

M ′
(67)

is injective. Since
P ′

β

P ′

β+

⊗R′ R′† ∼=
P ′

β
R′†

P ′

β+
R′†

and by faithful flatness of R′† over
(

R′ ⊗R R
†
)

M ′ , the

injectivity of (67) implies the injectivity of the map (54) required in 2 of the Proposition.
This completes the proof of the Proposition.

Corollary 4.7 Take an integer ℓ ∈ {0, . . . , r − 1} and assume that R is (ℓ+ 1)-stable. Then

H2ℓ+1 =
⋂

β∈∆ℓ

PβR†. (68)
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Proof.- By Lemma 4 of Appendix 4 of [18], the ideals Pβ are cofinal among the ideals Pβ for
β ∈ ∆ℓ.

Corollary 4.8 Assume that R is stable. Take an element β ∈ Γ. Then P ′
βR

′† ∩R† = Pβ.

Proof.- It is sufficient to prove that for each ℓ ∈ {0, . . . , r − 1} and β̄ ∈ Γ
∆ℓ+1

, we have

P ′
β̄
R′† ∩R† = Pβ̄; (69)

the Corollary is just the special case of (69) when ℓ = r − 1. We prove (69) by contradiction.
Assume the contrary and take the smallest ℓ for which (69) fails to be true. Let Φ′ = ν(R′\{0}).
We will denote by Φ

∆ℓ+1
the image of Φ under the composition of natural maps Φ →֒ Γ → Γ

∆ℓ+1

and similarly for Φ′

∆ℓ+1
. Clearly, if (69) fails for a certain β̄, it also fails for some β̄ ∈ Φ′

∆ℓ+1
; take

the smallest β̄ ∈ Φ′

∆ℓ+1
with this property. If we had β̄ = min

{

β̃ ∈ Φ′

∆ℓ+1

∣

∣

∣
β̃ − β̄ ∈ ∆ℓ

}

, then

(69) would also fail with β̄ replaced by β̄ mod ∆ℓ ∈ Γ
∆ℓ

, contradicting the minimality of ℓ. Thus

β̄ > min

{

β̃ ∈ Φ′

∆ℓ+1

∣

∣

∣

∣

β̃ − β̄ ∈ ∆ℓ

}

. (70)

Let β̄− denote the immediate predecessor of β̄ in Φ′

∆ℓ+1
. By (70), we have β̄ − β̄− ∈ ∆ℓ. By the

choice of β̄, we have Pβ̄− = P ′
β̄−
R′† ∩ R† but Pβ̄ $ P ′

β̄
R′† ∩ R†. This contradicts Proposition

4.5, applied to β̄−. The Corollary is proved.
Now we are ready to state and prove the main Theorem of this section.

Theorem 4.9 (1) Fix an integer ℓ ∈ {1, . . . , r+1}. Assume that there exists R′ ∈ T (R) which
is (ℓ+ 1)-stable. Then the ideal H2ℓ+1 is prime.

(2) Let i = 2ℓ+ 2. There exists an extension ν†i0 of νℓ+1 to lim
−→

R′

κ(H ′
i−1), with value group

∆i−1,0 =
∆ℓ

∆ℓ+1
, (71)

whose valuation ideals are described as follows. For an element β ∈ ∆ℓ

∆ℓ+1
, the ν†i0-ideal of

R†

Hi−1

of value β, denoted by P†

βℓ
, is given by the formula

P†

β,ℓ+1
=



lim
−→

R′

P ′
β
R′†

H ′
i−1



 ∩ R†

Hi−1
. (72)

Remark 4.10 Once the even-numbered implicit prime ideals H ′
2ℓ are defined below, we will show

that ν†i0 is the unique extension of νℓ+1 to lim
−→

R′

κ(H ′
i−1), centered in the local ring lim

−→

R′

R
′†

H′
2ℓ+2

H′
2ℓ+1R

′†

H′
2ℓ+2

.

Proof.-(of Theorem 4.9) Let R′ be a stable ring in T (R). Once Theorem 4.9 is proved for R′,
the same results for R will follow easily by intersecting all the ideals of R′† in sight with R†.
Therefore from now on we will replace R by R′, that is, we will assume that R itself is stable.

Let Φℓ denote the image of the semigroup ν(R \ {0}) in Γ
∆ℓ+1

. As we saw above, Φℓ is well

ordered. For an element β ∈ Φℓ, let β+ denote the immediate successor of β in Φℓ.
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Take any element x ∈ R† \Hi−1. By Corollary 4.7, there exists (a unique) β ∈ Φℓ ∩ ∆ℓ

∆ℓ+1

such that
x ∈ PβR† \ Pβ+R† (73)

(where, of course, we allow β = 0). Let x̄ denote the image of x in R†

Hi−1
. We define

ν†i0(x̄) = β.

Next, take another element y ∈ R† \H2ℓ+1 and let γ ∈ Φℓ ∩ ∆ℓ

∆ℓ+1
be such that

y ∈ PγR† \ Pγ+R†. (74)

Let (a1, ..., an) be a set of generators of Pβ and (b1, ..., bs) a set of generators of Pγ , with

νℓ+1(a1) = β and νℓ+1(b1) = γ. Let R′ be a local blowing up along ν such that R′ contains all

the fractions ai
a1

and
bj
b1
. By Proposition 4.4 and Definition 4.1 (1), the ideal P ′

ℓ+1R
′† is prime.

By construction, we have a1 | x and b1 | y in R′†. Write x = za1 and y = wb1 in R′†. The
equality (53), combined with (73) and (74), implies that z, w∈/P ′

ℓ+1R
′†, hence

zw∈/P ′
ℓ+1R

′† (75)

by the primality of P ′
ℓ+1R

′†. We obtain

xy = a1b1zw. (76)

Since ν is a valuation on R′, we have
(

P ′
β+γ+

: (a1b1)R
′
)

⊂ P ′
ℓ+1. By faithful flatness of R′†

over R′ we obtain
(

P ′
β+γ+

R′† : (a1b1)R
′†
)

⊂ P ′
ℓ+1R

′†. (77)

Combining this with (75) and (76), we obtain

xy∈/Pβ+γ+R†, (78)

in particular, xy∈/H2ℓ+1. We started with two arbitrary elements x, y ∈ R† \H2ℓ+1 and showed
that xy∈/H2ℓ+1. This proves (1) of the Theorem.

Furthermore, (78) shows that ν†i0(x̄ȳ) = β + γ, so ν†i0 induces a valuation of κ(Hi−1) and
hence also of lim

−→

R′

κ(H ′
i−1). Equality (71) holds by definition and (72) by the assumed stability

of R.
Next, we define the even-numbered implicit prime ideals H ′

2ℓ. The only information we
need to use to define the prime ideals H ′

2ℓ ⊂ H ′
2ℓ+1 and to prove that H ′

2ℓ−1 ⊂ H ′
2ℓ are the facts

that H2ℓ+1 is a prime lying over Pℓ and that the ring homomorphism R′ → R′† is regular.

Proposition 4.11 There exists a unique minimal prime ideal H2ℓ of PℓR
†, contained in H2ℓ+1.

Proof.- Since H2ℓ+1∩R = Pℓ, H2ℓ+1 belongs to the fiber of the map Spec R† → Spec R over Pℓ.
Since R was assumed to be excellent, S := R†⊗Rκ(Pℓ) is a regular ring (note that the excellence
assumption is needed only in the case R† = R̂; the ring homomorphism R→ R† is automatically

regular if R† = R̃ or R† = Re). Hence its localization S̄ := SH2ℓ+1S
∼=

R
†
H2ℓ+1

PℓR
†
H2ℓ+1

is a regular local

ring. In particular, S̄ is an integral domain, so (0) is its unique minimal prime ideal. The set of
minimal prime ideals of S̄ is in one-to-one correspondence with the set of minimal primes of Pℓ,
contained in H2ℓ+1, which shows that such a minimal prime H2ℓ is unique, as desired.
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We have Pℓ ⊂ H2ℓ ∩R ⊂ H2ℓ+1 ∩R = Pℓ, so H2ℓ ∩R ⊂ Pℓ.

Proposition 4.12 We have H2ℓ−1 ⊂ H2ℓ.

Proof.- Take an element β ∈ ∆ℓ−1

∆ℓ
and a stable ring R′ ∈ T . Then P ′

β ⊂ P ′
ℓ, so

H ′
2ℓ−1 ⊂ P ′

βR
′† ⊂ P ′

ℓR
′† ⊂ H ′

2ℓ. (79)

Intersecting (79) back with R† we get the result.
In §7 we will see that if R† = R̃ or R† = Re then H2ℓ = H2ℓ+1 for all ℓ.
Let the notation be the same as in Theorem 4.9.

Proposition 4.13 The valuation ν†i0 is the unique extension of νℓ to a valuation of lim
−→

R′

κ(H ′
i−1),

centered in the local ring lim
−→

R′

R′†

H′
2ℓ

H′
2ℓ−1R

′†

H′
2ℓ

.

Proof.- As usual, without loss of generality we may assume that R is stable. Take an element
x ∈ R† \H2ℓ−1. Let β = ν†i0(x̄) and let R′ be the blowing up of the ideal Pβ = (a1, . . . , an), as
in the proof of Theorem 4.9. Write

x = za1 (80)

in R′. We have z ∈ R′† \ P ′
ℓR

′†, hence

z̄ ∈
R′†

H′
2ℓ

H ′
2ℓ−1R

′†

H′
2ℓ

\
P ′
ℓR

′†

H′
2ℓ

H ′
2ℓ−1R

′†

H′
2ℓ

=
R′†

H′
2ℓ

H ′
2ℓ−1R

′†

H′
2ℓ

\
H ′

2ℓR
′†

H′
2ℓ

H ′
2ℓ−1R

′†

H′
2ℓ

. (81)

If ν∗ is any other extension of νℓ to lim
−→

R′

κ(H ′
i−1), centered in lim

−→

R′

R′†

H′
2ℓ

H′
2ℓ−1R

′†

H′
2ℓ

, then ν∗(ā1) = β,

ν∗(z) = 0 by (81), so ν∗(x̄) = β = ν†i0(x̄). This completes the proof of the uniqueness of ν†i0.

Remark 4.14 If R′ is stable, we have a natural isomorphism of graded algebras

gr
ν
†
i0

R′†

H′
2ℓ

H ′
2ℓ−1R

′†

H′
2ℓ

∼= grνℓ

R′
P ′
ℓ

P ′
ℓ−1R

′
P ′
ℓ

⊗R′ κ(H ′
2ℓ).

In particular, the residue field of ν†i0 is k
ν
†
i0
= lim

−→

R′

κ(H ′
2ℓ).

5 A classification of extensions of ν to R̂.

The purpose of this section is to give a systematic description of all the possible extensions ν†−
of ν to a quotient of R† by a minimal prime as compositions of 2r valuations,

ν†− = ν†1 ◦ · · · ◦ ν
†
2r, (82)

satisfying certain conditions. One is naturally led to consider the more general problem of

extending ν not only to rings of the form R†

P
but also to the ring lim

→

R′†

P ′ , where P
′ is a tree of

prime ideals of R′†, such that P ′ ∩R′ = (0). We deal in a uniform way with all the three cases
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R† = R̂, R† = R̃ and R† = Re, in order to be able to apply the results proved here to all three
later in the paper. However, the reader should think of the case R† = R̂ as the main case of
interest and the cases R† = R̃ and R† = Re as auxiliary and slightly degenerate, since, as we
shall see, in these cases the equality H2ℓ = H2ℓ+1 is satisfied for all ℓ and the extension ν†− will
later be shown to be unique.

We will associate to each extension ν†− of ν to R† a chain

H̃ ′
0 ⊂ H̃ ′

1 ⊂ · · · ⊂ H̃ ′
2r = m′R′† (83)

of prime ν†−-ideals, corresponding to the decomposition (82) and prove some basic properties of
this chain of ideals.

Now for the details. We wish to classify all the pairs
({

H̃ ′
0

}

, ν†+

)

, where
{

H̃ ′
0

}

is a tree

of prime ideals of R′†, such that H̃ ′
0 ∩R′ = (0), and ν†+ is an extension of ν to the ring lim

→

R′†

H̃′
0

.

Pick and fix one such pair
({

H̃ ′
0

}

, ν†+

)

. We associate to it the following collection of data,

which, as we will see, will in turn determine the pair
({

H̃ ′
0

}

, ν†+

)

.

First, we associate to
({

H̃ ′
0

}

, ν†−

)

a chain (83) of 2r trees of prime ν†−-ideals. Let Γ†

denote the value group of ν†−. Defining (83) is equivalent to defining a chain

Γ† = ∆†
0 ⊃ ∆†

1 ⊃ · · · ⊃ ∆†
2r = ∆†

2r+1 = (0) (84)

of 2r isolated subroups of Γ† (the chain (84) will not, in general, be maximal, and ∆†
2ℓ+1 need

not be distinct from ∆†
2ℓ).

We define the ∆†
i as follows. For 0 ≤ ℓ ≤ r, let ∆†

2ℓ and ∆†
2ℓ+1 denote, respectively, the

greatest and the smallest isolated subgroups of Γ† such that

∆†
2ℓ ∩ Γ = ∆†

2ℓ+1 ∩ Γ = ∆ℓ. (85)

Lemma 5.1 We have

rk
∆†

2ℓ−1

∆†
2ℓ

= 1 (86)

for 1 ≤ ℓ ≤ r.

Proof.- Since by construction ∆†
2ℓ 6= ∆†

2ℓ−1, equality (86) is equivalent to saying that there is

no isolated subgroup ∆† of Γ† which is properly contained in ∆†
2ℓ−1 and properly contains ∆†

2ℓ.

Suppose such an isolated subgroup ∆† existed. Then

∆ℓ = ∆†
2ℓ ∩ Γ $ ∆† ∩ Γ $ ∆†

2ℓ−1 ∩ Γ = ∆ℓ−1, (87)

where the first inclusion is strict by the maximality of ∆†
2ℓ and the second by the minimality of

∆†
2ℓ−1. Thus ∆

†∩Γ is an isolated subgroup of Γ, properly containing ∆ℓ and properly contained

in ∆l−1, which is impossible since rk
∆ℓ−1

∆ℓ
= 1. This is a contradiction, hence rk

∆†
2ℓ−1

∆†
2ℓ

= 1, as

desired.
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Definition 5.2 Let 0 ≤ i ≤ 2r. The i-th prime ideal determined by ν†− is the prime ν†−-ideal

H̃ ′
i of R

′†, corresponding to the isolated subgroup ∆†
i (that is, the ideal H̃ ′

i consisting of all the

elements of R′† whose values lie outside of ∆†
i). The chain of trees (83) of prime ideals of R′†

formed by the H̃ ′
i is referred to as the chain of trees determined by ν†−.

The equality (85) says that
H̃ ′

2ℓ ∩R′ = H̃ ′
2ℓ+1 ∩R′ = P ′

ℓ (88)

By definitions, for 1 ≤ i ≤ 2r, ν†i is a valuation of the field k
ν
†
i−1

. In the sequel, we will find it

useful to talk about the restriction of ν†i to a smaller field, namely, the field of fractions of the ring

lim
−→

R′

R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

; we will denote this restriction by ν†i0. The field of fractions of
R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

is κ(H̃ ′
i−1),

hence that of lim
−→

R′

R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

is lim
−→

R′

κ(H̃ ′
i−1), which is a subfield of k

ν
†
i−1

. The value group of ν†i0

will be denoted by ∆i−1,0; we have ∆i−1,0 ⊂
∆†

i−1

∆†
i

. If i = 2ℓ is even then
R′

P ′
l

P ′
l−1R

′
P ′
l

<
R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

, so

lim
−→

R′

R′
P ′
l

P ′
l−1R

′
P ′
l

< lim
−→

R′

R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

. In this case rk ν†i = 1 and ν†i an extension of the rank 1 valuation

νℓ from κ(Pℓ−1) to kν†i−1
; we have

∆ℓ−1

∆ℓ

⊂ ∆i−1,0 ⊂
∆†
i−1

∆†
i

. (89)

Proposition 5.3 Let i = 2ℓ. As usual, for an element β ∈
(

∆ℓ

∆ℓ+1

)

+
, let Pβ (resp. P ′

β
) denote

the preimage in R (resp. in R′) of the νℓ+1-ideal of
R
Pℓ

(resp. R′

P ′
ℓ

) of value greater than or equal

to β. Then
⋂

β∈

(

∆ℓ
∆ℓ+1

)

+

lim
−→

R′

(

P ′
β
R′† + H̃ ′

i+1

)

R′†

H̃′
i+2

∩R† ⊂ H̃i+1. (90)

The inclusion (90) should be understood as a condition on the tree of ideals. In other words, it
is equally valid if we replace R′ by any other ring R′′ ∈ T .

Proof.-(of Proposition 5.3) Since rk
∆†

i+1

∆†
i+2

= 1 by Lemma 5.1, ∆ℓ

∆ℓ+1
is cofinal in

∆†
i+1

∆†
i+2

. Then

for any x ∈
⋂

β∈

(

∆ℓ
∆ℓ+1

)

+

lim
−→

R′

(

P ′
β
R′† + H̃ ′

i+1

)

R′†

H̃′
i+2

∩ R† we have ν†−(x)∈/∆†
i , hence x ∈ H̃i+1, as

desired.
From now to the end of §6, we will assume that T contains a stable ring R′, so that we

can apply the results of the previous section, in particular, the primality of the ideals H ′
i.

Proposition 5.4 We have

H ′
i ⊂ H̃ ′

i for all i ∈ {0, . . . , 2r}. (91)
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Proof.- For β ∈ Γ† and R′ ∈ T , let P ′
β
† denote the ν†−-ideal of R

′† of value β. Fix an integer

ℓ ∈ {0, . . . , r}. For each R′ ∈ T , each β ∈ ∆ℓ and x ∈ P ′
β we have ν†−(x) = ν(x) ≥ β, hence

P ′
βR

′† ⊂ P ′
β
†
. (92)

Taking the inductive limit over all R′ ∈ T and the intersection over all β ∈ ∆ℓ in (92), and

using the cofinality of ∆ℓ in ∆†
2ℓ+1 and the fact that

⋂

β∈∆†
2ℓ

(

lim
−→

R′

P ′
β
†

)

= lim
−→

R′

H̃ ′
2ℓ+1, we obtain

the inclusion (91) for i = 2ℓ+1. To prove (91) for i = 2ℓ, note that H̃ ′
2ℓ∩R′ = H̃ ′

2ℓ+1∩R′ = Pℓ.
By the same argument as in Proposition 4.11, excellence of R′ implies that there is a unique
minimal prime H∗

2ℓ of P ′
ℓR

′†, contained in H̃ ′
2ℓ+1 and a unique minimal prime H∗∗

2ℓ of P ′
ℓR

′†,

contained in H̃ ′
2ℓ. Now, Proposition 4.11 and the facts that H ′

2ℓ+1 ⊂ H̃ ′
2ℓ+1 and H̃ ′

2ℓ ⊂ H̃ ′
2ℓ+1

imply that H ′
2ℓ = H∗

2ℓ = H∗∗
2ℓ , hence H

′
2ℓ = H∗∗

2ℓ ⊂ H̃ ′
2ℓ, as desired.

Definition 5.5 A chain of trees (83) of prime ideals of R′† is said to be admissible if H ′
i ⊂ H̃ ′

i

and (88) and (90) hold.

Equalities (88), Proposition 5.3 and Proposition 5.4 say that a chain of trees (83) of prime ideals

of R′†, determined by ν†−, is admissible.
Summarizing all of the above results, and keeping in mind the fact that specifying a

composition of 2r valuation is equivalent to specifying all of its 2r components, we arrive at one
of the main theorems of this paper:

Theorem 5.6 Specifying the valuation ν†− is equivalent to specifying the following data. The

data will be described recursively in i, that is, the description of ν†i assumes that ν†i−1 is already
defined:

(1) An admissible chain of trees (83) of prime ideals of R′†.

(2) For each i, 1 ≤ i ≤ 2r, a valuation ν†i of k
ν
†
i−1

(where ν†0 is taken to be the trivial valu-

ation by convention), whose restriction to lim
−→

R′

κ(H̃ ′
i−1) is centered at the local ring lim

−→

R′

R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

.

The data
{

ν†i

}

1≤i≤2r
is subject to the following additional condition: if i = 2ℓ is even then

rk ν†i = 1 and ν†i is an extension of νℓ to kν†i−1
(which is naturally an extension of kνℓ−1

).

In particular, note that such extensions ν†− always exist, and usually there are plenty of them.

The question of uniqueness of ν†− and the related question of uniqueness of ν†i , especially in the
case when i is even, will be addressed in the next section.

6 Uniqueness properties of ν
†
−.

In this section we address the question of uniqueness of the extension ν†−. One result in this
direction, which will be very useful here, was already proved in §4: Proposition 4.13. We give
some necessary and some sufficient conditions both for the uniqueness of ν†− once the chain (83)

of prime ideals determined by ν†− has been fixed, and also for the unconditional uniqueness of

ν†−. In §7 we will use one of these uniqueness criteria to prove uniqueness of ν†− in the cases

R† = R̃ and R† = Re. At the end of this section we generalize and give a new point of view of
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an old result of W. Heinzer and J. Sally (Proposition 6.16), which provides a sufficient condition

for the uniqueness of ν†−; see also [14], Remarks 5.22.
For a ring R′ ∈ T let K ′ denote the field of fractions of R′. For some results in this section

we will need to impose an additional condition on the tree T : we will assume that there exists
R0 ∈ T such that for all R′ ∈ T (R0) the field K

′ is algebraic over K0. This assumption is needed
in order to be able to control the height of all the ideals in sight. Without loss of generality, we
may take R0 = R.

Proposition 6.1 Assume that for all R′ ∈ T the field K ′ is algebraic over K. Consider a ring
homomorphism R′ → R′′ in T . Take an ℓ ∈ {0, . . . , r}. We have

ht H ′′
2ℓ ≤ ht H ′

2ℓ. (93)

If equality holds in (93) then
ht H ′′

2ℓ+1 ≥ ht H ′
2ℓ+1. (94)

Proof.- We start by recalling a well known Lemma (for a proof see [18], Appendix 1, Proposi-
tions 2 and 3, p. 326):

Lemma 6.2 Let R →֒ R′ be an extension of integral domains, essentially of finite type. Let
K and K ′ be the respective fields of fractions of R and R′. Consider prime ideals P ⊂ R and
P ′ ⊂ R′ such that P = P ′ ∩R. Then

ht P ′ + tr.deg.(κ(P ′)/κ(P )) ≤ ht P + tr.deg.(K ′/K). (95)

Moreover, equality holds in (95) whenever R is universally catenarian.

Apply the Lemma to the rings R′ and R′′ and the prime ideals P ′
ℓ ⊂ R′ and P ′′

ℓ ⊂ R′′. In the
case at hand we have tr.deg.(K ′′/K ′) = 0 by assumption. Hence

ht P ′′
ℓ ≤ ht P ′

ℓ . (96)

Since H ′
2ℓ is a minimal prime of P ′

ℓR
′† and R′† is faithfully flat over R′, we have ht P ′

ℓ = ht H ′
2ℓ.

Similarly, ht P ′′
ℓ = ht H ′′

2ℓ, and (93) follows. Furthermore, equality in (93) is equivalent to
equality in (96).

To prove (94), let R̄ = (R′′⊗R′R′†)M ′′ , whereM ′′ = (m′′⊗1+1⊗m′R′†) and let m̄ denote
the maximal ideal of R̄. We have the natural maps R′† ι→ R̄

σ→ R′′†. The homomorphism σ is
nothing but the formal completion of the local ring R̄; in particular, it is faithfully flat. Let

H̄ = H ′′
2ℓ+1 ∩ R̄, (97)

H̄0 = H ′′
0 ∩ R̄. Since H ′′

0 is a minimal prime of R′′† and σ is faithfully flat, H̄0 is a minimal prime
of R̄.

Assume that equality holds in (93) (and hence also in (96)). Since equality holds in (96),
by Lemma 6.2 (applied to the ring extension R′ → R′′) the field κ(P ′′) is algebraic over κ(P ′).

Apply Lemma 6.2 to the ring extension R′†

H′
0

→֒ R̄
H̄0

and the prime ideals
H′

2ℓ+1

H′
0

and H̄
H̄0

.

Since K ′′ is algebraic over K ′, κ(H̄0) is algebraic over κ(H
′
0). Since κ(P

′′) is algebraic over κ(P ′),
κ(H̄) is algebraic over κ(H ′

2ℓ+1). Finally, R̂′ is universally catenarian because it is a complete

local ring. Now in the case † = ˆ Lemma 6.2 says that ht
H′

2ℓ+1

H′
0

= ht H̄
H̄0

. Since both R̂′ and R̄

are catenarian, this implies that
ht H ′

2ℓ+1 = ht H̄. (98)
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In the case where † stands for henselization or a finite étale extension, (98) is an immediate
consequence of (97). Thus (98) is true in all the cases. Since σ is faithfully flat and in view of
(97), htH̄ ≤ ht H ′′

2ℓ+1. Combined with (98), this completes the proof.

Corollary 6.3 For each i, 0 ≤ i ≤ 2r, the quantity ht H ′
i stabilizes for R′ sufficiently far out

in T .

The next Proposition is an immediate consequence of Theorem 5.6.

Proposition 6.4 Suppose given an admissible chain of trees (83) of prime ideals of R′†. For
each ℓ ∈ {0, . . . , r − 1}, consider the set of all R′ ∈ T such that

ht H̃ ′
2ℓ+1 − ht H̃ ′

2ℓ
≤ 1 for all even i (99)

and, in case of equality, the 1-dimensional local ring
R′†

H̃′
2ℓ+1

H̃′
2ℓR

′†

H̃′
2ℓ+1

is unibranch (that is, analytically

irreducible). Assume that for each ℓ the set of such R′ is cofinal in T . Let ν†2ℓ+1,0 denote the

unique valuation centered at lim
−→

R′

R′†

H̃′
2ℓ+1

H̃′
2ℓR

′†

H̃′
2ℓ+1

.

Assume that for each even i = 2ℓ, νℓ admits a unique extension ν†i0 to a valuation of

lim
−→

R′

κ(H̃ ′
i−1), centered in lim

−→

R′

R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

. Then specifying the valuation ν†− is equivalent to specifying

for each odd i, 2 < i < 2r, an extension ν†i of the valuation ν
†
i0 of lim−→

R′

κ(H̃ ′
i−1) to its field extension

k
ν
†
i−1

(in particular, such extensions ν†− always exist). If for each odd i, 2 < i < 2r, the field

extension lim
−→

R′

κ(H̃ ′
i−1) → k

ν
†
i−1

is algebraic and the extension ν†i of ν†i0 to k
ν
†
i−1

is unique then

there is a unique extension ν†− of ν such that the H̃ ′
i are the prime ideals, determined by ν†−.

Conversely, assume that K ′ is algebraic over K and that there exists a unique extension ν†−
of ν such that the H̃ ′

i are the prime ν†−-ideals, determined by ν†−. Then for each ℓ ∈ {0, . . . , r−1}
and for all R′ sufficiently far out in T the inequality (99) holds. For each even i = 2ℓ, νℓ admits a

unique extension ν†i0 to a valuation of lim
−→

R′

κ
(

H̃ ′
i−1

)

, centered in lim
−→

R′

R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

; we have rk ν†i0 = 1.

For each odd i, the ring lim
−→

R′

R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

is a valuation ring of a (not necessarily discrete) rank 1

valuation. For each odd i, 1 ≤ i < 2r, the field extension lim
−→

R′

κ(H̃ ′
i−1) → k

ν
†
i−1

is algebraic and

the extension ν†i of ν†i0 to k
ν
†
i−1

is unique.

Remark 6.5 We do not know of a simple criterion to decide when, given an algebraic field
extension K →֒ L and a valuation ν of K, is the extension of ν to L unique. See [6], [16]
for more information about this question and an algorithm for arriving at the answer using
MacLane’s key polynomials.

Next we describe three classes of extensions of ν to lim
−→

R′

R′†, which are of particular interest for

applications, and which we call minimal, evenly minimal and tight extensions.
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Definition 6.6 Let ν†− be an extension of ν to lim
−→

R′

R′† and let the notation be as above. We say

that ν†− is evenly minimal if whenever i = 2ℓ is even, the following two conditions hold:
(1)

∆i−1,0 =
∆ℓ−1

∆ℓ

. (100)

(2) For an element β ∈ ∆ℓ−1

∆ℓ
, the ν†i0-ideal of

R
†

H̃i

H̃i−1R
†

H̃i

of value β, denoted by P†

β,ℓ
, is given

by the formula

P†

β,ℓ
=



lim
−→

R′

P ′
β
R′†

H̃′
i

H̃ ′
i−1R

′†

H̃′
i



 ∩
R†

H̃i

H̃i−1R
†

H̃i

. (101)

We say that ν†− is minimal if H̃ ′
i = H ′

i for each R′ and each i ∈ {0, . . . , 2r + 1}. We say that

ν†− is tight if it is evenly minimal and

H̃ ′
i = H̃ ′

i+1 for all even i. (102)

Remark 6.7 (1) The valuation ν†i0 is uniquely determined by conditions (100) and (101). Recall
also that if i = 2ℓ is even and we have:

H̃ ′
i = H ′

i and (103)

H̃ ′
i−1 = H ′

i−1 (104)

then ν†i0 is uniquely determined by νℓ by Proposition 4.13. In particular, if ν†− is minimal (that

is, if (103)–(104) hold for all i) then ν†− is evenly minimal.
(2) The definition of evenly minimal extensions can be rephrased as follows in terms of the

associated graded algebras of νℓ and ν
†
i0. First, consider a homomorphism in T and the following

diagram, composed of natural homomorphisms:

P ′

β

P ′

β+

⊗R′ R′†

H̃′
i

λ′ //
P ′

β
R′†

H̃′
i

P ′

β+
R′†

H̃′
i

φ′ //
P ′

β

†

P ′†

β+

P
†

β

P
†

β+

ψ′

OO

(105)

It follows from Nakayama’s Lemma that equality (101) is equivalent to saying that

P†

β

P†

β+

= lim
−→

R′

ψ′−1

(

(φ′ ◦ λ′)
( P ′

β

P ′
β+

⊗R′ κ
(

H̃ ′
i

)

))

. (106)

Taking the direct sum in (106) over all β ∈ ∆ℓ−1

∆ℓ
and passing to the limit on the both sides,

we see that the extension ν†− is evenly minimal if and only if we have the following equality of
graded algebras:

grνℓ

(

lim
−→

R′

R′

P ′
ℓ

)

⊗R′ κ
(

H̃ ′
i

)

= gr
ν
†
i0



lim
−→

R′

R′†

H̃′
i

H̃ ′
i−1R

′†

H̃′
i



 .
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Examples 6.8 The extension ν̂ of Example 3.1 (page 17) is minimal, but not tight. The valu-

ation ν admits a unique tight extension ν̂2 ◦ ν̂3 to lim
−→

R′

R̂′

H′
1
; the valuation ν̂ is the composition of

the discrete rank 1 valuation ν̂1, centered in lim
−→

R′

R̂′
H′

1
with ν̂2 ◦ ν̂3.

The extension ν̂(1) of Example 3.2 (page 17) is minimal. The extension ν̂(2) is evenly
minimal but not minimal. Neither ν̂(1) nor ν̂(2) is tight. The valuation ν admits a unique tight

extension ν̂2 ◦ ν̂3 to lim
−→

R′

R′

H̃′
1

, where H̃ ′
1 =

(

y −
∞
∑

j=1
cjx

j

)

; the valuation ν̂(2) is the composition of

the discrete rank 1 valuation ν̂1, centered in lim
−→

R′

R̂′
H̃′

1

with ν̂2 ◦ ν̂3.

Remark 6.9 As of this moment, we do not know of any examples of extensions ν̂− which
are not evenly minimal. Thus, formally, the question of whether every extension ν̂− is evenly
minimal is open, though we strongly suspect that counterexamples do exist.

Proposition 6.10 Let i = 2ℓ be even and let ν†i0 be the extension of νℓ to lim
−→

R′

κ(H̃ ′
i−1), centered

at the local ring lim
−→

R′

R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

, defined by (101). Then

k
ν
†
i0
= lim

−→

R′

κ(H̃ ′
i). (107)

Proof.- Take two elements x, y ∈ lim
−→

R′

R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

, such that ν†i0(x) = ν†i0(y). We must show that

the image of x
y
in k

ν
†
i0

belongs to lim
−→

R′

κ(H̃ ′
i). Without loss of generality, we may assume that

x, y ∈
R

†

H̃i

H̃i−1R
†

H̃i

. Let β = ν†i0(x) = ν†i0(y). Choose R
′ ∈ T sufficiently far out in the direct system

so that x, y ∈
P ′
β
R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

. Let R′ → R′′ be the blowing up of the ideal P ′
βR

′. Then in
P ′′
β
R′′†

H̃′′
i

H̃′′
i−1R

′′†

H̃′′
i

we can write

x = az and (108)

y = aw, (109)

where ν†i0(a) = β and ν†i0(z) = ν†i0(w) = 0. Let z̄ be the image of z in κ(H̃ ′′
i ) and similarly for

w̄. Then the image of x
y
in k

ν
†
i0

equals z̄
w̄
∈ κ(H̃ ′′

i ), and the result is proved.

Remark 6.11 Theorem 5.6 and the existence of the extension ν†2ℓ,0 of νℓ in the case when

H̃ ′
2ℓ = H ′

2ℓ and H̃
′
2ℓ−1 = H ′

2ℓ−1 guaranteed by Theorem 4.9 (2) allow us to give a fairly explicit
description of the totality of minimal extensions as compositions of 2r valuations and, in partic-
ular, to show that they always exist. Indeed, minimal extensions ν†− can be constructed at will,

recursively in i, as follows. Assume that the valuations ν†1, . . . , ν
†
i−1 are already constructed. If

i is odd, let ν†i be an arbitrary valuation of the residue field k
ν
†
i−1

of the valuation ring R
ν
†
i−1

. If

i = 2ℓ is even, let ν†i0 be the extension of νℓ to lim
−→

R′

κ(H ′
i−1), centered at the local ring lim

−→

R′

R′†

H′
i

H′
i−1R

′†

H′
i

,
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whose existence and uniqueness are guaranteed by Theorem 4.9 (2) and Proposition 4.13, respec-

tively. Let ν†i be an arbitrary extension of ν†i0 to the field k
ν
†
i−1

. It is clear that all the minimal

extensions ν†− of ν are obtained in this way.

In the next section we will use this remark to show that if R† = R̃ or R† = Re then ν
admits a unique extension to R†

H0
, which is necessarily minimal.

We end this section by giving some sufficient conditions for the uniqueness of ν†−.

Proposition 6.12 Suppose given an admissible chain of trees (83) of prime ideals of R′†. For
each ℓ ∈ {0, . . . , r − 1}, consider the set of all R′ ∈ T such that

ht H̃ ′
2ℓ+1 − ht H̃ ′

2ℓ ≤ 1 for all even i (110)

and, in case of equality, the 1-dimensional local ring
R′†

H̃′
2ℓ+1

H̃′
2ℓR

′†

H̃′
2ℓ+1

is unibranch (that is, analytically

irreducible). Assume that for each ℓ the set of such R′ is cofinal in T .

Let ν†− be an extension of ν such that the H̃ ′
i are prime ν†−-ideals. Assume that ν†− is

evenly minimal. Then there is at most one such extension ν†− and exactly one such ν†− if

H̃ ′
i = H ′

i for all i. (111)

(in the latter case ν†− is minimal by definition).

Proof.- By Theorem 4.9 (2) and Proposition 4.13, if (111) holds then ν†− is minimal and for

each even i the extension ν†i0 exists and is unique. Therefore we may assume that in all the cases

ν†− is evenly minimal and that ν†i0 exists whenever (111) holds.

The valuation ν†−, if it exists, is a composition of 2r valuations: ν†− = ν†1 ◦ ν
†
2 ◦ · · · ◦ ν

†
2r,

subject to the conditions of Theorem 5.6. We prove the uniqueness of ν†− by induction on r.
Assume the result is true for r − 1. This means that there is at most one evenly minimal
extension ν†3 ◦ ν

†
4 ◦ · · · ◦ ν

†
2r of ν2 ◦ ν3 ◦ · · · ◦ νr to lim

−→

R′

κ(H̃ ′
2), and exactly one in the case when

(111) holds. To complete the proof of uniqueness of ν†−, it is sufficient to show that both ν†1 and

ν†2 are unique and that the residue field of ν†2 equals lim
−→

R′

κ(H̃ ′
2).

We start with the uniqueness of ν†1. If (102) holds then ν
†
1 is the trivial valuation. Suppose,

on the other hand, that equality holds in (110). Then the restriction of ν†1 to each R′ ∈ T such

that the local ring lim
−→

R′

R̂′

H̃′
1

H̃′
0R̂

′

H̃′
1

is one-dimensional and unibranch is the unique divisorial valuation

centered in that ring (in particular, its residue field is κ(H̃ ′
1)). By the assumed cofinality of such

R′, the valuation ν†1 is unique and its residue field equals lim
−→

R′

κ(H̃ ′
1). Thus, regardless of whether

or not the inequality in (110) is strict, ν†1 is unique and we have the equality of residue fields

k
ν
†
1
= lim

−→

R′

κ(H̃ ′
1) (112)

This equality implies that ν†2 = ν†20. Now, the valuation ν†2 = ν†20 is uniquely determined by the
conditions (100) and (101), and its residue field is

k
ν
†
2
= k

ν
†
20

= lim
−→

R′

κ(H̃ ′
2). (113)
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by Proposition 6.10. Furthermore, by Theorem 4.9 exactly one such ν†2 exists whenever (111)

holds. This proves that there is at most one possibility for ν†−: the composition of ν†1 ◦ ν
†
2 with

ν†3 ◦ ν
†
4 ◦ · · · ◦ ν

†
2r, and exactly one if (111) holds.

Proposition 6.13 The extension ν†− is tight if and only if for each R′ in our direct system the

natural graded algebra extension grνR
′ → gr

ν
†
−
R′† is scalewise birational.

Remark 6.14 Proposition 6.13 allows us to rephrase Conjecture 1.11 as follows: the valuation
ν admits at least one tight extension ν†−.

Proof.-(of Proposition 6.13) “If” Assume that for each R′ in our direct system the natural
graded algebra extension grνR

′ → gr
ν
†
−
R′† is scalewise birational. Then

Γ† = Γ. (114)

Together with (85) this implies that for each l ∈ {1, . . . , r + 1} we have ∆†
2ℓ−2 = ∆†

2ℓ−1 = ∆ℓ−1

under the identification (114). Then
∆†

2ℓ−1

∆†
2ℓ

= (0), so for all odd i the valuation ν†i is trivial.

This proves the equality (102) in the definition of tight. It remains to show that ν†− is evenly

minimal. We will prove the even minimality in the form of equality (106) for each β̄ ∈ ∆ℓ−1

∆ℓ
.

The right hand side of (106) is trivially contained in the left hand side; we must prove the

opposite inclusion. To do that, take a non-zero element x ∈
P

†

β

P
†

β+

. By scalewise birationaliy,

there exist non-zero elements ȳ, z̄ ∈ grνR, with ord ȳ, ord z̄ ∈ ∆ℓ, such that xȳ = z̄. Let y be a
representative of ȳ in R, and similarly for z. Let R → R′ be the local blowing up with respect
to ν along the ideal (y, z). Then, in the notation of (106), we have

x = ψ′−1
(

(

φ′ ◦ λ′
)

(

z̄

ȳ
⊗R′ 1

))

∈ ψ′−1

(

(φ′ ◦ λ′)
( P ′

β

P ′
β+

⊗R′ κ
(

H̃ ′
i

)

))

. (115)

This proves (106). “If” is proved.

“Only if”. Assume that ν†− is tight (that is, it is evenly minimal and (102) holds) and

take R′ ∈ T . Then the valuation ν2ℓ+1 is trivial for all ℓ, so ν†− = ν†2 ◦ ν
†
4 ◦ · · · ◦ ν

†
2r. We must

show that the graded algebra extension grνR
′ → gr

ν
†
−
R′† is scalewise birational. Again, we use

induction on r. Take an element x ∈ R′†. If ν†−(x) ∈ ∆1 then in
ν
†
−
x ∈ gr

ν
†
4◦···◦ν

†
2r

R′†

H̃′
2

, hence

by the induction assumption there exists y ∈ R′ with ν†−(x) ∈ ∆1 and in
ν
†
−
(xy) ∈ grν

R′

P1
. In

this case, there is nothing more to prove. Thus we may assume that ν†−(x)∈/∆1. It remains to
show that there exists y ∈ R′ such that in

ν
†
−
(xy) ∈ grνR

′. Since the natural map sending each

element of the ring to its image in the graded algebra behaves well with respect to multiplication
and division, local blowings up induce birational transformations of graded algebras, and it is
enough to find a local blowing up R′′ ∈ T (R′) and y ∈ R′′ such that in

ν
†
−
(xy) ∈ grνR

′′.

Now, Proposition 6.10 shows that there exists a local blowing up R′ → R′′ such that
x = az (108), with z ∈ R′′ and ν†2(a) = ν†2,0(a) = 0. The last equality means that ν†−(a) ∈ ∆1,
and the result follows from the induction assumption, applied to a.

The argument above also shows the following. Let Φ′† = ν†−

(

R′† \ {0}
)

, take an element

β ∈ Φ′† and let P ′†
β denote the ν†−-ideal of R

′† of value β.
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Corollary 6.15 Take an element x ∈ P ′†
β. There exists a local blowing up R′ → R′′ such that

β ∈ ν(R′′) \ {0} and x ∈ P ′′
βR

′′†.

The next Proposition gives a sufficient condition for the uniqueness of ν†− (this result is due to
Heinzer and Sally [5]).

Proposition 6.16 Assume that K ′ is algebraic over K for all R′ ∈ T and that the following
conditions hold:

(1) ht H ′
1 ≤ 1

(2) ht H ′
1 + rat.rk ν = dim R′, where R′ is taken to be sufficiently far out in the direct

system.

Let ν†− be an extension of ν to a ring of the form lim
−→

R′

R′†

H̃′
0

. Then either

H̃ ′
0 = H ′

0 or (116)

H̃ ′
0 = H ′

1. (117)

The valuation ν admits a unique extension to lim
−→

R′

R′†

H′
0
and a unique extension to lim

−→

R′

R′†

H′
1
. The

first extension is minimal and the second is tight.

Proof.- For 1 ≤ ℓ ≤ r, let rℓ denote the rational rank of νℓ. Let ν†− be an extension of ν to a

ring of the form lim
−→

R′

R′†

H̃′
0

, where H̃ ′
0 is a tree of prime ideals of R′† such that H̃ ′

0 ∩R′ = (0).

By Corollary 6.3 ht H ′
i stabilizes for 1 ≤ i ≤ 2r and R′ sufficiently far out in the direct

system. From now on, we will assume that R′ is chosen sufficiently far so that the stable value
of ht H ′

i is attained. Now, let i = 2ℓ. The valuation ν†i0 is centered in the local noetherian ring
R′†

H̃′
i

H̃′
i−1R

′†

H̃′
i

, hence by Abhyankar’s inequality

rat.rk ν†i0 ≤ dim
R′†

H̃′
i

H̃ ′
i−1R

′†

H̃′
i

≤ ht H̃ ′
i − ht H̃ ′

i−1. (118)

Since this inequality is true for all even i, summing over all i we obtain:

dimR′ = dim R′† =
2r
∑

i=1
(ht H̃ ′

i − ht H̃ ′
i−1) ≥ ht H̃ ′

1 +
r
∑

ℓ=1

(ht H̃ ′
2ℓ − ht H̃ ′

2ℓ−1) ≥

≥ ht H ′
1 +

r
∑

ℓ=1

rat.rk ν†2ℓ,0 ≥ ht H ′
1 +

r
∑

ℓ=1

rℓ = ht H ′
1 + rat.rk ν = dimR′.

(119)

Hence all the inequalities in (118) and (119) are equalities. In particular, we have

ht H̃ ′
1 = ht H ′

1;

combined with Proposition 5.4 this shows that

H̃ ′
1 = H ′

1. (120)

Together with the hypothesis (1) of the Proposition, this already proves that at least one of
(116)–(117) holds. Furthermore, equalities in (118) and (119) prove that

ht H̃ ′
i = ht H̃ ′

i−1
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for all odd i > 1, so that

H̃ ′
i = H̃ ′

i−1 whenever i > 1 is odd (121)

and that
ri = ht H̃ ′

i − ht H̃ ′
i−1 (122)

whenever i is even.
Now, consider the special case when H̃ ′

i = H ′
i for i ≥ 1 and H̃ ′

0 is as in (116)–(117).

According to Proposition 4.13 for each even i = 2ℓ there exists a unique extension ν†i0 of νl to a

valuation of lim
−→

R′

κ(H ′
i−1), centered in the local ring lim

−→

R′

R′†

H′
2ℓ

H′
2ℓ−1

. Moreover, we have

k
ν
†
2ℓ,0

= lim
−→

R′

κ(H ′
2ℓ) (123)

by Remark 4.14. By Theorem 5.6, there exists an extension ν†− of ν to lim
−→

R′

R′†

H̃′
0

such that the

{H̃ ′
i} as above is the chain of trees of prime ideals, determined by ν†−. In particular, (121) and

(122) hold with H̃ ′
i replaced by H ′

i.

Now (122) and Proposition 5.4 imply that for any extension ν†− we have H̃ ′
i = H ′

i for i > 0,
so that the special case above is, in fact, the only case possible. Furthermore, by (121) we have

H ′
2ℓ+1 = H ′

2ℓ for all ℓ ∈ {1, . . . , r}. This implies that for all such ℓ the valuation ν†2ℓ+1,0 is the
trivial valuation of lim

−→

R′

κ(H ′
2ℓ); in particular,

k
ν
†
2ℓ+1,0

= lim
−→

R′

κ(H ′
2ℓ) (124)

for all ℓ ∈ {1, . . . , r − 1}.
If H̃ ′

0 = H ′
1 = H̃ ′

1 then the only possibility for ν†10 = ν†1 is the trivial valuation of lim
−→

R′

κ(H ′
1);

we have
k
ν
†
1
= k

ν
†
10

= lim
−→

R′

κ(H ′
1). (125)

If H̃ ′
0 = H ′

0 then by the hypothesis (1) of the Proposition and the excellence of R the ring
R′†

H′
1

H′
0R

′†

H′
1

is a regular one-dimensional local ring (in particular, unibranch), hence the valuation ν†1 = ν†10

centered at lim
−→

R′

R′†

H′
1

H′
0R

′†

H′
1

is unique and (125) holds also in this case.

By induction on i, it follows from (123), (124), the uniqueness of ν†2ℓ,0 and the triviality of

ν†2ℓ+1,0 for ℓ ≥ 1 that ν†i is uniquely determined for all i and k
ν
†
i

= lim
−→

R′

κ(H ′
i). This proves that

in both cases (116) and (117) the valuation ν†− = ν†1 ◦ · · · ◦ ν
†
2r is unique. The last statement of

the Proposition is immediate from definitions.
A related necessary condition for the uniqueness of ν†− will be proved in §9.
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7 Extending a valuation centered in an excellent local domain

to its henselization.

Let R̃ denote the henselization of R, as above. The completion homomorphism R → R̂ factors
through the henselization: R → R̃ → R̂. In this section, we will show that H1 is a minimal

prime of R̃, that ν extends uniquely to a valuation ν̃− of rank r centered at R̃
H1

, and that H1

is the unique prime ideal P of R̃ such that ν extends to a valuation of R̃
P
. Furthermore, we

will prove that H2ℓ+1 is a minimal prime of PℓR̃ for all ℓ and that these are precisely the prime
ν̃-ideals of R̃.

Studying the implicit prime ideals of R̃ and the extension of ν to R̃ is a logical intermediate
step before attacking the formal completion, for the following reason. As we will show in the
next section, if R is already henselian in (46) then P ′

βR̂
′
H′

2ℓ+1
∩ R̂ = PβR̂ for all β and R′ and

thus we have H2ℓ+1 =
⋂

β∈∆ℓ

(

PβR̂
)

.

We state the main result of this section. In the case when Re is an étale extension of R,
contained in R̃, we use (48) with R† = Re as our definition of the implicit prime ideals.

Theorem 7.1 Let Re be a local étale extension of R, contained in R̃. Then:
(1) The ideal H2ℓ+1 is prime for 0 ≤ l ≤ r; it is a minimal prime of PℓR

e. In particular,
H1 is a minimal prime of Re. We have H2ℓ = H2ℓ+1 for 0 ≤ l ≤ r.

(2) The ideal H1 is the unique prime P of Re such that there exists an extension νe− of ν
to Re

P
; the extension νe− is unique. The graded algebra grνe−

Re

H1
is scalewise birational to grνR;

in particular, rk νe− = r.
(3) The ideals H2ℓ+1 are precisely the prime νe−-ideals of Re.

Proof.- By assumption, the ring Re is a direct limit of local, strict étale extensions of R which
are essentially of finite type. All the assertions (1)–(3) behave well under taking direct limits,
so it is sufficient to prove the Theorem in the case when Re is essentially of finite type over R.
From now on, we will restrict attention to this case.

The next step is to describe explicitly those local blowings up R → R′ for which R′ is
ℓ-stable. Their interest to us is that, according to Proposition 4.5, if R′ is ℓ-stable then for all
R′′ ∈ T (R′) and all β ∈ ∆ℓ

∆ℓ+1
, we have the equality

P ′′
β(R

′′ ⊗R R
e) ∩Re = PβRe; (126)

in particular, the limit in (48) is attained, that is, we have the equality

H2ℓ+1 =
⋂

β∈∆ℓ

(

(

P ′
β

(

Re ⊗R R
′
)

M ′

)

⋂

Re
)

. (127)

Lemma 7.2 Let R
Pℓ

→ T be a finitely generated extension of R
Pℓ
, contained in Rν

mℓ
. Let

q =
mν

mℓ
∩ T.

There exists a ν-extension R→ R′ of R such that R′

P ′
ℓ

= Tq.
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Proof.- Write T = R
Pℓ

[a1, . . . , ak], with ai ∈ Rν

mℓ
, that is, νℓ+1 (ai) ≥ 0, 1 ≤ i ≤ k.

We can lift the ai to elements ai in Rν such that ν (ai) ≥ 0. Let us consider the ring R′′ =
R [a1, . . . , ak] ⊂ Rν and its localization R′ = R′′

mν∩R′′ . The ideal P ′
ℓ is the kernel of the natural

map R′ → Rν

mℓ
. Thus both R′

P ′
ℓ

and Tq are equal to the R
Pl
-subalgebra of Rν

mℓ
, obtained by adjoining

a1, . . . , ak to R
Pl

inside Rν

mℓ
and then localizing at the preimage of the ideal mν

mℓ
. This proves the

Lemma.
Let us now go back to our étale extension R→ Re.

Lemma 7.3 Fix an integer l ∈ {0, . . . , r}. There exists a local blowing up R → R′ along ν
having the following property: let P ′

ℓ denote the ℓ-th prime ν-ideal of R′. Then the ring R′

P ′
ℓ

is

analytically irreducible; in particular, R′

P ′
ℓ

⊗R R
e is an integral domain.

Remark 7.4 We are not claiming that there exists R′ ∈ T such that R′

P ′
ℓ
is analytically irre-

ducible for all ℓ (and we do not know how to prove such a claim), only that for each ℓ there
exists an R′, which may depend on ℓ, such that R′

P ′
ℓ

is analytically irreducible. On the other hand,

below we will prove that there exists an ℓ-stable R′ ∈ T . According to Definition 4.1 (2) and
Proposition 4.4, such a stable R′ has the property that κ (P ′′

ℓ ) ⊗R (R′′ ⊗R R
e)M ′′ is a domain

for all R′′ ∈ T (R′). For a given R′′, this property is weaker than the analytic irreducibility of
R′′/P ′′

ℓ . The latter is equivalent to saying that κ(P ′′
ℓ ) ⊗R (R′′ ⊗R R

♯)M ′′ is a domain for every
local étale extension R♯ of R′′.

Proof.-(of Lemma 7.3) Since R is an excellent local ring, every homomorphic image of R is
Nagata [10] (Theorems 72 (31.H), 76 (33.D) and 78 (33.H)). Let π : R

Pℓ
→ S be the normalization

of R
Pℓ
. Then S is a finitely generated R

Pℓ
-algebra contained in Rν

mℓ
, to which we can apply Lemma

7.2. We obtain a ν-extension R → R′ such that the ring R′

P ′
ℓ

∼= R′

PℓR
′ is a localization of S at a

prime ideal, hence it is an excellent normal local ring. In particular, it is analytically irreducible
([11], Theorem (43.20), p. 187 and Corollary (44.3), p. 189), as desired.

Next, we fix ℓ ∈ {0, . . . , r} and study the ring (T ′)−1(κ(P ′
ℓ) ⊗R R

e), in particular, the
structure of the set of its zero divisors, as R′ runs over T (R) (here T ′ is as in Remark 4.2). Since
Re is separable algebraic, essentially of finite type over R, the ring (T ′)−1(κ(P ′

ℓ)⊗R R
e) is finite

over κ(P ′
ℓ); this ring is reduced, but it may contain zero divisors. In fact, it is a direct product

of fields which are finite separable extensions of κ(P ′
ℓ) because R

e is separable and essentially of
finite type over R.

Consider a chain R→ R′ → R′′ of ν-extensions in T . Let

κ(Pℓ)⊗R R
e =

n
∏

j=1

Kj (128)

(T ′)−1
(

κ
(

P ′
ℓ

)

⊗R R
e
)

=
n′
∏

j=1

K ′
j (129)

(T ′′)−1
(

κ
(

P ′′
ℓ

)

⊗R R
e
)

=
n′′
∏

j=1

K ′′
j (130)

be the corresponding decompositions as products of finite field extensions of κ(Pℓ) (resp. κ(P
′
ℓ),

resp. κ(P ′′
ℓ )). We want to compare (T ′)−1 (κ (P ′

ℓ)⊗R R
e) with (T ′′)−1 (κ (P ′′

ℓ )⊗R R
e).

39



Remark 7.5 The ring κ (P ′
ℓ)⊗R R

e is itself a direct product of finite extensions of κ (P ′
ℓ); say

κ (P ′
ℓ) =

∏

j∈S′

K ′
j for a certain set S′. In this situation, localization is the same thing as the

natural projection to the product of the K ′
j over a certain subset {1, . . . , n′} of S′. Thus the

passage from (T ′)−1 (κ (P ′
ℓ)⊗R R

e) to (T ′′)−1 (κ (P ′′
ℓ )⊗R R

e) can be viewed as follows: first,
tensor each K ′

j with κ (P ′′
ℓ ) over κ (P

′
ℓ); then, in the resulting direct product of fields, remove a

certain number of factors.

Let K̄ ′
1, . . . , K̄

′
n̄′ be the distinct isomorphism classes of finite extensions of κ (P ′

ℓ) appearing

among K ′
1, . . . ,K

′
n′ , arranged in such a way that

[

K̄ ′
j : κ (P

′
ℓ)
]

is non-increasing with j, and

similarly for K̄ ′′
1 , . . . , K̄

′′
n̄′′ .

Lemma 7.6 We have the inequality

([

K̄ ′′
1 : κ

(

P ′′
ℓ

)]

, . . . ,
[

K̄ ′′
n̄′′ : κ

(

P ′′
ℓ

)]

, n′′
)

≤
([

K̄ ′
1 : κ

(

P ′
ℓ

)]

, . . . ,
[

K̄ ′
n̄′ : κ

(

P ′
ℓ

)]

, n′
)

(131)

in the lexicographical ordering. Furthermore, either R′ is ℓ-stable or there exists R′′ ∈ T such
that strict inequality holds in (131).

Proof.- Fix a q ∈ {1, . . . , n̄′} and consider the tensor product K̄ ′
q ⊗R κ (P

′′
ℓ ). Since K̄ ′

q is
separable over κ (P ′

ℓ), the ring K̄ ′
q ⊗R κ (P

′′
ℓ ) =

∏

j∈S′′
q

K ′′
j is a product of fields. Moreover, two

cases are possible:
(a) there exists a non-trivial extension L of κ (P ′

ℓ) which embeds both into κ (P ′′
ℓ ) and K̄

′
q.

In this case
[

K ′′
j : κ

(

P ′′
ℓ

)]

<
[

K̄ ′
q : κ

(

P ′
ℓ

)]

for all j ∈ S′′
q . (132)

(b) there is no field extension L as in (a). In this case K̄ ′
q ⊗R κ (P

′′
ℓ ) is a field, so

#S′′
q = 1 (133)

and
[

K ′′
j : κ

(

P ′′
ℓ

)]

=
[

K̄ ′
q : κ

(

P ′
ℓ

)]

for j ∈ S′′
q . (134)

Now, if there exists q ∈ {1, . . . , n̄′} for which (a) holds, take the smallest such q. Then (132)–
(134) imply that strict inequality holds in (131). On the other hand, if (b) holds for all q ∈
{1, . . . , n̄′} then (133) and (134) imply that

([

K̄ ′′
1 : κ

(

P ′′
ℓ

)]

, . . . ,
[

K̄ ′′
n̄′′ : κ

(

P ′′
ℓ

)])

=
([

K̄ ′
1 : κ

(

P ′
ℓ

)]

, . . . ,
[

K̄ ′
n̄′ : κ

(

P ′
ℓ

)])

(135)

and n′′ ≤ n′, so again (131) holds.
Finally, assume that R′ is not ℓ-stable. If there exists R′′ ∈ T and q ∈ {1, . . . , n̄′} for

which (a) holds, then by the above we have strict inequality in (131) and there is nothing more
to prove. Assume there are no such R′′ and q. Then (T ′)−1(κ(P ′

ℓ) ⊗R R
e) is not a domain, so

n′ > 1.
Take R′′ ∈ T (R′) such that

(

R′′

P ′′
l

⊗R R
e
)

M ′′
is an integral domain; such an R′′ exists by

Lemma 7.3. Then n′′ = 1 < n′, as desired.

Corollary 7.7 There exists a stable R′ ∈ T . The limit in (48) is attained for this R′.
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Proof.- In view of Proposition 4.4, it is sufficient to prove that there exists R′ ∈ T which which
is ℓ-stable for all ℓ ∈ {0, 1, . . . , r}. First, we fix ℓ ∈ {0, 1, . . . , r}. Lemma 7.6 implies that there
exists R′ ∈ T (R) which is ℓ-stable.

By Proposition 4.4, repeating the procedure above for each ℓ we can successively enlarge
R′ in such a way that it becomes stable.

The last statement follows from Proposition 4.5.
We are now in the position to prove Theorem 7.1.
By Theorem 4.9 (1), H2ℓ−1 is prime. By Proposition 3.5, H2ℓ+1 maps to Pℓ under the map

πe : Spec Re → Spec R. Since this map is étale, its fibers are zero-dimensional, which shows
that H2ℓ+1 is a minimal prime of Pℓ. This proves (1) of Theorem 7.1.

By Proposition 5.4, for 0 ≤ i ≤ 2r, H̃i is a prime ideal of Re, containing Hi. Since the
fibers of πe are zero-dimensional, we must have H̃i = Hi, so H̃2ℓ = H̃2ℓ+1 = H2ℓ = H2ℓ+1 for
0 ≤ ℓ ≤ r. In particular, H̃0 = H1. This shows that the unique prime H̃0 of Re such that there
exists an extension νe− of ν to Re

H̃0
is H̃0 = H1. Now (2) of the Theorem is given by Proposition

6.12.
(3) of Theorem 7.1 is now immediate. This completes the proof of Theorem 7.1.
We note the following corollary of the proof of (2) of Theorem 7.1 and Corollary 6.15. Let

Φe = νe−(R
e \ {0}), take an element β ∈ Φe and let Pe

β denote the νe−-ideal of R
e of value β.

Corollary 7.8 Take an element x ∈ Pe
β . There exists a local blowing up R → R′ such that

β ∈ ν(R′) \ {0} and x ∈ P ′
βR

′e.

8 The Main Theorem: the primality of implicit ideals.

In this section we study the ideals Hj for R̂ instead of R̃. The main result of this section is

Theorem 8.1 The ideal H2ℓ−1 is prime.

Proof.- For the purposes of this proof, let H2ℓ−1 denote the implicit ideals of R̂ and H̃2ℓ−1 the
implicit prime ideals of the henselization R̃ of R.

Let S be a local domain. By [11] (Theorem (43.20), p. 187) there exists bijective maps
between the set of minimal prime ideals of the henselization S̃ and the maximal ideals of the
normalization Sn. If, in addition, S is excellent, the two above sets also admit a natural bijection
to the set of minimal primes of Ŝ [11] (Corollary (44.3), p. 189). If S is a henselian local domain,
its only minimal prime is the (0) ideal, hence by the above the same is true of Ŝ. Thus Ŝ is also
a domain.

This shows that any excellent henselian local domain is analytically irreducible, hence

H̃2ℓ−1R̂ is prime for all ℓ ∈ {1, . . . , r + 1}. Let ν̃− denote the unique extension of ν to R̃

H̃1
,

constructed in the previous section. Let H∗
2ℓ−1 ⊂ R̃

H̃1
denote the implicit ideals associated to the

henselian ring R̃

H̃1
and the valuation ν̃−.

Claim. We have H∗
2ℓ−1 =

H2ℓ−1

H̃1
.

Proof of the claim: For β ∈ Γ, let P̃β denote the ν̃−-ideal of
R̃

H̃1
of value β. For all β, we have

Pβ

H̃1
⊂ P̃β , and the same inclusion holds for all the local blowings up of R, hence

H2ℓ−1

H̃1
⊂ H∗

2ℓ−1.

To prove the opposite inclusion, we may replace R̃ by a finitely generated strict étale extension
Re of R. Now let Φe = νe− (Re \ {0}) and take an element β ∈ Φe ∩ ∆ℓ−1. By Corollary 7.8,
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there exists a local blowing up R→ R′ such that x ∈ P ′
βR

′e. Letting β vary over Φe ∩∆ℓ−1, we

obtain that if x ∈ H∗
2ℓ−1 then x ∈ H2ℓ−1

H̃1
, as desired. This completes the proof of the claim.

The Claim shows that replacing R by R̃

H̃1
in Theorem 8.1 does not change the problem.

In other words, we may assume that R is a henselian domain and, in particular, that R̂ is also

a domain. Similarly, the ring R
Pℓ

⊗R R̂ ∼= R̂
Pℓ

is a domain, hence so is its localization κ(Pℓ)⊗R R̂.

Since R is a henselian excellent ring, it is algebraically closed in R̂ ([11], Corollary (44.3),
p. 189 and Corollary .20 of the Appendix); of course, the same holds for R

Pℓ
for all ℓ. Then κ(Pℓ)

is algebraically closed in κ(Pℓ) ⊗R R̂. This shows that the ring R is stable. Now the Theorem
follows from Theorem 4.9. This completes the proof of Theorem 8.1.

9 Towards a proof of Conjecture 1.11, assuming local uniformiza-

tion in lower dimension

Let the notation be as in the previous sections. In this section, we assume that the Local
Uniformization Theorem holds and propose an approach to proving Conjecture 1.11. We prove
a Corollary of Conjecture 1.11 which gives a sufficient condition for ν̂− to be unique, which also
turns out to be necessary under the additional assumption that ν̂− is minimal. We will assume
that all the R′ ∈ T are birational to each other, so that all the fraction fields K ′ = K and the
homomorphisms R′ → R′′ are local blowings up with respect to ν. Finally, we assume that R
contains a field k0 and a local k0-subalgebra S essentailly of finite type, over which R is strictly
étale. In particular, all the rings in sight are equicharacteristic.

First, we state the Local Uniformization Theorem in the precise form in which we are
going to use it.

Definition 9.1 We say that the embedded Local Uniformization theorem holds in T if
the following conditions are satisfied.

Take an integer ℓ ∈ {1, . . . , r− 1}. Let µℓ+1 := νℓ+1 ◦ νℓ+2 ◦ · · · ◦ νr. Consider a tree {H ′}
of prime ideals of R̂′

P ′
ℓ

such that H ′ ∩ R′

P ′
ℓ

= (0) and a tight extension µ̂2ℓ+2 of µℓ+1 to lim
−→

R′

R̂′

H′ .

(1) There exists a local blowing up π : R→ R′ in T , which induces an isomorphism at the
center of νℓ, such that R′

P ′
ℓ

is a regular local ring.

(2) Assume that R′

P ′
ℓ

is a regular local ring. Then there exists in T a sequence π : R → R′

of local blowings up along non-singular centers not containing the center of νl such that R̂′

H′ is a
regular local ring.

It is well known ([1], [9], [17]) that the embedded Local Uniformization theorem holds if R is
an excellent local domain such that either char k = 0 or dim R ≤ 3 (to be precise, (1) of
Definition 9.1 is well known and (2) is an easy consequence of known results). While the Local
Uniformization theorem in full generality is still an open problem, it is widely believed to hold
for arbitrary quasi-excellent local domains. Proving this is an active field of current research in
algebraic geometry. Proving local uniformization for rings of arbitrary characteristic is one of
the intended applications of Conjecture 1.11. Note that in Definition 9.1 we require only local
uniformization of rings of dimension strictly less than dim R; the idea is to use induction on
dim R to prove local uniformization of rings of dimension dim R.

We begin by stating a strengthening of Conjecture 1.11 (using Remark 6.14):
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Conjecture 9.2 The valuation ν admits at least one tight extension ν̂−. This tight extension
ν̂− can be chosen to have the following additional property: for rings R′ sufficiently far in the tree

T we have the equality of semigroups ν̂−

(

R̂′

H̃′
0

\ {0}
)

= ν(R′\{0}) and for β ∈ ν(R′\{0}) the ν̂−-

ideal of value β is
PβR̂

′

H̃′
0

. In particular, we have the equality of graded algebras grνR
′ = grν̂−

R̂′

H̃′
0

.

Below, we give an explicit construction of a valuation ν̂− whose existence is asserted in the
Conjecture by describing the trees of ideals H̃ ′

i, 0 ≤ i ≤ 2r and, for each i, a valuations ν̂i of
the residue field kνi−1 , such that ν̂− = ν̂1 ◦ . . . ν̂2r. More precisely, for ℓ ∈ {0, . . . , r − 1}, we will

construct, recursively in the descending order of ℓ, a tree J ′
2ℓ+1 of prime ideals of R̂′

H′
2ℓ
, R′ ∈ T ,

such that J ′
2ℓ+1 ∩ R′

Pℓ
= (0), and an extension µ̂2ℓ+2 of µℓ+1 to lim

−→

R′∈T

R̂′

J ′
2ℓ+1R̂

′
; the valuation µ̂2

will be our candidate for the desired tight extension ν̂− of µ1 = ν. Unfortunately, two steps
in this construction still remain conjectural, namely, proving that µ̂2ℓ+2 is, indeed, a valuation,
and that it is tight (this is essentially the content of Conjectures 9.7 and 9.8 below). Once
these conjectures are proved, our recursive construction will be complete and Conjecture 9.2
will follow by setting ν̂− = µ̂2.

Let us now describe the construction in detail. According to Corollary 6.3, we may assume
that ht H ′

i is constant for each i after replacing R by some other ring sufficiently far in T . From
now on, we will make this assumption without always stating it explicitly.

By (1) of Definition 9.1, applied successively to the trees of ideals

P ′
ℓ ⊂ R′, ℓ ∈ {1, . . . , r − 1},

there exists R′′ ∈ T such that R′′

P ′′
ℓ

is regular for all ℓ ∈ {1, . . . , r− 1}. Without loss of generality,

we may also assume that R′′ is stable.
For ℓ ∈ {1, . . . , r − 1} and R′′ ∈ T , let Tℓ(R′′) denote the subtree of T , consisting of all

the local blowings up of R′′ along ideals not contained in P ′′
ℓ (such local blowings up induce an

isomorphism at the point P ′′
ℓ ∈ Spec R′′). Below, we will sometimes work with trees of rings

and ideals indexed by Tℓ(R′′) for suitable ℓ and R′′ (instead of trees indexed by all of T ); the
precise tree with which we are working will be specified in each case.

For ℓ = r − 1, we define J ′
2r−1 := H ′

2r−1 and µ̂2r := ν̂2r,0; according to Proposition 4.13,

ν̂2r,0 = ν̂2r is the unique extension of νr to lim
−→

R′

R̂′

H′
2r−1R̂

′
.

Next, assume that ℓ ∈ {1, . . . , r−1}, that the tree J ′
2ℓ+1 of prime ideals of R̂′

H′
2ℓR̂

′
and a tight

extension µ̂2ℓ+2 of µℓ+1 to lim
−→

R′

R̂′

J ′
2ℓ+1

are already constructed for R′ ∈ T and that J ′
2ℓ+1∩ R′

Pℓ
= (0).

It remains to construct the ideals J ′
2ℓ−1 ⊂ R̂′

H′
2ℓ−2R̂

′
and a tight extension µ̂2ℓ of µℓ to lim

−→

R′

R̂′

J ′
2ℓ−1

for R′ ∈ T .
We will assume, inductively, that for all R′ ∈ T the quantity ht J ′

2ℓ+1 is constant and the
following conditions hold:

1. We have the equality of semigroups µ̂2ℓ+2

(

R̂′

J ′
2ℓ+1

\ {0}
)

∼= µℓ+1

(

R′

P ′
ℓ

\ {0}
)

.

2. For all β ∈ µℓ+1

(

R′

P ′
ℓ

\ {0}
)

the µ̂2ℓ+2-ideal of
R̂′

J ′
2ℓ+1

of value β is the extension to R̂′

J ′
2ℓ+1

of

the µℓ+1-ideal of
R′

P ′
ℓ

of value β.
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3. In particular, we have a canonical isomorphism grµ̂2ℓ+2

R̂′

J ′
2ℓ+1

∼= grµℓ+1
R′

P ′
ℓ

of graded algebras.

By (2) of Definition 9.1 applied to the prime ideals J ′
2ℓ+1 ⊂ R̂′

H′
2ℓR̂

′
, there exists R′ ∈ T such that

both R′

P ′
ℓ

and R̂′

J ′
2ℓ+1

are regular. The fact that R′

P ′
ℓ

is regular implies that so is R̂′

P ′
ℓ
R̂′
. In particular,

R̂′

P ′
ℓ
R̂′

is a domain, so H ′
2ℓ = P ′

ℓR̂
′. Take a regular system of parameters

ū′ = (ū′1, . . . , ū
′
nℓ
)

of R′

P ′
ℓ

. Let k′ denote the common residue field of R′, R′

P ′
ℓ−1

and R′

P ′
ℓ

. Fix an isomorphism R′

P ′
ℓ

∼=
k′[[ū′]]. Renumbering the variables, if necessary, we may assume that there exists sℓ ∈ {1, . . . , nℓ}
such that ū′1, . . . , ū

′
sℓ

are k′-linearly independent modulo (m′2+J ′
2ℓ+1)

R̂′

H′
2ℓ
. Since R̂′

J ′
2ℓ+1

is regular,

the ideal J ′
2ℓ+1 is generated by a set of the form v̄′ = (v̄′sℓ+1, . . . , v̄

′
nℓ
), where

v̄′j = ū′j − φ̄j(ū
′
1, . . . , ū

′
sℓ
), φ̄j(ū

′
1, . . . , ū

′
sℓ
) ∈ k′[[ū′1, . . . , ū′sℓ ]].

Let w̄′ = (w̄′
1, . . . , w̄

′
sℓ
) = (ū′1, . . . , ū

′
sℓ
). Let z′ be a minimal set of generators of

P ′
ℓ

P ′
ℓ−1

. Let k′0

be a quasi-coefficient field of R′ (that is, a subfield of R′ over which k′ is formally étale; such a
quasi-coefficient field exists by [10], moreover, since R′ is algebraic over a finite type algebra over
a field by hypotheses, k′ is finite over k′0). By the hypotheses on R and since R′

P ′
ℓ

is a regular local

ring and ū′ is a minimal set of generators of its maximal ideal m
′

P ′
ℓ

, there exists an ideal I ⊂ k′0[z
′]

such that R′

P ′
ℓ−1

is an étale extension of
k′0[z

′,ū′](z′,ū′)
I

. By assumptions, we have ht P ′
ℓ−1 < ht P ′

ℓ ,

so 0 < ht P ′
ℓ − ht P ′

ℓ−1 = ht(z′)− ht I, in other words,

ht I < ht(z′). (136)

Next, we prove two general lemmas about ring extensions.

Notation 9.3 Let k0 be a field and (S,m, k) a local noetherian k0-algebra. For a field extension

k0 →֒ L (137)

such that k ⊗k0 L is a domain, let S(L) denote the localization of the ring S ⊗k0 L at the prime
ideal m(S ⊗k0 L).

Lemma 9.4 Let k0, (S,m, k) and L be as above. The ring S(L) is noetherian.

Proof.- If the field extension (137) is finitely generated, the Lemma is obvious. In the general
case, write L = lim

−→
i

Li as a direct limit of its finitely generated subextensions. For each Li,

let ki denote the residue field of S(Li); ki is nothing but the field of fractions of k ⊗k0 Li.

Write Ŝ = k[[x]]
H

, where x is a set of generators of m and H a certain ideal of k[[x]]. Then

Ŝ(Li) ∼= ki[[x]]
Hki[[x]]

. Given two finitely generated extensions Li ⊂ Lj of k0, contained in L, we have
a commutative diagram

S(Lj)
πj→ Ŝ(Lj) ∼= kj [[x]]

Hkj [[x]]

ψij ↑ ↑ ↑ φij
S(Li)

πi→ Ŝ(Li) ∼= ki[[x]]
Hki[[x]]
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where φij is the map induced by the natural inclusion ki →֒ kj and the identity map of x to itself.

Let k∞ = lim
−→
i

ki. Then, for each i, we have the obvious faithfully flat map ρi : Ŝ(Li) → k∞[[x]]
Hk∞[[x]] ,

defined by the natural inclusion ki →֒ k∞ and the identity map of x to itself; the maps ρi
commute with the φij . Thus, we have constructed a faithfully flat map ρi ◦πi from each element

of the direct system S(Li) to the fixed noetherian ring k∞[[x]]
Hk∞[[x]] ; moreover, the maps ρi ◦ πi

are compatible with the homomorphisms ψij of the direct system. This implies that the ring
S(L) = lim

−→
i

S(Li) is noetherian.

Lemma 9.5 Let (S,m, k) be a local noetherian ring. Let t be an arbitrary collection of inde-
pendent variables. Consider the rings S[t] and S(t) := S[t]mS[t]. Let I be an ideal of S. Then

IS(t) ∩ S[t] = IS[t]. (138)

Proof.- First, assume the collection t consists of a single variable. Consider elements f, g ∈ S[t]
such that

f∈/mS[t] (139)

and
fg ∈ IS[t]. (140)

Proving the equation (138) amounts to proving that

g ∈ IS[t]. (141)

We prove (141) by contradiction. Assume that g∈/IS[t]. Then there exists n ∈ N such that
g∈/(I +mn)S[t]. Take the smallest such n, so that

g ∈
(

I +mn−1
)

S[t] \ (I +mn)S[t]. (142)

Write f =
q
∑

j=0
ajt

j and g =
l
∑

j=0
bjt

j . Let

l0 : = max{j ∈ {0, . . . , l} | bj∈/I +mn} and (143)

q0 : = max{j ∈ {0, . . . , q} | aj∈/m}. (144)

Let cl0+q0 denote the (l0 + q0)-th coefficient of fg. We have

cl0+q0 =
∑

i+j=l0+q0

aibj = aq0bl0 +
∑

i+ j = l0 + q0
i > q0

aibj +
∑

i+ j = l0 + q0
j > l0

aibj.

By definition of l0 and q0 and (142) we have:

aq0bl0 ∈/ I +mn and (145)
∑

i+ j = l0 + q0
i > q0

aibj +
∑

i+ j = l0 + q0
j > l0

aibj ∈ I +mn. (146)

Hence cl0+q0∈/I +mn, which contradicts (140). This completes the proof of Lemma 9.5 in the
case when t is a single variable. The case of a general t now follows by transfinite induction on
the collection t.
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Lemma 9.6 There exist sets of representatives

u′ = (u′1, . . . , u
′
nℓ
)

of ū′ and φj of φ̄j, sℓ < j ≤ nℓ, in
R̂′

H′
2ℓ−2R̂

′
, having the following properties. Let

w′ = (w′
1, . . . , w

′
sℓ
) = (u′1, . . . , u

′
sℓ
), (147)

v′ = (v′sℓ+1, . . . , v
′
nℓ
) = (u′sℓ+1 − φsℓ+1, . . . , u

′
nℓ

− φnℓ
). (148)

Let J ′
2ℓ−1 =

H′
2ℓ−1

H′
2ℓ−2

+ (v′) ⊂ R̂′

H′
2ℓ−2

. Then

w′ ⊂ R′

P ′
ℓ−1

(149)

and

J ′
2ℓ−1 ∩

R′

P ′
ℓ−1

= (0). (150)

Proof.-(of Lemma 9.6) There is no problem choosing w′ to satisfy (149).
As for (150), we first prove the Lemma under the assumption that k is countable. We

choose the representatives u′ arbitrarily and let φ̄j(u
′) ∈ k[[u′]] denote the formal power series

obtained by substituting u′ for ū′ in φ̄j . Any representative φj of φ̄j , sℓ < j ≤ nℓ has the form

φj = φ̄j(u
′) + hj with hj ∈ (z′) R̂′

H′
2ℓ−2

. We define the hj required in the Lemma recursively in j.

Take j ∈ {sℓ + 1, . . . , nℓ}. Assume that hsℓ+1
, . . . , hj−1 are already defined and that

(v′sℓ+1, . . . , v
′
j−1) ∩

R′

P ′
ℓ−1

= (0), (151)

where we view R′

P ′
ℓ−1

as a subring of R̂′

H′
2ℓ−1

. Since the ring R′

P ′
ℓ−1

is countable, there are countably

many ideals in R̂′

H′
2ℓ−1+(v′sℓ+1,...,v

′
j−1)

, not contained in (z′)R̂′

H′
2ℓ−1+(v′sℓ+1,...,v

′
j−1)

, which are minimal

primes of ideals of the form (f) R̂′

H′
2ℓ−1+(v′sℓ+1,...,v

′
j−1)

, where f is a non-zero element of m′

P ′
ℓ−1

. Let

us denote these ideals by {Iq}q∈N; we have

ht Iq = 1 for all q ∈ N. (152)

We note that
(z′)R̂′

H ′
2ℓ−1 + (v′sℓ+1, . . . , v

′
j−1)

6⊂ Iq for all q ∈ N. (153)

Indeed, by (136) and (151) we have ht (z′)R̂′

H′
2ℓ−1+(v′sℓ+1,...,v

′
j−1)

≥ 1. In view of (152), containment

in (153) would imply equality, which contradicts the definition of Iq.

Since H ′
2ℓ−1 $ H ′

2ℓ and J
′
2ℓ+1 $

m′R̂′

H′
2ℓ

, we have

dim
R̂′

H ′
2ℓ−1 + (v′sℓ+1, . . . , v

′
j−1)

≥ (ht H ′
2ℓ − ht H ′

2ℓ−1) + ht
m′R̂′

H ′
2ℓ

− (j − sℓ − 1) ≥

(ht H ′
2ℓ − ht H ′

2ℓ−1) + ht
m′R̂′

H ′
2ℓ

− ht J ′
2ℓ+1 + 1 ≥ 3. (154)

46



Let ũj denote the image of u′j − φ̄j(u
′) in R̂′

H′
2ℓ−1+(v′sℓ+1,...,v

′
j−1)

. Next, we construct an element

h̃j ∈ (z′)R̂′

H′
2ℓ−1+(v′sℓ+1,...,v

′
j−1)

such that

ũj − h̃j∈/
∞
⋃

q=1

Iq. (155)

The element h̃j will be given as the sum of an infinite series
∞
∑

t=0
htjt in (z′) R̂′

H′
2ℓ−1+(v′sℓ+1,...,v

′
j−1)

,

convergent in the m′-adic topology, which we will now construct recursively in t. Put hj0 = 0.
Assume that t > 0, that hj0, . . . , hj,t−1 are already defined and that for q ∈ {1, . . . , t − 1} we

have u′j− φ̄j(u′)−
q
∑

l=0

hjl∈/
q
⋃

l=1

Il and hjq ∈ (z′)
⋂

(

q−1
⋂

l=1

Il

)

. If u′j− φ̄j(u′)−
t−1
∑

l=0

hjl∈/It, put hjt = 0.

If u′j − φ̄j(u
′)−

t−1
∑

l=0

hjl ∈ It, let hjt be any element of (z′)
⋂

(

t−1
⋂

l=1

Il

)

\ It (such an element exists

because It is prime, in view of (153)). This completes the definition of h̃j . Let hj be an arbitrary

representative of h̃j in
R̂′

H′
2ℓ−2

.

We claim that
(

H ′
2ℓ−1 + (v′sℓ+1, . . . , v

′
j)
)

∩ R′

P ′
ℓ−1

= (0). (156)

Indeed, suppose the above intersection contained a non-zero element f . Then any minimal prime

Ĩ of the ideal (v′j)
R̂′

H′
2ℓ−1+(v′sℓ+1,...,v

′
j−1)

is also a minimal prime of (f) R̂′

H′
2ℓ−1+(v′sℓ+1,...,v

′
j−1)

. Since

vj∈/ (z′)R̂′

H′
2ℓ−1+(v′sℓ+1,...,v

′
j−1)

, we have Ĩ 6⊂ (z′)R̂′

H′
2ℓ−1+(v′sℓ+1,...,v

′
j−1)

. Hence Ĩ = Iq for some q ∈ N. Then

vj ∈ Iq, which contradicts (155).
Carrying out the above construction for all j ∈ {sℓ + 1, . . . , nℓ} produces the elements φj

required in the Lemma. This completes the proof of Lemma 9.6 in the case when k is countable.
Next, assume that k is uncountable. Let u′ be chosen as above.
By assumption, R′

P ′
ℓ−1

contains a k0-subalgebra S essentially of finite type, over which R′

P ′
ℓ−1

is strictly étale. Take a countable subfield L1 ⊂ k0 such that the algebra S is defined already
over L1 (this means that S has the form

S = (S′
1 ⊗L1 k0)m′

1(S
′
1⊗L1

k0), (157)

where (S′
1,m

′
1, k

′
1) is a local L1-algebra essentially of finite type). Next, let L1 ⊂ L2 ⊂ ...

be an increasing chain of finitely generated field extensions of L1, contained in k0, having the
following property. Let (S′

q,m
′
q, k

′
q) denote the localization of S′

1 ⊗k′1
Lq at the maximal ideal

m′
1(S

′
1 ⊗k′1

Lq). We require that

k′∞ :=
∞
⋃

q=1

k′q

contain all the coefficients of all the formal power series φ̄sℓ+1, . . . , φ̄nℓ
and such that the ideal

H′
2ℓ−1

H′
2ℓ−2

is generated by elements of k′∞[[z′]]
I∞

[[u′]], where I∞ is the kernel of the natural homomor-

phism k′∞[[z′]] → R̂′

H′
2ℓ−2

. Let H ′
2ℓ−1,∞ =

H′
2ℓ−1

H′
2ℓ−2

∩ k′∞[[z′]]
I∞

[[u′]]. We have constructed an increasing

chain S′
1 ⊂ S′

2 ⊂ ... of local L1-algebras essentially of finite type such that k′q is the residue field

of S′
q. Then S′

∞ :=
∞
⋃

q=1
S′
q is a local noetherian ring whose completion is k′∞[[z′,u′]]

(P ′
ℓ−1∩S

′
∞)k′∞[[z′,u′]]

.
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Let m′
∞ denote the maximal ideal of S′

∞. The above argument in the countable case shows

that there exist representatives φsℓ+1, . . . , φnℓ
of φ̄sℓ+1, . . . , φ̄nℓ

in Ŝ′
∞

H′
2ℓ−2∩Ŝ

′
∞

such that, defining

v′ = (v′sℓ+1, . . . , v
′
nℓ
) as in (148), we have

(

(v′) +H ′
2ℓ−1,∞

)

∩ S′
∞ = (0). (158)

Let L∞ =
∞
⋃

q=1
Lq and let t denote a transcendence base of k0 over L∞. Let the notation be as

in Lemma 9.4 with k0 replaced by L∞. For example, S′
∞(L∞(t)) will denote the localization of

the ring S′
∞ ⊗L∞ L∞(t) at the prime ideal ideal m′

∞(S′
∞ ⊗L∞ L∞(t)).

By (158),
(

(v′) +H ′
2ℓ−1,∞

)

Ŝ′
∞[t] ∩ S′

∞[t] = (0). (159)

Now Lemma 9.5 and the fact that S′
∞[t] is a domain imply that

(

(v′) +H ′
2ℓ−1,∞

)

Ŝ′
∞(L∞(t)) ∩ S′

∞(L∞(t)) = (0). (160)

Next, let L̃ be a finite extension of L∞(t), contained in k0; then S
′
∞(L̃) is finite over S′

∞(L∞(t)).
Since Ŝ′

∞(L̃) is faithfully flat over Ŝ′
∞(L∞(t)) and in view of (160), we have

(

(

(v′) +H ′
2ℓ−1,∞

)

Ŝ′
∞(L̃) ∩ S′

∞(L̃)
)

∩ S′
∞(L∞(t)) = (0).

Hence ht
(

(v′) +H ′
2ℓ−1,∞

)

Ŝ′
∞(L̃) ∩ S′

∞(L̃) = 0. Since S′
∞(L̃) is a domain, this implies that

(

(v′) +H ′
2ℓ−1,∞

)

Ŝ′
∞(L̃) ∩ S′

∞(L̃) = (0). (161)

Since k0 is algebraic over L∞(t), it is the limit of the direct system of all the finite extensions
of L∞(t) contained in it. We pass to the limit in (161). By (157), we have S = S′

∞(k0); we also

note that Ŝ = R̂′

H′
2ℓ−2

.

Since the natural maps Ŝ′
∞(L̃) → Ŝ′

∞(k0) are all faithfully flat, we obtain
(

(v′) +H ′
2ℓ−1,∞

)

Ŝ′
∞(k0) ∩ S = (0). (162)

Since Ŝ = R̂′

H′
2ℓ−2

is also the formal completion of Ŝ′
∞(k0), it is faithfully flat over Ŝ′

∞(k0). Hence

J ′
2ℓ−1 ∩ Ŝ′

∞(k0) =
(

(v′) +H ′
2ℓ−1,∞

) R̂′

H ′
2ℓ−2

∩ Ŝ′
∞(k0) =

(

(v′) +H ′
2ℓ−1,∞

)

Ŝ′
∞(k0). (163)

Combining this with (162), we obtain

J ′
2ℓ−1 ∩ S = (0). (164)

Thus the ideal J ′
2ℓ−1 ∩ R′

P ′
ℓ−1

contracts to (0) in S. Since R′

P ′
ℓ−1

is étale over S, this implies the

desired equality (150). This completes the proof of Lemma 9.6.

Since R̂′

H′
2ℓR̂

′
is a complete regular local ring and (w′, v′) is a set of representatives of a

minimal set of generators of its maximal ideal m′R̂′

H′
2ℓ

, there exists a complete local domain R′
ℓ

(not necessarily regular) such that R̂′

H′
2ℓ−1

∼= R′
ℓ[[w

′, v′]]. Consider the ring homomorphism

R′
ℓ[[w

′, v′]] → R′
ℓ[[w

′]], (165)
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obtained by taking the quotient modulo (v′). By (165), the quotient of R̂′

H′
2ℓ−2

by J ′
2ℓ−1 is the

integral domain R′
ℓ[[w

′]], hence J ′
2ℓ−1 is prime.

Consider a local blowing up R′ → R′′ in T . Because of the stability assumption on R, the

ring R̂′′

H′′
2ℓ−2

⊗R κ(P
′′
l−1) is finite over R̂′

H′
2ℓ−2

⊗R κ(P
′
l−1); hence the ring lim

−→

R′′∈T

(

R̂′′

H′′
2ℓ−2

⊗R κ(P
′′
l−1)

)

is integral over R̂′

H′
2ℓ−2

⊗R κ(P
′
l−1). In particular, there exists a prime ideal in

lim
−→

R′′∈T

(

R̂′′

H ′′
2ℓ−2

⊗R κ(P
′′
l−1)

)

,

lying over J ′
2ℓ−1

R̂′

H′
2ℓ−2

⊗R κ(P
′
l−1). Pick and fix one such prime ideal. Intersecting this ideal with

R̂′′

H′′
2ℓ−2

for each R′′ ∈ T , we obtain a tree J ′′
2ℓ−1 of prime ideals of R̂′′

H′′
2ℓ−2

, R′′ ∈ T .

Our next task is to define the restriction of the valuation µ̂2ℓ to the ring R̂′

J ′
2ℓ−1

. By the

induction assumption, µ̂2ℓ+2 is already defined on lim
−→

R′∈T

R̂′

J ′
2ℓ+1R̂

′
. For all stable R′′ ∈ T we have the

isomorphism grµ̂2ℓ+2

R̂′′

J ′′
2ℓ+1

∼= grµℓ+1
R′′

P ′′
ℓ

of graded algebras (in particular, grµ̂2ℓ+2

R̂′′

J ′′
2ℓ+1

is scalewise

birational to grµℓ+1
R′′

P ′′
ℓ

for any R′′ ∈ T and µ̂2ℓ+2 has the same value group ∆ℓ as µℓ+1).

Define the prime ideals H̃ ′′
2ℓ−2 = H̃ ′′

2ℓ−1 to be equal to the preimage of J ′′
2ℓ−1 in R̂′′ and

H̃ ′′
2ℓ = H̃ ′′

2ℓ+1 the preimage of J ′′
2ℓ+1 in R̂′′. By definition of tight extensions, the valuation ν̂2ℓ+1

must be trivial. It remains to describe the valuation µ̂2ℓ on
R̂′′

J ′′
2ℓ−1

, R′′ ∈ T . We will first define

ν̂2ℓ and then put µ̂2ℓ = ν̂2ℓ ◦ µ̂2ℓ+2.
By definition of tight extensions, the value group of µ̂2ℓ must be equal to ∆ℓ−1 and that

of ν̂2ℓ to
∆ℓ−1

∆ℓ
. For a positive element β̄ ∈ ∆ℓ−1

∆ℓ
, define the candidate for ν̂2ℓ-ideal of

R̂′′

H̃′′
2ℓ

H̃′′
2ℓ−1R̂

′′

H̃′′
2ℓ

of value β̄, denoted by P̂ ′′
βℓ, by the formula

P̂ ′′
β̄ℓ

=
P ′′
β̄
R̂′′
H̃′′

2ℓ

H̃ ′′
2ℓ−1R̂

′′
H̃′′

2ℓ

. (166)

Conjecture 9.7 The elements φj of Lemma 9.6 can be chosen in such a way that the following

condition holds. For each positive element β ∈ ∆ℓ−1

∆ℓ
and each tree morphism R′ → R′′ in T , we

have
P̂ ′′
βℓ ∩ R̂′

H̃′
2ℓ
= P̂ ′

βℓ.

Conjecture 9.8 The elements φj of Lemma 9.6 can be chosen in such a way that

⋂

β̄∈
(

∆ℓ−1
∆ℓ

)

+

(

P ′
β̄
+ H̃ ′

2ℓ−1

)

R̂′
H̃′

2ℓ
⊂ H̃ ′

2ℓ−1. (167)

For the rest of this section assume that Conjectures 9.7 and 9.8 are true.
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For all β̄ ∈
(

∆ℓ−1

∆ℓ

)

+
, we have the natural isomorphism

λβ̄ :
P ′
β̄

P ′
β̄+

⊗κ(P ′
ℓ−1)

κ(H̃ ′
2ℓ) −→

P̂ ′
β̄

P̂ ′
β̄+

of κ(H̃ ′
2ℓ)-vector spaces. The following fact is an easy consequences of Conjecture 9.7:

Corollary 9.9 (conditional on Conjecture 9.7) If the elements φj of Lemma 9.6 can be
chosen as in Conjecture 9.7 then the graded algebra

grνℓ

R′
P ′
ℓ

P ′
ℓ−1R

′
P ′
ℓ

⊗κ(P ′
ℓ−1)

κ(H̃ ′
2ℓ)

∼=
⊕

β̄∈
(

∆ℓ−1
∆ℓ

)

+

P̂ ′
β̄

P̂ ′
β̄+

is an integral domain.

For a non-zero element x ∈
R̂′

H̃′
2ℓ

H̃′
2ℓ−1

, let Valℓ(x) =
{

β ∈ νℓ

(

R′

P ′
ℓ−1

\ {0}
) ∣

∣

∣
x ∈ P̂ ′

βℓ

}

. We

define ν̂2ℓ by the formula
ν̂2ℓ(x) = max Valℓ(x). (168)

Since νℓ is a rank 1 valuation, centered in a local noetherian domain R′

P ′
ℓ−1

, the semigroup

νℓ

(

R′

P ′
ℓ−1

\ {0}
)

has order type N, so by (167) the set V alℓ(x) contains a maximal element.

This proves that the valuation ν̂2ℓ is well defined by the formula (168), and that we have a
natural isomorphism of graded algebras

grνℓ

R′
P ′
ℓ

P ′
ℓ−1R

′
P ′
ℓ

⊗κ(P ′
ℓ−1)

κ(H̃ ′
2ℓ)

∼= grν̂2ℓ

R̂H̃′
2ℓ

H̃ ′
2ℓ−1

.

Since the above construction is valid for all R ∈ T , ν̂2ℓ extends naturally to a valuation centered

in the ring lim
−→

R′

R̂′′

H̃′′
2ℓ−1R̂

′′
(by abuse of notation, this extension will also be denoted by ν̂2ℓ).

The extension µ̂2ℓ of µℓ to lim
−→

R′′∈T (R′)

R̂′′

H̃′′
2ℓ−1R̂

′
is defined by µ̂2ℓ = ν̂2ℓ ◦ µ̂2ℓ+2.

This completes the proof of Conjecture 9.2 (assuming Conjectures 9.7 and 9.8) by de-
scending induction on ℓ. �

The next Corollary of Conjecture 9.2 gives necessary conditions for ν̂− to be uniquely
determined by ν; it also shows that the same conditions are sufficient for ν̂− to be the unique
minimal extension of ν, that is, to satisfy

H̃ ′
i = H ′

i, 0 ≤ i ≤ 2r. (169)

Suppose given a tree
{

H̃ ′
0

}

of minimal prime ideals of R̂′ (in particular, R′ ∩ H̃ ′
0 = (0)). If the

valuation ν admits an extension to a valuation ν̂− of lim
−→

R′

R̂′

H̃′
0

, then H̃ ′
0 is the 0-th prime ideal

of R̂′, determined by ν̂−. Since H̃ ′
0 is assumed to be a minimal prime, we have H̃ ′

0 = H ′
0 by

Proposition 5.4.
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Remark 9.10 Let the notation be as in Conjecture 9.2. Denote the tree of prime ideals {H̃ ′
0}

by {H ′} for short. Consider a homomorphism

R′ → R′′ (170)

in T . Assume that the local rings R′ and R̂′

H′ are regular, and let V = (V1, . . . , Vs) be a minimal

set of generators of H ′. Then V can be extended to a regular system of parameters for R̂′. We

have an isomorphism R̂′ ∼= R̂′

H′ [[V ]]. The morphism (170) induces an isomorphism R̂′
H′

∼= R̂′′
H′′ ,

so that V induces a regular system of parameters of R̂′′
H′′ . In particular, the H ′′-adic valuation of

R̂′′
H′′ coincides with the H ′-adic valuation of R̂′

H′. On the other hand, we do not know, assuming

that R′′ and R̂′′

H′′ are regular and ht H ′′ = ht H ′, whether V induces a minimal set of generators
of H ′′; we suspect that the answer is “no”.

Corollary 9.11 (conditional on Conjecture 9.2) If the valuation ν admits a unique exten-

sion to a valuation ν̂− of lim
−→

R′

R̂′

H′
0
, then the following conditions hold:

(1) ht H ′
1 ≤ 1

(2) H ′
i = H ′

i−1 for all odd i > 1. Moreover, this unique extension ν̂− is minimal.

Conversely, assume that (1)–(2) hold. Then there exists a unique minimal extension ν̂−

of ν to lim
−→

R′

R̂′

H′
0
.

Proof.- The fact that conditions (1), (2) and equations (169) determine ν̂− uniquely is nothing

but Proposition 6.12. Conversely, assume that there exists a unique extension ν̂− of ν to lim
−→

R′

R̂′

H′
0
.

By Remark 6.11, there exist minimal extensions of ν to lim
−→

R′

R̂′

H′
0
, hence ν̂− must be minimal.

Next, by Conjecture 9.2, there exists a tree of prime ideals H̃ ′ with H ′ ∩ R′ = (0) and

a tight extension µ̂− of ν to lim
−→

R′

R̂′

H′ . The ideals H ′ are both the the 0-th and the 1-st ideals

determined by µ̂−; in particular, we have

H ′
0 ⊂ H ′

1 ⊂ H ′ (171)

by Proposition 5.4. Now, take any valuation θ, centered in the regular local ring
R′

H′

H′
0
, such that

the residue field kθ = κ(H ′). Then the composition µ̂− ◦ θ is an extension of ν to lim
−→

R′

R̂′

H′
0
, hence

µ̂− ◦ θ = ν̂− (172)

by uniqueness. For i ≥ 1, the i-th prime ideal, determined by µ̂− ◦ θ = ν̂− coincides with that
determined by µ̂−. Since ν is minimal and µ̂− is tight, we obtain condition (2) of the Corollary.
Finally, if we had ht H ′ > 1, there would be infinitely many choices for θ, contradicting 172 and
the uniqueness of ν̂−. Thus ht H ′ ≤ 1. Combined with 171, this proves (1) of the Corollary.
This completes the proof of Corollary (9.11), assuming Conjecture 9.2.

Regular morphisms and G-rings.
In this Appendix we recall the definitions of regular homomorphism, G-rings and excellent

and quasi-excellent rings. We also summarize some of their basic properties used in the rest of
the paper.
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Definition .12 ([10], Chapter 13, (33.A), p. 249) Let σ : A → B be a homomorphism of
noetherian rings. We say that σ is regular if it is flat, and for every prime ideal P ⊂ A, the
ring B⊗A κ(P ) is geometrically regular over κ(P ) (this means that for any finite field extension
κ(P ) → k′, the ring B ⊗A k

′ is regular).

Remark .13 If κ(P ) is perfect, the ring B ⊗A κ(P ) is geometrically regular over κ(P ) if and
only if it is regular.

Remark .14 It is known that a morphism of finite type is regular in the above sense if and only
if it is smooth (that is, formally smooth in the sense of Grothendieck with respect to the discrete
topology), though we do not use this fact in the present paper.

Regular morphisms come up in a natural way when one wishes to pass to the formal completion
of a local ring:

Definition .15 ([10], (33.A) and (34.A)) Let R be a noetherian ring. For a maximal ideal m of
R, let R̂m denote the m-adic completion of R. We say that R is a G-ring if for every maximal
ideal m of R, the natural map R→ R̂m is a regular homomorphism.

The property of being a G-ring is preserved by localization and passing to rings essentially of
finite type over R.

Definition .16 ([10], Definition 2.5, (34.A), p. 259) Let R be a noetherian ring. We say that
R is quasi-excellent if the following two conditions hold:

(1) R is J-2, that is, for any scheme X, which is reduced and of finite type over Spec R,
Reg(X) is open in the Zariski topology.

(2) For every maximal ideal m ⊂ R, Rm is a G-ring.

It is known [10] that a local G-ring is automatically J-2, hence automatically quasi-excellent.
Thus for local rings “G-ring” and “quasi-excellent” are one and the same thing. A ring is said to
be excellent if it is quasi-excellent and universally catenary, but we do not need the catenary
condition in this paper.

Both excellence and quasi-excellence are preserved by localization and passing to rings
of finite type over R ([10], Chapter 13, (33.G), Theorem 77, p. 254). In particular, any ring
essentially of finite type over a field, Z, Z(p), Zp, the Witt vectors or any other excellent Dedekind
domain is excellent. See [11] (Appendix A.1, p. 203) for some examples of non-excellent rings.

Rings which arise from natural constructions in algebra and geometry are excellent. Com-
plete and complex-analytic local rings are excellent (see [10], Theorem 30.D) for a proof that
any complete local ring is excellent).

Finally, we remark that the category of quasi-excellent rings is a natural one for doing
algebraic geometry, since it is the largest reasonable class of rings for which resolution of singu-
larities can hold. Namely, let R be a noetherian ring. Grothendieck ([4], IV.7.9) proves that if
all of the irreducible closed subschemes of Spec R and all of their finite purely inseparable covers
admit resolution of singularities, then R must be quasi-excellent. Grothendieck’s result means
that the largest class of noetherian rings, closed under homomorphic images and finite purely in-
separable extensions, for which resolution of singularities could possibly exist, is quasi-excellent
rings.

We now summarize the specific uses we make of quasi-excellence in the present paper.
We begin by recalling three results from [10] and [11]. As a point of terminology, we note that
Nagata’s “pseudo-geometric” rings are now commonly known as Nagata rings. Quasi-excellent
rings are Nagata ([10], (33.H), Theorem 78).
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Theorem .17 ([10], (34.C), Theorem 79) Let R be an excellent normal local ring. Then R is
analytically normal (this means that its formal completion R̂ is normal).

Theorem .18 ([11], (43.20), p. 187) Let R be a local integral domain, R̃ its Henselization and
R′ its normalization. There is a natural one-to-one correspondence between the minimal primes
of R̃ and the maximal ideals of R′.

Proposition .19 ([11], Corollary (44.3), p. 189) Let R be a quasi-excellent analytically normal
local ring. Then its Henselization R̃ is analytically irreducible and is algebraically closed in its
formal completion.

From the above results we deduce

Corollary .20 Let (R,m) be a Henselian excellent local domain. Then R is analytically irre-
ducible and is algebraically closed in R̂.

Proof.- If, in addition, we assume R to be normal, the result follows from Theorems .17 and .19.
In the general case, let R′ denote the normalization of R. Then R′ is a Henselian normal quasi-
excellent local ring, so it satisfies the conclusions of the Corollary. Consider the commutative
diagram

R

ψ

��

φ // R̂

ψ̂
��

R′ φ′ // R̂′

(173)

where R̂′ stands for the formal completion of R′. SinceR is Nagata, R′ is a finite R-module. Thus
φ′ coincides with the m-adic completion of R′, viewed as an R-module. Hence R̂′ ∼= R′ ⊗R R̂.
Since ψ is injective and R̂ is flat over r, the map φ̂ is also injective. Since R′ is analytically
irreducible, R̂′ is a domain, and therefore so is its subring R̂. This proves that R is analytically
irreducible.

To prove that R is algebraically closed in R̂, take an element x ∈ R̂, algebraic over R.
Since all the maps in 173 are injective, let us view all the rings involved as subrings of R̂′. Since
R′ is algebraically closed in R̂′, we have x ∈ R′, in particular, we may write x = a

b
with a, b ∈ R.

Now, since (a)R̂ ⊂ (b)R̂ and R̂ is faithfully flat over R, we have (a) ⊂ (b) in R, so x = a
b
∈ R.

This proves that R is algebraically closed in R̂. The Corollary is proved.
Next we summarize, in a more specific manner, the way in which these results are applied

in the present paper. The main applications are as follows.
(1) Let R be an excellent local domain, P a prime ideal of R and Hi ⊂ Hi+1 two prime

ideals of R̂ such that
Hi ∩R = Hi+1 ∩R = P. (174)

Then R
P

is also excellent. Definitions .12, .15 and .16 imply that the ring R̂ ⊗R κ(P ) is geo-

metrically regular over P , in particular, regular. Moreover, (174) implies that the ideal Hi+1

PR̂

is a prime ideal of R̂

P R̂
, disjoint from the natural image of R \ P in R̂

P R̂
. Thus the local ring

R̂Hi+1

PR̂Hi+1

is a localization of R̂⊗R κ(P ) at the prime ideal Hi+1(R̂⊗R κ(P )) and so is a local ring,

geometrically regular over κ(P ), in particular, a regular local ring and, in particular, a domain.

(2) Assume, in addition, that Hi is a minimal prime of PR̂. Since
R̂Hi+1

PR̂Hi+1

is a domain, Hi

is the only minimal prime of PR̂, contained in Hi+1. We have PR̂Hi+1 = HiR̂Hi+1 .
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