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Abstract

In this paper, we prove the existence of smooth initial data for the 2D free boundary
incompressible Euler equations (also known for some particular scenarios as the water
wave problem), for which the smoothness of the interface breaks down in finite time into
a splash singularity or a splat singularity.
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I Introduction

I.A Statement of the Problem

In this paper, we prove that water waves in two space dimensions can form a singularity in
finite time by either of two simple, natural scenarios, which we call a “splash” and a “splat”.

The water wave equations (or 2D incompressible free boundary Euler equations) describe
a system consisting of a water region Q(¢) C R? and a vacuum region R? \ Q(t), evolving as
a function of time ¢, and separated by a smooth interface

90(t) = {z(a, 1) s a € R}.

We write Q1(t) = R?\ Q(t), Q%(t) = Q(t). The fluid velocity v(z,y,t) € R? and the
pressure p(x,y,t) € R are defined for (z,y) € Q(t). The fluid is assumed to be incompressible
and irrotational

V.ov=0, curlv=0 in Q(¢), (L.1)
and to satisfy the 2D Euler equation
[0 + (v Va)]o(z,y,t) = =Vp(z,y,t) = (0,9)  in Q@) (1.2)

where g > 0 is a constant, and the term (0, g) takes gravity into account.
Neglecting surface tension, we assume that the pressure satisfies

p=7p"(t) at 9Q(t), where p*(t) is a function of ¢ alone. (1.3)
Finally, we assume that the interface moves with the fluid, i.e.,
rz(a,t) = v(z(a,t),t) + ¢ (o, 1)daz(a, t), (1.4)

where ¢#(a,t) is an arbitrary smooth function of a,t (the choice of ¢# affects only the
parametrization of 0Q(t)) and z(a,t) = (z1(a,t), z2(a, t)).

At an initial time to, we specify the fluid region Q(¢g) and the velocity v(x,y,to) ((x,y) €
Q(tg)), subject to the constraint (I.1). We then solve equations (I.1-1.4) with the given initial
conditions, and we ask whether a singularity can form in finite time from an initially smooth
velocity v(-,t9) and fluid interface 9Q(tp).

The water wave problem comes in three flavors:

e Asymptotically Flat: We may demand that z(«,t) — (o,0) — 0 as @ — £oo.



e Periodic: We may instead demand that z(«,t) — («,0) is a 2m-periodic function of a.
e Compact: Finally, we may demand that z(«a,t) is a 2m-periodic function of a.

To obtain physically meaningful solutions in the Asymptotically Flat and Periodic flavors,
we demand that

p(z,y,t) + gy =0(1) in Q(t)
and that

/ lv(z,y,t)|*dedy < oo (finite energy),
Q(t)

where we regard €(t) as a subset of T x R, T = R/27Z, in the Periodic case.

In this paper, we restrict attention to periodic water waves, although our arguments can
be easily modified to apply to the other flavors. (See Remark 1.5 below).

Let us summarize some of the previous work on water waves. We discuss the real-analytic
case later in this introduction. The existence and Sobolev regularity of water waves for short
time is due to S. Wu [30]. Her proof applies to smooth interfaces that need not be graphs of
functions, but [30] assumes the arc-chord condition

|z(a,t) — 2(B,t)| > cacla— B, all a, 5 € R.

The constant c4¢c > 0 is called the arc-chord constant, which may vary with time.

The issue of long-time existence has been treated in Alvarez-Lannes [3], where well-
posedness over large time scales is shown, and several asymptotic regimes are justified. By
taking advantage of the dispersive properties of the water-wave system, Wu [32] proved ex-
ponentially large time of existence for small initial data.

In three space dimensions, Wu [31] proved short-time existence; and Germain et al [19],
[20] and Wu [33] proved existence for all time in the case of small initial data.

There are several important variants of the water wave problem. One can drop the
assumption that the fluid is irrotational. See Christodoulou-Lindblad [12], Lindblad [23],
Coutand-Shkoller [16], Shatah-Zeng [28], Zhang-Zhang [35]. Lannes [21] considered the case
in which water is moving over a fixed bottom. Ambrose-Masmoudi [4] considered the case
where the equations include surface tension, and the limit where the coefficient of surface
tension tends to zero. Lannes [22] discussed the problem of two fluids separated by an
interface with small non-zero surface tension. Alazard et al. [1] took advantage of the
dispersive properties of the equations to lower the regularity of the initial data.

See also the papers of Cérdoba et al. [13] and Alazard-Metivier [2].

In the case of large data for the two-dimensional problem (I.1-1.4), Castro et al. in [10],
[9] showed that there exist initial data for which the interface is the graph of a function, but
after a finite time the water wave “turns over” and the interface is no longer a graph. For
previous numerical simulations showing this turning phenomenon, see Baker et al. [5] and
Beale et al. [6].

Next, we describe a singularity that can form in water waves. We start by presenting
what we believe based on numerical simulations; then, we explain what we can prove.



t=t,>t

(c) A “splash” forms at time t2 > t1.

Figure 1: Evolution of a “splash” singularity.

Our simulations show an initially smooth water wave, for which the fluid interface is a
graph as in Figure 1(a). At a later time ¢;, the water wave has “turned over” as described
in [10], [9], i.e., the interface is no longer a graph. Finally, in Figure 1(c), the fluid interface
self-intersects at a single point !, but is otherwise smooth. We call this scenario a “splash”,
and we call the single point at which the interface self-intersects, the “splash point”. Beyond
the time ty pictured in Figure 1(c), there is no physically meaningful solution of (I.1-1.4).

Note that the arc-chord condition holds for times ¢ < 9, but the arc-chord constant tends
to zero as t tends to to.

The numerics that led us to Figures 1(a), 1(b) and 1(c) were performed using the method
of Beale-Hou-Lowengrub [7], with special modifications to maintain accuracy up to the splash.
In this paper, we use the numerics only as motivation for conjectures, so we omit a detailed
discussion of the algorithms used. Actual results from our simulations are shown in Figures
3, 4 and 5. Figures 1 and 2 are cartoons.

Now let us explain what we can prove regarding the splash scenario. Recall that [10], [9]
already proved that a water wave may start as in Figure 1(a) and later evolve to look like
Figure 1(b). In this paper, we prove that a water wave may start as in Figure 1(b), and later
form a splash, as in Figure 1(c).

We would like to prove that an initially smooth water wave may start as in Figure 1(a),
then turn over as in Figure 1(b), and finally produce a splash as in Figure 1(c). To do so,
our plan is to use interval arithmetic [24] to produce a rigorous computer-assisted proof that,
close to the approximate solution arising from our numerics, there exists an exact solution
of (I.1-1.4) that ends in a splash. The stability result announced in [8, Theorem 4.1] is a

'Here, we regard the fluid interface as sitting inside T x R; recall that our water waves are 27-periodic
under horizontal translation.



first step in this direction. We are grateful to R. de la Llave for introducing us to interval
arithmetic and demonstrating its power.
A variant of the splash singularity is shown in Figures 2(a) and 2(b).

t=t,>1

(a) The initial water region (b) The “splat”.
Figure 2: Evolution of a “splat” singularity.

The water wave starts out smooth, as in Figure 2(a), although the interface is not a graph.
At a later time, the interface self-intersects along an arc, but is otherwise smooth. Again, no
physically meaningful solution of (I.1-1.4) exists after the time depicted in Figure 2(b). We
call this scenario a “splat”. In this paper, we prove that water waves can form a splat.

The stability theorem announced in [8] shows that a sufficiently small perturbation of
initial conditions that lead to the splash will again lead to a splash. We expect that the
analogous statement for a splat is not true.

We make no claim that the splash and the splat are the only singularities that can arise
in solutions of the water wave equation.

I.B Elementary Potential Theory

To formulate precisely our main results, and to explain some ideas from their proofs, we
recall some elementary potential theory for irrotational divergence-free vector fields v(x,y,t)
defined on a region Q(t) C R? with a smooth periodic boundary {z(a,t) : a € R} for fixed ¢.
We assume that v is smooth up to the boundary and 27-periodic with respect to horizontal
translations. We suppose that v has finite energy.

Such a velocity field v may be represented in several ways:

e We may write v = V¢ for a velocity potential ¢(x,y,t) defined on Q(t) and smooth up
to the boundary.

e We may also write v = V1) = (9,9, 0,9 for a stream function 1, defined on Q(2)
and smooth up to the boundary.

e The normal component of v at the boundary, given by

(Oaz(a, b))t

tnormat (e, 1) = v(z(en 1),1) - ==



uniquely specifies v on Q(t). Here, ut = (—ug,u;) for u = (u1,uz) € R, and we

always orient 9Q(t) so that the normal vector (9,z(c,t))* points into the vacuum
region R? \ Q(¢).

The function uyermai(e, t) satisfies

/ unormal(ay t)‘aaz(a’, t)|da =0,
T

but is otherwise arbitrary.

Note that, because v has finite energy, ¢ and 1 are 2w-periodic with respect to horizontal
translations. (Without the assumption of finite energy, ¢ and ¢ could be “periodic plus
linear”). The functions ¢ and v are conjugate harmonic functions.

e There is another way to specify v, namely

_ 1 (z =21 (8,1),y = 2(8: 1)~
vy, t) = 2WPV/R (@ — 21(B. 1),y — (B )]

for a 2m-periodic function w(f,t) called the “vorticity amplitude”. See [5].

(8,t)dB,  ((z,y) € Qt)) (L5

Formula (I.5) holds only in the interior of £2(¢). Taking the limit as (z,y) — (z1(a, t), 22(c, t)) €
0€)(t) from the interior, we find that

v(z(, t),t) = BR(z,w)(a, t) + }w(a’t) daz(a,t)

2 |00z (a, t)]2’ (L6)

where BR denotes the Birkhoff-Rott integral

_ 1 (z1(a,t) — 21(B, ), za(e, t) — 22(B, 1)) *
BRG w)ent) = 32 PV | 1Gaent) — 21(B.0), za(a 1) — 22(B.0)

To see that v may be represented as in (I.5), (I.6), one applies the Biot-Savart law to a
discontinuous extension of v from its initial domain (¢) to all of R?; to make the extension,
one solves a Neumann problem in R? \ Q(¢).

Thus, our velocity field v admits multiple descriptions. Note that the description in terms
of w is significantly different from the descriptions in terms of ¢, ¥ and ,ormai, because we
bring in the Neumann problem on R?\ Q(#) to justify (I.5) and (1.6). When 9Q(¢) is a “splash
curve” as in Figure 1(c), there is no problem defining ¢ and it is smooth up to the boundary,
except that it can take two different values at the splash point, for obvious reasons. The
same is true of . Similarly, w,ermar(, t) continues to behave well.

However, there is no reason to believe that w(c«,t) will be well-defined and smooth for a
splash curve, since R? \ Q(t) is a somewhat pathological domain. Our numerics suggest that
max,, |w(a, t)| ~ ts%’ where t; is the time of the splash.

Let us apply the above potential theory to the water wave problem. A standard formula-
tion of the problem [5] takes z(«,t) and w(a,t) as unknowns. This has the advantage that at
least we know where our unknown functions are supposed to be defined, which is more than

w(B,t)ds.  (L7)



we can say for ¢, ¢ and u. Standard computations (see e.g. [13, Section 2]) show that the
water wave problem is equivalent to the following equations

Oiz(a,t) = BR(z,w)(a,t) + ¢(a, t)0qz(a, t) (L.8)
and
Ow(a,t) = —2042(a, t) - O, BR(z,w)(a,t)
— O < [ ) (o, t) + B (E(c, t)w(a, b))
4004 2|? ’ ’ 7
+ 2¢(a, 1) 0nz(a, t) - On BR(z,w)(a, t) — 2g0q22(x, t). (1.9)

Here, ¢(a,t) is a function that we may pick arbitrarily, since it influences only the
parametrization of 9€Q(t). For future reference, we write down several standard equations
that follow from (I.1-1.4) by routine computation and elementary potential theory.

App(z,y,t) = Agtb(x,y,t) =0 in Q(t); ¢ and ¥ are harmonic conjugates.

1
p(xayat) = _8t¢(x7y7t) - §|V¢(.T,y,t)’2 —9Y

_ 9a®(a,t)
OVl = “Ta st

and n is the outward-pointing unit normal to 0€Q().
V(x4 2m,y,t) = (x,y,t) and ¢(z + 2w, y,t) = ¢(z, y,1)

where ®(a,t) = ¢(z(a, t),t)

[v(z(a, 1), 1)]? + ca, t)v(z(a, t),t) - Oaz(a, t) — gy(a,t) + p*(t).  (1.10)
We may write u(a,t) to denote v(z(a,t),t).

I.C Main Results

Our main result is the following theorem. For the definition of a splash curve see Definition
II.1 in Section II. The interface shown in Figure 1(c) is an example of a splash curve.

Theorem 1.1 Let 2°(a) be a splash curve, where the splash point is given by 2°(a1) = 2°(az),

o1 # ag. Let u® () be a scalar function in H*(T), satisfying

[ ermaa(@)i0a2"(@)lda =0 (L)
T

and
u%ormal(a1)7 u?wrmal(OQ) <0. (112)



Then there exist a time T > 0; a time-varying domain Q(t) defined for t € [0,T] and a
velocity field v(zx,y,t) defined for (z,y) € Q(t), t € [0,T] such that the following hold:

Q(t) and v(x,y,t) solve the water wave equations (I.1-1.4) for all t € [0,T]. (I.13)

00(t) is given as a parametrized curve {z(a,t) : a € R},

with z(a,t) — («, 0) 27-periodic in a for fized t. (I.14)
z(a,t) — (a,0) € C([0,T), HY(T)) and v(z(a,t),t) € C([0,T], H3(T)) (I.15)
2(,0) = 2%(a) and tnormar (e, 0) = vl (a) for all o € R. (1.16)

For each t € [0,T], the curve O(t) satisfies the arc-chord condition,
but the arc-chord constant tends to zero ast — 0. (I.17)

This result was announced in [§].

To prove that “splash singularities” can form, we note that the water wave equations are
invariant under time reversal. Therefore, it is enough to exhibit a solution of the water wave
equations that starts as a splash at time zero, but satisfies the arc-chord condition for each
small positive time. Theorem 1.1 provides such solutions.

Since the curve touches itself it is not clear if the vorticity amplitude is well defined,
although the velocity potential remains nonsingular. In order to get around this issue we
will apply a transformation from the original coordinates to new ones which we will denote
with a tilde. The purpose of this transformation is to be able to deal with the failure of
the arc-chord condition. Let us consider the scenario in the periodic setting and then the
transformation defined by Z(«a,t) = P(z(«,t)) where P is a conformal map that will be given

= (n(3))

and the branch of the root will be taken in such a way that it separates the self-intersecting
points of the interface. We will also need that the interface passes below the points (£, 0)
(or, equivalently, that those points belong to the vacuum region) in order for the tilde region
to lie inside a closed curve and the vacuum region to lie on the outer part. See Figures 3
and 4. Here P(z) will refer to a 2 dimensional vector whose components are the real and
imaginary parts of P(z; + iz9). Its inverse is given by

1 — iw?

P~ Y(w) =ilog < > = 2arctan(w?) for w € C.

1+ jw?

In this setting, P~1(2) will be well defined modulo multiples of 27.

Remark 1.2 Note that P(z) is periodic such that P(z + 2km) = P(z). Moreover, P(z) is
one-to-one in the water region and single-valued except at the splash point.
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Figure 3: Splash singularity at times ¢ = 0 (Red - splash), t = 4 - 1073 (Blue - turning) and
t =7-1073 (Black - graph).

Remark 1.3 Although the transformation to the tilde domain is convenient, the real reason
for Theorem 1.1 is that the potential theory inside the water region does not go bad as we
approach the splash even though it goes bad in the vacuum region.

We define the following quantities:

V(& §.t) =P (E,9),0), 6(T,5,t) = 6(PH(T,),1), 0(T,5,t) = V(Z,§,1),
d(a,t) = ¢(Z(a,t), 1), W(ant) = P(E(a,t), t).

Also we define Q(t) = P(Q(t)). Let us note that since ¢ and ¢ are 27 periodic, the
resulting ¥ and <;~5 are well defined. We do not have problems with the harmonicity of 1/; or ¢
at the point which is mapped from minus infinity times ¢ (which belongs to the water region)
by P since ¢ and 1 tend to finite limits at minus infinity times ¢. Also, the periodicity of ¢
and ¢ causes ¢ and 1 to be continuous (and harmonic) at the interior of P(Q2(t)).

Let us assume that there exists a solution of (I.10) and that we take wupormar = % such
that Unermai (1) Unormal(a2) < 0 for all 0 < ¢ < T, with T" small enough, thus z(«, t) satisfies
the arc-chord condition and does not touch the removed branch from P(w).



The system (I1.10) in the new coordinates reads

AY(Z,7,t) =0 in P(Q3(t))

~ L Do (a,t)
¥ o) |Za(ont)]
o=V in P(Q3(t))
Zi(ont) = Q% (a, t)i(a, t) + c(a, t) Za(a, t)
(o) = 3 Qo 1), 1)+ e, )i, 1) - Zalen 1) — g5 (3o 1)
#(,0) = 2(a)
bo(a,0) = () = 3 (a), (L18)

where % is the limit of the velocity coming from the fluid region in the tilde domain and

2 2

(P! (E (e, 1))

@ (:la0).1) - Q) = [l

" dw
We can solve the Neumann problem in the complement of Q(t) Therefore we can represent

the velocity field © in terms of a vorticity amplitude @.
We will see that Z and @ satisfy the following equations

Z(o,t) = Q*(a, t)BR(%,0)(a, t) + &(a, t) Za(a, t). (1.19)

2(« ola, t)?
— Oq (Q (4 ,t |2a((a,’tt))|2> 4 26(, 1), BR(Z, &) - Zo(a, 1)
+ O (é(a, )i (e, 1)) — 2900 (Py ' (2(a, 1)) - (L20)

Remark 1.4 Equations (1.19-1.20) are analogous to (1.8-1.9). In fact, if we set Q = 1 in
(1.19-1.20) we recover (1.8-1.9).

Our strategy will be the following: we will consider the evolution of the solutions in the
tilde domain and then see that everything works fine in the original domain.

We will have to obtain the normal velocity once given the tangential velocity, and vice-
versa. To do this, we just have to notice that

Do (a,t) = @(a,t) - Zo(a,t) = BR(2,0) - Zo(a,t) + @(3775)'

From that, we can invert the equation (see [13]) and get @. Equation (1.6) in the tilde domain
then tells us ¥ on the boundary 9€(t).

10



We now note that a solution of the system (I.18) in the tilde domain gives rise to a solution
of the system (I.10) in the non-tilde domain, by inverting the map P. In fact, this will be
the implication used in Theorem I.1 (finding a solution in the tilde domain, and therefore in
the non-tilde).

Remark 1.5 It is likely that a similar argument works for the other two settings (closed
contour and asymptotic to horizontal) by choosing an appropriate P(w) that separates the
singularity. For example, for the closed contour we could consider P.,(z) = /z, taking the
branch so that it separates the singularity, and for the asymptotic to horizontal scenario, it

18 enough to mowve the interface such that the water region is entirely contained in the lower
halfplane (and the point —i belongs to the vacuum region) and apply the relation £ =  / j—fz

=i =

We now state the local existence results that lead to the proof of the existence of a splash
singularity (Theorem 1.1). To avoid the failure of the arc-chord condition, we will prove the
local existence in the tilde domain. This can be done in two different settings, namely in the
space of analytic functions and the Sobolev space H?.

For the analytic version we define

Sr = {a +n, |"7‘ < T}a
#1305y = 3 | 1F(@zinpda,
+ —T
7117 = 11 £ 17208,y + 10212208, ):
we consider the space
H3(8S,) = {f analytic in S, 1112 < oo, f 2m-periodic}

and we take (21 — a, 22, ®) € (H3(9S,))? = X,.

The first results concerning the Cauchy problem for small data in Sobolev spaces near
the equilibrium point are due to Craig [18], Nalimov [25] and Yosihara [34]. Beale et al.
[7] considered the Cauchy problem in the linearized version. For local existence with small
analytic data see Sulem-Sulem [29]. Our main results regarding local existence in the tilde
domain are the following theorems:

Theorem 1.6 (Local existence for analytic initial data in the tilde domain) Let z°(a)

be a splash curve and let u® - %(a) = %(%'(a) be the initial tangential velocity such that
(2[1)(&) —Q, ng (Oé), q)[)(a)) € X’r‘oa
for some ro > 0, and satisfying:

1. u%ormal(al) = Unormal(ala 0) <0, u%ormul(oa) = unOTmal(a2’ 0) <0

2 [ (@100 (@) der = 0.

11



Then there ezist a finite time T > 0, 0 < r < 19, a time-varying curve Z(a,t) and a function

O (o, t) satisfying:
1. P~ Y (% (a,t)) — a, P~Y(Z(a,t)) are 2m-periodic,
2. P~Y(%(a,t)) satisfies the arc-chord condition for all t € (0,T],

and u(co, t) with 5

(Z1(e, t), Z2(a, t), (e, t)) € C([0,T], X;)
which provides a solution of the water wave equations (1.18) with 2°(a) = P(2%()) and
(e, 0) - (Za)* (@, 0) = @°(a) - (2)5 ().

The main tool in the proof is an abstract Cauchy-Kowalewski theorem from [26] and [27].

For more details see [11].
For the proof of local existence in Sobolev spaces we will take the following &(a, t):

- at+m [T 50 .25(5,15)
0.0 =57 [ (@BRE 6.0 s
_ "0 ") IR
| @BRG.@)80)- s

This choice of ¢ will ensure that |Z(c, )| depends only on t. We will also define an auxiliary
function ¢(«, t) analogous to the one introduced in [7] (for the linear case) and [4] (nonlinear
case) which helps us to bound several of the terms that appear:

2(a, t)@(a
QUGN o iza(ent)]. (L.21)

et = o )

Then, we can prove the following theorem:

Theorem 1.7 (Local existence for initial data in Sobolev spaces in the tilde domain)
In the setting of Section 1B, let 2°(c) be the image of a splash curve by the map P parametrized

in such a way that |0,2° ()| does not depend on «, and such that 29(a), 29(a) € HX(T). Let
o(a,0) € H3+%(T) be as in (1.21) and let ©(a,0) € H?(T). Then there exist a finite time

T > 0, a time-varying curve Z(a,t) € C([0,T]; H*), and functions &(a,t) € C([0,T]; H?)
and ¢ € C([0,T7; H3+%) providing a solution of the water wave equations (1.19 - 1.20).

The proof is based on the adaptation of the local existence proof in [13] to the tilde
domain.

Some of the relevant estimates from [13] obviously hold here as well, with essentially
unchanged proofs. We state such results in Lemmas IV.2 and Lemmas IV.5, ..., IV.9 below;
and refer the reader to the relevant sections of [13] for the proofs.

However, [13] contains several “miracles”, i.e., complicated calculations and estimates that
lead to simple favorable results for no apparent reason. To see that analogous “miracles” occur
in our present setting, we have to go through the arguments in detail; see Lemmas IV.10 and
Iv.12, ..., IV.15 below.
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We have tried to make it possible to check the correctness of our arguments without
extreme effort, and without undue repetitions from [13].

It would be very interesting to understand a-priori why the “miracles” in this paper and
in [4], [13] occur. Presumably there is a simple, conceptual explanation, which at present we
do not know.

At the end of Section II we will define the notion of a “splat curve”. The curve depicted
in Figure 2(b) is an example of a splat curve.

In the statement of Theorem 1.7, we may take Zy(a) to be the image of a splat curve
under P rather than the image of a splash curve.

The proof of Theorem 1.7 goes through for this case with trivial changes. Consequently,
we obtain an analogue of Theorem 1.6, with hypothesis 1 replaced by

Hypothesis 1’: u?wrmal = Upormal(@, 0) is negative for all a € I U I, where Iy, Is are the
intervals appearing in the definition of a splat curve in Section II.

Just as Theorem 1.6 implies the formation of splash singularities for water waves, the
above analogue of Theorem 1.6 for splat curves implies

Corollary 1.8 (Splat singularity) There exist solutions of the water wave system that col-
lapse along an arc in finite time, but remain otherwise smooth.

I.D Further Results

Here we mention some immediate consequences of our results which are relevant:

1. (Splash and Splat singularities for 3D water waves) It is possible to extend our re-
sults to the periodic three dimensional setting by considering scenarios invariant under
translation in one of the coordinate directions. While preparing the final revisions of
this manuscript, we noticed that in a very recent arXiv posting [17], Coutand-Shkoller
consider additional 3D splash singularities.

2. (No gravity) The existence of a splash singularity can also be proved in the case where
the gravity constant g is equal to zero, as long as the Rayleigh-Taylor condition holds.

II Splash curves: transformation to the tilde domain and back

In this section we will rewrite the equations by applying a transformation from the original
coordinates to new ones which we will denote by tilde. The purpose of this transformation
is to be able to deal with the failure of the arc-chord condition.

For initial data we are interested in considering a self-intersecting curve in one point.
More precisely, we will use as initial data splash curves which are defined this way:

Definition II.1 We say that z(a)) = (z1(«), 22(a)) is a splash curve if

1. z1(a) — a0, z3(@) are smooth functions and 2m-periodic.

13
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Figure 4: Tilde domain at times t = 0 (Red
t=7-10"3 (Black - graph).

splash), ¢t = 4 - 1073 (Blue - turning) and

0.3
0.25
0.2
0.15

> 0.1
0.05

-0.05
-0.1

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
X

Figure 5: Zoom of the splash singularity at times ¢ = 0 (Red - splash), ¢t = 4 - 10~3 (Blue -
turning) and ¢ = 7-10~3 (Black - graph).
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2. z(«) satisfies the arc-chord condition at every point except at oy and ag, with o < g
where z(a1) = z(az) and |zq(a1)|, |2a(a2)| > 0. This means z(o) = z(o2), but if we
remove either a neighborhood of ay or a meighborhood of ag in parameter space, then
the arc-chord condition holds.

3. The curve z(«) separates the complex plane into two regions; a connected water region
and a vacuum region (not necessarily connected). The water region contains each point
x~+iy for which y is large negative. We choose the parametrization such that the normal
vector n = (_8“726(32623‘|21 () points to the vacuum region. We regard the interface to be

part of the water region.

4. We can choose a branch of the function P on the water region such that the curve
Z(a) = (Z1(a), Z22(a)) = P(z(«)) satisfies:
(a) Z1(a) and Z3(«) are smooth and 2mw-periodic.
(b) Z is a closed contour.

(c) Z satisfies the arc-chord condition.

We will choose the branch of the root that produces that

lim P(x+ iy) = —e /4

y——00
independently of x.

5. P(w) is analytic at w and ‘;—i(w) # 0 if w belongs to the interior of the water region.
Furthermore, (£m,0) and (0,0) belong to the vacuum region.

6. Z(a) # ¢ for1=0,...,4, where

From now on, we will always work with splash curves as initial data unless we say other-
wise. Condition 6 will be used in the local existence theorems and can be proved to hold for
short enough time as long as the initial condition satisfies it. It is also immediate to check
that the previous choice of P transforms any periodic interface into a closed curve. Here are
two examples of curves which are not splash curves (see Figure 6).

Now we will show a careful deduction of the equations in the tilde domain. From the
definition of Z we have that

Zo(a,t) = VP(z(a,t)) - zo(a,t) (I1.2)

and

Zi(a,t) = VP(z(ayt)) - ze(a, t) = VP(z(ayt)) - (u(a, t) + c(a, t)zo(a, t))
= VP(z(a,t)) - u(a, t) + czZo(a, t). (I1.3)

15
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Figure 6: Two examples of non splash curves.

Since ¢ = po P and v = V¢ = V((ﬁo P), we obtain
oP;

v = 8¢ = 9;(po P) = Z(aja) o P) = Z(@j o P)d;P;. (I1.4)
This implies that J J
u(a,t) = VP(z(a, t)) (e, t). (IL.5)
Plugging this into (IL.3) we get
Z(a,t) = VP(2(a,t)) - VP(z(c, 1) - G, t) + cZala,t). (IL6)

From the Cauchy-Riemann equations

dP(2)|?

dz

VP(z(a,t)) - VP(z(a, )T = Q*(a,t) - Idy, Q*(a,t) = ‘ (I1.7)

In this particular case, this means that

2

1+ 2(a, t)4
LA b = 51 (ont) + iZa(an ).

Q*(at) = ’ o t)

Recall that ® is the restriction of ¢ to the interface, i.e. ®(a,t) = (3(c,t),t). Then

O(a,t) = op(Z(ayt), t) = ¢(P_1(£(a,t)),t) = ¢(z(a,t),t) = P(a,t) (I1.8)
Thus, ® satisfies

02 = hule 0P + (o 1utan 1) - zalan 1) — g2a(or 1)

= SIVP(a(o, 1) -, 1) + e )i, 1) - Zale 1) — gy (3o t), (IL9)
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where the subscript in the gravity term of the last line denotes the second component.
Thus the system (I.10) in the new coordinates reads

AY(z,y,t) =0 in P(Q3(t))

~ _ Pa(a?)
P ERCT]
o=Vt in P(Q%(t))
Z(ont) = Q% (a, t)i(an t) + e, t) Za(a, t)
Oy t) = %Qz(a,t)lﬂ(a, t)° + el t)a(a, t) - Zala, t) — gPy ' (2(a, b)) + p*(t)
#(a,0) = 2%(a)
Do, 0) = 0% (a) = 3% (a) (I1.10)

1 ™ (F - F(at
v(x’y7t) v w(x7y7t> 2 V/ﬂ' |(§j_21(a7t)7g_§2(

Taking limits from the fluid region we obtain
i(a.t) = BR(,6) + 555

(o, t) = Z,0) + =5 Za-

) 9 2|2a|2 «

The evolution of @ is calculated in the following way. First, let us recall the equations

Q*(a, )i, t) + cla, t)Za (o, t)

it(a,t) =
(o, t) = %QQ(O&, ), t)]? + c(a, t)ia, t) - Zola,t) — gP{l(Z(a,t))
éa(a, ) =u(a,t) - Zo(a, t)
) = 2(a)
(IL.11)

o,
Substituting the expression for a(«,t) and performing the change ¢(a,t) = c(a,t) +

%QZ(a?t) ‘ZZEZ‘Q‘Z we obtain

Z(a,t) = Q*(a, t)BR(%,0)(a, t) + é(a, t) Za(a, t)

§~(a7t)

—_

®,(a,t) = BR(2,0)(a,t) - Zo(a,t) +
Dy (a,t) = %QQ(a,t)\&(a,t)F + cla, t)u(a, t) - Zo(a, t) — gPQ_I(Z(oa,t))
Q¥ () @(a,t)?

1 ~ ~
= 3@ @ OIBRE, &) D — === =
(T1.12)

+ (o, t)BR(Z,@) - Zo (o, t) + %é(a, t)o(a, t) — gPy t(2(a,t))
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On the one hand, by taking derivatives with respect to ¢ in the second equation follows

(:)t<0[,t)

a0, t) = O BR(Z,@)(a,t) - Za(at) + BR(Z,@) (1) - Zat(at) + =5

= OBR(2,Q) - Zo(a, t) + | BR(2,0)*0.Q%(a, t)
+ Q*(o,t)BR(2,®) - 04 BR(2,&) + éa(a, ) BR(2,0) - Zo(a, t)
(:)t(Oé,t)'

2

+ &, t)BR(2,®) - Zaa(o,t) + (I1.13)

On the other, taking derivatives with respect to « in the third equation in (II.12) yields

Bos(o 1) = 3| BR(,0)00@ (1) + Q(0, ) BR(Z,5) - 0uBR(Z,0)

Lo, (@lat) Set® N o 5,3) - Zala
22 (S fap) + e BRES) wle)

+ ¢(a,t)0u BR(Z,0) - Zo(a, t) + é(a, t) BR(Z,0) « Zaa(a, t)
1
+ 30n (&0, )i5(a 1)) — 0u (975 (30, 1) (IL.14)
Combining both equations, we find that

(o, t) = =20, BR(2,&)(a, t) - Za(a,t) — | BR(Z,®)|?0.Q%(a, t)
B Q*(a,t) w(a,t)
(S

+ 04 (é(a, t)@(a, t)) —

|2> +2¢(o, t)0aBR(Z,0) - Za(a, t)
20 (9P; ' (3(a,1))) (IL15)

We will proceed in the following way: we will consider the evolution of the solutions in
the tilde domain and see that everything works fine in the original domain. For example, the
sign condition on the normal vectors in the non-tilde domain has an equivalent form in the
tilde domain (i.e. the two normal components have negative sign).

In the non-tilde domain, this implies that the interface moves away from the branch
removed from the square root, and therefore the interface touches neither the branch cut nor
the conflictive points ¢! (see Condition 6 in Definition I1.1). Hence P and P! will be well
defined and one-to-one. (See Figure 9).

Let us note that getting ¢ = ¢ o P is not a problem since ¢ is bounded and harmonic.
Moreover, as v = VJ‘”L[J and

v=VPl(t0P)

and VP has exponential decay at infinity, the velocity v belongs to L?(Q2(t) N [~7, 7] x R).
Remark I1.2 U, &, u and z have easy transformations to the tilde domain but w has not.

We would like to discuss what happens to the amplitude of the vorticity w in the non-tilde
domain as the curve approaches the splash.

If the vorticity belongs to C([0, Tspiasn], C°(T)), then the normal velocity should be con-
tinuous at the splash point and therefore the normal component of the restriction of the
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velocity to the curve from the water region cannot have the same sign at z(ay) and z(ag)
(see Theorem I.1). This means that the C°—norm of the amplitude of the vorticity becomes
unbounded at the time of the splash.

We illustrate this phenomenon by plotting 1/ max |w| (see Figure 7), where the blue curve
is the calculated w and the red curve is a potential fitting to the data as numerical instabilities
don’t allow us to compute w with enough precision when we are in the regime which is close to
the splash. Time has been reversed so that the splash occurs at time ¢ = 0 and the interface
separates from itself at ¢ > 0.

x10°

(9)]
T
I

1/max(ls|)
=

w
T
I

0 0.5 1 15 2

Figure 7: Vorticity amplitude in the nontilde domain. The vorticity reaches infinity at a rate
of approximately ¢ 1 ~ 1 The fit is given by F' = 23.72-19966 _1.476.107.

’Tsplash_t)o'966 (Tsplashft) '

We also have performed numerical simulations in order to get a blowup rate for the arc-
chord condition. As in Figure 7, we plot the inverse of the arc-chord constant. The blue
curve is made by the calculated points and the red curve is the interpolating one. We see a
very good fitting. Time follows the same convention as before and the numerical evidence
indicates a blowup of the arc-chord as m The results can be seen in Figure 8.

4
12310 .

1

o o
o)) ™

o
'S

(Arc-Chord Constant)™!

0.2

Figure 8: Arc-chord condition in the non-tilde domain. The arc-chord reaches infinity at a
rate of approximately (T% The fit is given by F' = 11.41 -t + 5.104 - 107°.

splash 7t) ’
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We also kept track of the energy conservation. If we consider the following energy (not
to be confused with the one in Section IV):

1 1 (7
Bs) = [, folwptPdudy+ 5 [ glea(a0) 00 (atida = (o) + By(t) (1110
Q=(t) -7
1
where z(a,t) = (z1(o, 1), 22(e, 1)), u(a, t) = v(2(a, t),t), and Q%(t) =Q?(t)N[-m, 7] xR
is a fundamental domain in the water region in a period, then we can see that the energy is
conserved; this is a check of the accuracy of our numerics.

dEk(t) - / 'U(l', yat)(vt(x7y7t) + U(xvyvt) ' V”(%y,t))dwdy
dt Q3 (t)

— / oy, £)(=Vp(a, v, £) — g(0, 1))dedy
GHO)
. /Q oy, 8)(V(p(, 4, t) + gy))dady
= —/ v(z,y,t) - W gyds
a(Q

= —/ gza(a, tyu(a, t) - Oazt (o, t)do (I1.17)
where we have used the incompressibility of the fluid (V - v = 0) and the continuity of the
pressure on the interface (p*(t)|gg2(y = 0). Next

™

dEé’t(t) :/ gzg(a,t)(‘)tzg(a,t)(‘)azl(a,t)da+;/ g(22(0, 1))?0; 0021 (v, t)dar

T

:/ gzz(a,t)@tZQ(a,t)aazl(a,t)da—/ gz2(a, 1) 0pzo(ar, t) 021 (v, t)do

—r -7

= /7r gza(a, tyu(a,t) - Oazt(a, t)da. (I1.18)

-7

This proves that the energy is constant. Note that:

/ o(a, . ) Pdedy = / Vé(a, . 1) dady
02 Q2(t)

7(® !
= _/ qﬁ(m,y,t)Aqﬁ(w,y,t)da:dy
02 (1)
2(02(1)
M ble V() Tdedy  (IL19)
(1))
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so the numerical calculation is restricted to the values at the boundary. We observe that
the energy of our system is conserved, as we have

max Fg(t) — mtin Es(t)

Es(t) ~ 38.3936, ~6-1071

mtin Es(t)

We now give the proof of Theorem 1.1 using Theorem 1.7.

Proof of Theorem I.1: Using the fact that there is local existence to the initial data in the
tilde domain and applying P! to the solution obtained there, we can get a curve z(o, t) that
solves the water wave equation in the non tilde domain. Details on the local existence in the
tilde domain are shown below. Note that the sign condition (I.12) assumed in Theorem I.1
guarantees that for positive time ¢ the curve in the nontilde domain will separate (as depicted
in Figure 9(a)) instead of crossing itself (as depicted in Figure 9(b)). More precisely, we check
that for small positive time ¢ the curve a — 2z(a,t) = (21(,t), 22(, 1)) = P7Y(Z(a,t)) €
R/27Z x R is a simple closed curve, i.e. that o+ z(a,t) is one-to-one. Indeed, if not, there
exist a sequence of positive times ¢, — 0 and points a;,, Ozz such that a; #* a:: mod 277,
but z(c,,t,) = z(a,,t,). Since the initial splash curve o — z(a,0) satisfies the modified
chord-arc condition described in Condition 2 of Definition II.1, we may assume without loss of
generality that a;, — a1 and a,, — ag (with o, ap as in Definition II.1). The sign condition
(1.12) therefore guarantees that (for large v), Z(c,,t,) and Z(c,,t,) lie in the image of the
(open) time-zero water region under the map P. Moreover (for large v), 2(a,,t,) # Z(a,,t,)
since Z(aq,0) # Z(a2,0).

Since P~ is one-to-one on the image of the open time-zero water region under P, it follows
that (for large v) we have z(a,,t,) # z(a,,t,) € R/2rZ xR, with z(a,t) = P~(3(«, t)). This
contradicts the defining condition z(a,, t,) = z(a,,t,), completing the proof that o — z (v, t)
is a simple closed curve for small positive ¢.

The proof of Theorem 1.1 is complete. g

We end this section by defining a “splat curve”, as promised in Section I. To do so,
we simply modify our Definition II.1 for a splash curve, by replacing Condition 2 in that
definition by the following

Condition 2': We are given two disjoint closed non-degenerate intervals Iy, Is C [0, 27)
whose images under a — (z1(a), 2z2(a)) € R/27Z x R coincide.

The map o — (21(«), z2(a)) € R/27Z xR satisfies the chord-arc condition when restricted
to the complement of any open interval J such that J D Iy or J D Is.

As promised, the curve depicted in Figure 2(b) is a splat curve. Observe that the curve
in Figure 2(b) cannot be real-analytic.

IIT Proof of real-analytic short-time existence in tilde domain

The main goal of this section is to prove Theorem 1.6. In order to accomplish this task we
will prove local well-posedness for the system (I11.1) below. In this section, we will drop the
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tildes from the notation. The system arises from (II.11) taking ¢ = 0:

_ 2
0= [EEE)
& = | (Pl —gP(2)
u = BR(z,w)+ 2‘;—&‘22&
¢, = %+ BR(z,w)" 24 (IIL.1)
_ 2 14-(21 (o) Fiza(a,t))? 2
(P (e ) = & |Hleptinlen)
_ i+(z1(a, 1z2(a, 2
\ Pyl (z(a,t) = log zjzi%ai%izzi%aﬁ% .

We demand that 2°(a) # (0,0) to find the function %(P‘l(z(a,t))) well defined. This
condition is going to remain true for short time. We also consider 2°(a) # ¢, [ = 1,...,4 in
(IL.1) to get Py *(2(«,t)) well defined. Again this is going to remain true for short time.

The main tool in this section is a Cauchy-Kowalewski theorem (see [10, Section 5] for
more details). We recall the following definitions

Sy =A{a+in, |n| <r},
#1305y = 3 | 7@z inPda,
:|: —T

717 = 11 £ 17208,y + 10212208, ):

the space
H3(0S,) = {f analytic in S, || f||? < oo, f 27-periodic}
and we now take (21,22, ®) € (H3(9S,))? = X,. We have the following theorem:

Theorem III.1 Let 2°(a) be a curve satisfying the arc-chord condition

2%(a) — 22— B)F _ 1
A2 e

which doesn’t touch the points q;, | = 0,...,4 in (IL.1),and (2°, ®°) € X, for some ro > 0.
Then, there exist a time T' > 0 and 0 < r < rg such that there is a unique solution to the
system (IIL1) in C([0,T], X,) with initial conditions z(a,0) = 2°(a), ®(a,0) = ®°(a), for
alla € T.

Equation (III.1) can be extended for complex variables:
zla+i&,t) = Fl(z(a+i6,t), ®(a+i& ), Pyla+i&,t) = F>(2(a+i&, 1), D(a+ i, 1)).

Here
2

dP
=|— U

Fl(z,8) = |5 (P7(2)
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where we abuse notation by writing

P . 21T (et g t) — ¢)? + (zala + i€, 1) — ¢b)?]
g L Blatist))) =3 (z1(a + i€, )2 + (z2(a + i€, 1))2

and

u(o + i€, t) = BR(2(a + i€, t), w(a + i€, 1)) + % ( w(or + i€, 1) Daz(a + i€, 1) >

(aazl (Oé + 7157 t))? + (aaZQ(a + ’Lgv t))Q
with

BR(z(a 4+ i&,t),w(a+i&,t)) =
1PV/ (ZQ(OZ—F’L'&—B,t)—22(a+i£,t),21(a+i£,t)—Zl(OZ—FZf—B,t)) W
2m 1 (21( + 8, 1) — z1(a + 1€ — B,1))? + (22(a + i, t) — 22(a + i€ — B,1))?
and w given implicitly by

(a+i&—p,t)dp

o, = g + BR(z,w) - zq.

We will also abuse notation by writing |u|? for u? + u2, even for complex u = (u1,u2). The

operator F? is given by

_1ldp i

Fo(,8) = 5 |5 (PTU2)| ul? — 9Py (2)
where
4
Pyl(z(a+ig 1) = % > (=D ogl(z1 (o + i€, 1) — q1)° + (za(a + i€, 1) — g5)?).
=1

Below we will use a strip of analyticity small enough so that the complex logarithm above is
continuous. We use the following proposition:

Proposition II1.2 Consider 0 < r <1’ and the open set O C X, given by:

O ={(z®) € Xps:lzill, [ @]l < R, inf |z (e +i8) = q1)* + (za(a+i8) — )’ > B2,

1=0,...4, inf G(2)(a+i& ) > R?}
felmm]

with
(z1(a+i€) — z1(a+1i€ — B))* + (z2(a +i€) — zp(a + i€ — B))*
/82

then the function F = (F, F?) for F : O — X, is a continuous mapping. In addition, there
is a constant Cr (depending on R only) such that

G(z)(a+i&, B) =
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1Pz ) < P (2, @) | (IT1.2)

r—r
|F (2%, ®%) — F(z, @Y, < &”(22 — 21 0% — |,/ (I11.3)
) ) T = /! r b I8 .
and
sup |F'(z,®)(a +i€) — F'(z,®)(a + i - B)| < Cr|f| (ITL.4)
a+ifE€Sy
[)’6[—7r,7r]

for z,27,®,®I € O.

Proof: First we point out that w is given in term of ®, and z by the implicit equation
w 1
o, = 5 + BR(z,w) - 2o = 5([4— J)(w).
It is well known that the operator (I + J) is invertible on L? for real functions with mean
zero (see [13, Section 5] for more details). Writing

1 (z(a£ir) — 2(B))* - za(a £ ir)
J

wla Fir) = 28a(a +ir) — o— |2(a £ ir) — 2(B)|2

w(B)dp

one can find that
lwllz2as,) < 2lPallz2(as,) + Crllwll L2 (050)

(where Cr depends on R) for (z,®) € O. The bound of (I + J)~! for real functions yields

wllz2(as0) < 2111 + J) M r2 22196l r2050) < CrlI®allz2(ss,)-

Thus
lwllzz(as,) < CrlIPallz2(as,)-

Analogously, one finds that
103wl 22(05,) < Crl®lr-

This allows us to assert that w is at the same level as ®,, in terms of derivatives:
wllz29s,) + 105w 265,y < CrlI®l < Cr|®]|,. (IIL5)

Then, inequality (II1.2) follows as in [10, Section 6.3]. We will see how to deal with the
most singular terms. For the first term in the norm, it is easy to find that

1E(z, @)l L2(9s,) < Crll(2, @)ll» < Crl|(2, @)l (ITL.6)

In order to control the second one, we will show how to deal with F'' as F? is analogous.
Here we point out that the functions

2
%(Pﬂz(a +ig, )| . Py l(a(a i€, 1))
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have no loss of derivatives and they are regular as long as (z, ®) € O. Therefore, in 93 F! the
most singular term is given by

dP 2

Eagf%da+ﬁjﬁ)éﬁMa+%J)

as the rest can be estimated in an easier manner (see [13, Section 6.1] as an example with
more details). From the definition it is easy to bound ‘%(Pil(z))‘ in L, it remains to

control 92u in L%(9S,). To simplify the exposition we ignore the time dependence of the
functions, we denote v = « £ ir,

(z1(7) — z1(v = B))2 + (22(7) — 22(v — B))? = |2(7) — 2(v — B)|2,
(0az1(7))* + (Da22(7))? = |2a(V)]3,
and
(22(y = B) — 22(7), 21(7) — 21(y — B)) = (2(7) — 2(v — B)) ™.
Next, we split as follows
Bu=I+1Iy+ I3+ I+ I5 + Is + Lo.t.
where l.0o.t. denotes lower order terms which can be estimated in an easier manner. We have

1 [ @) - By - Bt
=5V [ e et s

)J_

B S e ) NN
L="tpy / mzm—z(v— T2 (20) =1 3) - (932() =03y~ B)wly— B)d.

Ly / <’")) A= )) By — B)dB,

and

For Iy we find

1 . —1
Mslli2(os,) < 510zlie(s( inf G 1020l20s,
,36[—71’,71’}

and since (z,®) € O we get

116ll 25,y < CrllOawl r2(0s,)
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by using Sobolev embedding. A simple application of the Cauchy formula gives

100 fllL2(8s,) <

)

which allows us to find

Cr
16l L2(05,) < ——10awll 205,
r—r
The bound (II1.5) gives finally

Cr

Holl 205,y = @l

In a similar way we obtain

R
1Eallz2s,) + I sllz2(0s,) < CrllOazlz2@s,) < Izl

In I3 we decompose further: I3 = I31 + I3 where

™ ZJ_
ha= 5PV [ KOG - 8)d8, ha= 5720 HE)0),

where H denotes the Hilbert transform and the kernel K is given by

(z() —2(y=B)" 2z 1
|2(v) —2(y = B2 |za(7)]2 2tan(B/2)

We can integrate by parts dg(—92w(y — ) in I to find

1,10l 22(05,) < CrllOzwlr2(0s,) < Crll®ll
(see [13, Section 3] for more details). The term I35 can be estimated by

CR

) < CrllH(Oaw)llr20s,) = Crlldawlizzos,) < 1@l

A similar splitting in I = I3 1 + Iz 2 with

b= 2PV [ L09) - (03 -03-5))ds.

Iy =~ %Oy N33,

’ (lza(M2)?™
(where A = HJ,,) gives the kernel L as follows

L(7. ) - (932(7) = 0a2(v—B)) =

w(y=B)(z(7)—z(v—B))*
(J2(v)—2(v—=B)I2)?

(2(7)=2(y=P)) - (832(7)—Faz(v—15))-
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Heuristically, we regard this operator as no better or no worse than a Hilbert transform of
03z. Tt is easy to prove that

12,111 r208,) < CrlOSZ| 1208,) < CrI®|

(see [13, Section 6.1] for more details). The term I5 5 can be bounded as follows

Cr
1220 12(95,) < CrIMO2) | 12(08,) = CrllOazlli20s,) < 5— THZHr'-

7,/

Analogously, for I; we find
Cr
Iilizos,) < 2zl
This strategy allows us to deal with 93u and therefore with 92 F1. The same applies to 93 F2
and we can get finally (II1.2).

To get (II1.3) we write

1 1
L= LI+ T)WY), B = (T +Ja))
where A A
J,i(w) =2BR(2,w) - 2,
for 27 € O and j = 1,2. This implies

w? —wl
P2 — ol = 5 + BR(2%,w? —wh) - 22 + BR(z%,w') - 22 — BR(z',w!) - 2}

which yields
(W? —wh) =2(I + J,2) (@2 - ) —2(I + J,2) " Y(BR(2*,w") - 22 — BR(z',w') - 2}).
This helps us to find
lo? = whllz2(as,) + 10aw® — Oaw' [l 1295,y < C(R)(I12% = Dy + [[2% = 2'I,).

We use a decomposition similar to the one used to prove (II1.2) which allows us to get finally
(II1.3). Inequality (III.4) follows in an easier manner. O

Proof of Theorem III.1: We apply the following result of Nirenberg [26] and Nishida [27].

Abstract Cauchy-Kowalewski Theorem:
Consider the equation

du(t)
dt

= F(u(t)) for [t| < o (IIL.7)

with initial condition
u(0) = u’ € X, (I11.8)

For some numbers C' , R> 0, assume the following hypothesis:
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For every pair of numbers r,r" such that 0 < ' < r < rg, F' is a Lipschitz map from

- C
{u e X, : |lu—u’|x, < R} into X,s, with Lipschitz constant at most ——. Then the

equation (IIL.7) with initial condition (III.8) has a solution wu(t) in C([—(;:é],g(?«) for small
enough 7,6 > 0.

The above Abstract Cauchy-Kowalewski Theorem is obviously equivalent to a special case
of Nishida’s Theorem [27], although our notation differs from that of [26]. In place of (IIL.7),

du(t)

Nirenberg and Nishida treat the more general equation e F(u(t),t).

The proof of the Abstract Cauchy-Kowalewski Theorem in [26] proceeds by showing that
the obvious iteration scheme

Uk+1 = UO t uk S S
(1) =+ /0 F(u(s))d

converges in X, for small enough r (depending on t).

d
Our system (III.1) has the form d—? = F(u) for u = (z,®). Proposition III.2 tells us that

the hypothesis of the Abstract Cauchy-Kowalewski Theorem holds for the system (III.1). In
particular, for R > 0 small enough, we obtain the arc-chord condition for every u = (z, ®)
such that ||(z, ®) — (20, ®°)||x, < R for any (arbitrarily small) r > 0.

Hence, the conclusion of Theorem III.1 follows from the Abstract Cauchy-Kowalewski

Theorem.
O

Proof of Theorem 1.6:

Applying Theorem III.1, we obtain a solution of the water wave equation, with the correct
initial conditions, in the tilde domain. Passing from the tilde domain back to the original
problem, we obtain a solution of the water wave equations as asserted in Theorem I.6.

We have to make sure that, for small positive time, the splash curve evolves as in Figure
9(a), rather than Figure 9(b).

(a) Good (b) Bad
Figure 9: Two different evolutions of the interface.
This is guaranteed by the hypothesis of Theorem 1.6 regarding the sign of the normal

component of the initial velocity at the splash point.
O
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IV  Proof of short-time existence in Sobolev spaces in the tilde
domain
In this section we will show how to obtain a local existence theorem for the water wave

equations in the tilde domain. The proof is based on energy estimates and uses the fact that
the Rayleigh-Taylor function is positive.

IV.A The Rayleigh-Taylor function in the tilde domain

We begin by recalling the function @(a,t), which will be studied in detail in Section IV.C
and in the definition of the Rayleigh-Taylor condition, by the expression

20(a
B, t) = W — &Za(a,t)- (IV.1)

Next we introduce the R-T function:

. p . - w o[ p -
o= (BRt(Z,W) + |;0|BR0¢(Z7W)> ’ Zé + 2 (Zat + ézaa> 'Zé
e! !

) (IV.2)
(VQ)(2) - Z4 +9(VP )(3) - 24

+Q ‘BR(Z,JJ) Y 3

N

This function o coincides with the expression Z* (o, t) - Vi(3(a, t),t), where p = po P71,
Indeed, it is easy to check that

O + %2 ‘17’2 =-—p— sz_l +p*(t). (IV.3)
And taking the gradient on the equation (IV.3) yields
oy + % (VQ?) |3]* + Q*(%- V)i = —Vp— gVPy L. (IV.4)
In addition we know that
3(3(a,t),t) = BR(Z,0)(a,t) + m%a(a, £) (IV.5)

and therefore

@(ayt) 5 (o o(a, t)
2|sa<a,t>|2> R TENPIE

On the other hand, by using (IV.4) we have

(3(a,t),t) = HBR(Z,@)(a,t) + O, ( BZala,t). (IV.6)

%f}
S 0G(a,0).1) =05(2(a, 8),1) + (Di2(a ) - V)B(2(er 1), )
=- % (VQ?) [0(2(a, 1), )7 = Q*(0(2(a, 1), 1) - V)T (2(ax, ), 1)

— Vp(2(a,t),t) — gV Py L (Z(a, 1)) + (02 (e, t) - V)B(2(a, t), 1), (IV.7)
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Furthermore the equation (II.12) together with (IV.5) gives rise to

2 ~
Oz (o,t) =Q*0(2(au,t),t) — m%a(a,t) + ¢Zo(a, t)
9~
Qi) — i (g - a0 e (VS)
Therefore by (IV.1), we obtain

oz(a,t) =Q*0(2(a, t),t) — Pla,t)

Fa(a D) (Iv.9)

By introducing (IV.9) in (IV.7) we have

1
2
— Vi(2(a,t),t) — gV Py (Z(a,1))

%6(2(@,0,1&) -

+Q%(0(3(ar, t), 1) - V)o(Z(av, t),t) — @(a,t)|;zgzg Vio(Z(a,t),t)
Therefore
G0, = = 5 (V@) [0l 1) — o) 2 2k
— Vp(2(a,t),t) — gV Py L (Z(a,t)). (IV.10)

Next we take a derivative with respect to « in the equation (IV.5) to get

0a¥(2(a,t),t) = O BR(Z,@)(v,t) + Oa <m> Zo(a,t) + <M) Zoala,t).
(IV.11)

Multiplying equation (IV.10) by Z(a,t) and using (IV.11) we learn

(o000 -5 nt) = - QVQ- 2 (o o2, 0,
e
EXT]

95(04775) (:J(Oz,t) N 3
" zalost)] <2|2a(a,t)|2> Zaala,t) - 25 (a,t)

— Vp(E(a,t),t) - 2o, t) — gV Py H(E (1)) - 2o (o, t). (IV.12)

daBR(%,0)(a,t) - Z-(a, t)

[e%

On the other hand, by multiplying (IV.6) by ZX(«,t) we have

OtZa (i, t) - Ej(a, t).
(IV.13)

(jt@(z(a,t),t)> Za (@, t) =0 BR(Z,w) - 7 (a,1) + m
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From (IV.12) and (IV.13) we find

w

-] SE B
UBR(Z,w) 2 (oot + g i

Otzala,t) - - (ast)

—QVQ- 7 (o )3 1), DI %%Bmm(a, ) 5o t)
o(a,t) @(a,t) . -
BERCN) (2|za<a,t>|2) aal ) Za (o)
— Vp(E(a, t),1) - Z-(a, t) — gV Py H(E (1)) - 25 (o, ). (IV.14)

a

Finally, rearranging the terms in (IV.14) yields

— Vi(2(a,t),t) - ZH(a,t) = <8tBR(2,w)(a,t) + M%BR(E,@)(CV,O) A CN)

Za(a,t)]
. elat)  \ .1 1 s
<atz04(a7 t) + ’204(0[7 t)‘ Zoz Oé> ZO{ (CK, t) + gVPQ Zol (a7 t)
‘2

w(a,t) -
WZQ(O[’ t) <VQ : Zi_(oﬁt)) )

oo, )

2|Za(a, 1)[?

+Q

_l’_

BR(Z,@)(a, t) +

and then, comparing with (IV.2), we obtain the desired result

—Vi(Z(a,t),t) - 2 (e, t) = o(a, t).

[0}

Note that for the tilde domain, the Rayleigh-Taylor condition is the same as in the first
domain, i.e:

Vp(a,t) - zi(oz,t) = Vp(a,t) - Eé‘(a,t)
where p = po P~ and
Zala,t) = VP(2(a,t)) - 2o, t) = ZH(a,t) = (=JVP(2(a,1)]) - 225 (a, t)

67

-1
where J is the rotation matrix < (1) 0 ) . Together with the Cauchy-Riemann equations
this implies that

(=JVP(z(a,t))J) = VP(2(a, t)).

Moreover
Vp(a,t) = VP(z(a, 1) Vi(a, t).
Hence
(Vp(a,t), 25 (0, 1)) = (VP(2(a, )T Vi(a, 1), (VP(2(a, 1) 22 (0, ) (IV.15)

= (Vi(a, t), 25 (a, t)). (IV.16)
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By taking the divergence on the Euler equation (I.1-1.2) and because the flow is irrotational
in the interior of the regions €/ (t) follows

—Ap=|Vu|2 >0

which, together with the fact that the pressure is zero on the interface and p(x,y,t) + gy =
O(1) when y tends to —oo,then follows by Hopf’s lemma in Q2(t) that

J(a>t) = —|Zj(a,t)]8np(z(oz,t),t) > 0,

except in the case v = 0. This argument was suggested by Hou and Caflisch (see [31]),
although the proof of the positivity of the Rayleigh-Taylor condition in the nontilde domain
for all time was first introduced by Wu in [30].

The above proof shows that o > 0 provided our domain () arises by applying the map
P to a domain Q(t) with smooth boundary. Here, 9€(t) may be a splash curve, but we
cannot allow boundaries d€)(t) whose inverse images under P look like figure 9(b).

Nevertheless, since ¢ > 0 for the image of P applied to a splash curve, we know that
o > 0 at time ¢ = 0 in the context of Theorem 1.7. Our estimates below will guarantee that
the condition ¢ > 0 persists for a short time. Thus, in proving Theorem 1.7, we may use the
positivity of o.

IV.B Definition of ¢ in the tilde domain

From now on, we will drop the tildes from the notation for simplicity. We will choose the
following tangential term:

a+m [T 23

Here and in (I1.12) we find

(Q*BR)s - —2_dg. (IV.17)

|2]2

«
-

i+ (21(c, t) + iza(a,t))?
i — (21(a,t) +iz2(a,t))?

fwz%wmmzm(

and
1

Q=QG(0) =]

1+ (21(a, t) +iza(a, t))* ’
z1(o, t) + iz (o, t)

These functions are regular as long as z(a,t) # ¢'. We deal with initial data which satisfy
the above condition and we will show that it’s going to remain true for short time. In order
to measure it we define

m(q')(t) = min |2 (e, t) - q'|

forl=0,....4.
We also point out that, because of our choice of ¢(a,t), solutions of (I.19 - 1.20) satisfy
that
|za(a, t)|> = A(t) for any a € T

as in [14, Equations (2.2 - 2.5)].
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IV.C Time evolution of the function ¢ in the tilde domain

Recall that we have defined an auxiliary function ¢(a,t) adapted to the tilde domain, which
helps us to bound several of the terms that appear:

2, t)w(a
ola,t) = W —c(a, t)|za(a, t)]. (IV.18)

We will show how to find the evolution equation for ;. We have

and therefore

that yields

2 2,,2 2 2
() = (i) e (T e

The equation for w; reads:

2 2|Z ’2
— —9BR, - 24 — 2QQ.|BR|* + 2¢BR,, - a—aa<‘p>+aa<c o >—Qaa Py
W t 2 QQa| | C - & (9 2 )
la N ——

(IV.19)
For the quantity (1) = (1a) + (1b) we write

?|zq|? calzal®  c|2al*Qa
(1) = (1a) + (1b) = 2¢BRy - 2o + Oa ( Q2 ) =2¢(BR4 - za + Q? - Q3 )
’Za|2 /Tr 2 oz (QQBR)Q o C|Za‘2Qa
— 2%[BR,, - 24 BR)s- —5_dg — -
C[ R Zo + 27_[_@2 _ﬂ—(Q R)ﬂ |Zﬁ|2 ﬁ Q2 Q3 }
‘@1’2 /7r 2 ZB3 2QaBR - 2, C‘Za’2Qa
=2 B . — _
6[271'@2 _F(Q R)/B ‘Z/@Pdﬁ Q Q3 ]
and then (IV.19) becomes
o?
wi = —2BRy - 2o — 2QQ4|BR|* — 0, (QQ>
(IV.20)
clzal® [T, o 28 4cQaBR - 20 2¢2|2a/|*Qa _1
BR)s - _ _ — 20, (9P ) .
+ ﬂ_QQ _W(Q R),B ’25|2d6 Q Qg Oa (g 2 )
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Furthermore

Q2W Q2wt

ENRETEA A P i

2 T
_QQ . YWl / (@BR)s - 8

lza]  2|2q] 27 |z

QQt at(c|zo¢|)

@ 2BR 2 BRJ? L
o] [‘ ¢+ Fo~ 290l BRI - <Q2)
c[zaé|2 T 9 2 4cQoBR - zo 202|za]2Qa 1
BR)s - — - — 20, (9P )| - .
ﬂ_QQ _ﬂ(Q R)ﬁ |Z6’2d5 Q Qg all (g 2 ) 8t(C|ZaD

We should remark that we have used that
1 T
2o Zot = %/W(QQBR)B.zﬁdB.

For simplicity, we denote

1 2p Zp
B(t) = o / (@BR); - s, (IV.21)
Computing
v QU Q2 PQu, . Q@ (&)
— 002 —E Y B~ _BR, -z, — BR 9. (2
Tea] "2z PO T BBz T PIBRR = 5 0a | 2
(2a)
2 2
ezl Bt) ~2@Qapp. ., ClalQa Q5 0 py ez
T ’a| Q |Za|

We can write

(2) =(2a) + (2b) = —B(t)¢p,

and it yields

02 <¢2> ) 2o Oa(9P5")
= —pB — aa 2 | BRy - ozl
pr = —pB(?) 220\ Q2 @ ( C Tl T Jzal ) (IV.22)
Qa 2

d 2cBR - —QQ, — —c a—Q3
£QQu — 2BR- £0Qu — Gl - 1

We will use the equation above to perform energy estimates.

Qu|BR|? — 04(c|zal).
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IV.D Definition and a priori estimates of the energy in the tilde domain
Let us consider for k > 4 the following definition of energy E(t):

™ Qz(Z)U

—T |ZC¥‘2

4
|2a? 1
- wllfa(®) + 0013y () + — o5 s + Y — s

1
HF2

E(t) =1+ |[2] 3 () +
(IV.23)

where

5]
|2(e) = z(a = B)|"
and m(Q?%0) = minyer{Q?(2(c,t))o(,t)}. In the next section we shall show a proof of the
following lemma.

F(z) =

Lemma IV.1 Let z(a,t) and w(a,t) be a solution of (1.19-1.20). Then, the following a
priori estimate holds:

S B(1) < OB¥(1), (IV.24)

for k>4 and C' and p constants depending only on k.

The following subsections are devoted to proving Lemma IV.1 by showing the regularity
of the different elements involved in the problem: the Birkhoff-Rott integral, z;(«, t), wi(a, t),
w(a,t); BRi(a,t), the R-T function o(«,t) and its time derivative oy(a, t).

IV.D.1 Estimates for BR
In this section we show that the Birkhoff-Rott integral is as regular as d,z.
Lemma IV.2 The following estimate holds

IBR(z, )| gr < CUF )T + 2z + ol Fe ), (IV.25)
for k > 2, where C' and j are constants independent of z and w.
Remark IV.3 Using this estimate for k = 2 we find easily that

106 BR(2,w) || < C(|F(2) 1700 + 215 + [l F2)?, (Iv.26)
which shall be used throughout the paper, where C' and j are universal constants.

Proof: The proof can be done as in [13, Section 6.1] since the definition for the Birkhoff-Rott
operator is independent of the domain. O
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IV.D.2 Estimates for z;

In this section we show that z; is as regular as J,z.

Lemma IV.4 The following estimate holds

4 J
1
< 200 2 2 )
2t e < C (”}—(Z)HL + HZ||HIc+1 + HWHHk + ;0: m(ql)(t)> ) (Iv.27)

for k > 2, where C' and j are constants that depend only on k.

Proof: Tt follows from [13, Section 6.2]. The only additional thing we need to control is an
L norm of Q?, which we can easily bound by the m(q') terms which control the distance
from the curve to the ¢! points, more precisely, the one that controls the distance from the
origin. O

IV.D.3 Estimates for w;

This section is devoted to showing that w; is as regular as Jyw.

Lemma IV.5 The following estimate holds

4 J
1
lwt || e < C (\\F(Z)!%oo + 2l ks2 + IwllFesn + lollFmen + D W) , (IV.28)
=0

for k> 1, where C and j are constants that depend only on k.

Proof: We use formula (IV.20) and proceed as in [13, Section 6.3]. Note that in [13] an
exponential growth appears in the bound of the estimates for the nonlocal operator acting
on w; (see equation (IV.20)). However, in a recent paper [15] the authors get a polynomial
growth for the operator in both 2 and 3 dimensions. Note that even the exponential growth
is still good enough to prove Theorem 1.7.

O

IV.D.4 Estimates for w

In this section we show that the ampllitude of the vorticity w lies at the same level as 0,2z. We
shall consider z € H*(T), ¢ € H* 2(T) and w € H*?(T) as part of the energy estimates.
The inequality below yields w € H*~(T).

Lemma IV.6 The following estimate holds

4 J
1
lwll -1 < C (IIF(Z)II%OO + 2+ Il + el Fe + m(ql)(t)> , (IV.29)
=0

for k > 3, where C and j are constants that depend only on k.
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Proof: We can apply the same techniques as in [13, Section 6.4] since the most singular
terms are treated there and the other terms are harmless and can be easily estimated. The
impact of @ is now taken into account by the m(q') terms (which now cover all of the points
@, ....q%). O
IV.D.5 Estimates for BR;.

Here we prove that the time derivative of the Birkhoff-Rott integral is at the same level as
02z.

Lemma IV.7 The following estimate holds

4 J
1
| BR[| < C (H}-(Z)H%OO + ||Z”§{k+2 + HWH?—I’H-I + H‘P”?{Hl + E m(ql)(t)> , (IV.30)
=0

for k> 2, where C' and j are constants that depend only on k.
Proof: We proceed as in [13, Section 6.5], where BR; appears in the formula (IV.2). We use
(IV.27) and (IV.28) to bound z; and w; in BR; respectively. O
IV.D.6 Estimates for the Rayleigh-Taylor function o

Here we prove that the Rayleigh-Taylor function is at the same level as 92z.

Lemma IV.8 The following estimate holds

4 J
1
lollpgs < C <\f(Z)H%oo [l sz + e + ol + D m(ql)(t)) , (IV.31)
=0

for k> 2, where C' and j are constants that depend only on k.

Proof: We proceed as in [13, Section 6.5] using formula (IV.2). There is a new term in the
2
definition of o, namely @ ‘BR(z,w) + R %o (VQ)(2) - z&, but this term is less singular

than BRy(z,w) - z&. Hence, the new term causes no trouble. O

IV.D.7 Estimates for oy

In this section we obtain an upper bound for the L*° norm of o; that will be used in the
energy inequalities and in the treatment of the Rayleigh-Taylor condition.

Lemma IV.9 The following estimate holds

4 J

1
otllzee < C [ IIF() e + IzlFpa + lolifps + lollEps + Y ——ms | 1V-32
loellz (u (1o + 20300 + N llFgs + ol Fra gm@zm (V32

where C' and j are universal constants.

Proof: Again, as in the previous subsection, the new term is less singular than the terms
treated in [13, Section 6.6]. Hence we deal with them with no problem. O
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IV.D.8 Energy estimates on the curve

In this section we give the proof of the following lemma when, again, k = 4. The case k > 4
is left to the reader. Regarding ||03z[|3, let us remark that we have

Q2U|Za| 94,2 |Zoz|2 /Q2U 4 12
2| “da < 0,2 dor. IV.33
e Qalza 0o S @)y e 0o (1V-33)

Lemma IV.10 Let z(a,t) and w(a,t) be a solution of (1.19-1.20). Then, the following a
priori estimate holds:

193211 72() =

d ™
(1 [ 2 ,2\8’% dac+ | F(2) 3 ) < S(1) + CEX(@), (IV.34)
for
™ k., L
5) :/ Qngaﬁ ‘5‘* A9 p)da, (IV.35)

and k > 4, where C and p are constants that depend only on k.

(The term S(t) is uncontrolled but it will appear in the equation of the evolution of ¢ with
the opposite sign.)

Proof: Using (IV.27) and (IV.33) one gets easily

K

d
allZl!%s <C [ (lz(a)l|ze(a)] +1052()||05 2 (cv) | dav
< CEP(t).
We obtain
d
LIF ) < OB ()

in a similar manner as in [13, Section 7.2]. It remains to deal with the quantity

™ 2 ™ 2
\64z| doa = / (Q U) ]8§z\2da+/ 252 U@iz-@iztda

|Za|2 t | a|2

=1 + I>.

% 7r’06|

The bounds (IV.27), (IV.33) and (IV.32) give us
I, < CEP"(t).

Next for Iy we write

2 ™ 2
I, = / 209 5, -0%(Q*BR)da + / 2070 o, - 9% (cOnz)da

2(1 « Qa
7T04 —7rOc

=Ji+ Jo.
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The most singular terms in J; are given by Ki, Ko, K3 and Ky:

1 _ 84Z/)L
- PV o 'dBd
T /_W/_W\alz ot !Z-Z’I2 w dida
2 Qo ots (z—2)* 4 4
Ko = _;PV /7r /7r | a|2 a |Z — z/‘4 (Z - Z/) ’ (aaz - aazl)w/dﬂdav
_lpy / / = o agda,
7T -7 J =T ’ZOé|2 a ,‘2
and
2 [T Q% 4, 4
K, = - P ‘28 -BRVQ(z) - 0,zda,

where the prime denotes a function in the variable o — 3, i.e. f' = f(a — ).
Then we write:

s T 1
ki=rv [ f Qol) g1 () Lol Z 2O )45

PRE [2(a) - < iE
o T (0h2(0) — 942(8) Qa)o()u(®) + Q' D)o (Bula) .
wrzaPPV/_ﬂ ) L IR 2 4
I T (0h(0) — 942(8) QY a)o()u(®) ~ Q' Do (Bula) .
+7r|za|2pv/_w 0 T R ()P 2 A

= L1+ Lo.

That is, we have performed a manipulation in K, allowing us to show that L, its most
singular term, vanishes:

B T o (982(0) — 942(8)* QY0)o()w(B) + QAo (Bula) .\
f= w\zarQPV/_w 0 G ()P 2 apd

B T o (42(0)~02(8)* @Y @)o(0)w(8) +Q (B (Be(a)

‘2w|za|2PV/ﬂ 0z (@) =0azB) = B 2

The term Ly involves a S.I.O. (Singular Integral Operator) acting on 92z(a) thanks to the
minus sign between the two terms Q*cw. One can show that

Ly < C|F) Izl lwllcrslolions|Q*llens 10azl7 < CEP().
Inside Ko we find that (z — 2) - (922 — 912') can be written as follows:

(2= 2) (002 = 032) = (2 = 2 — 2a) - (002 — 052
— Blzq — 2b) - 012 (IV.36)
+B(2a - 0oz — 2+ 007),
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then using that

2o 0bz = —30%2.032, (IV.37)
we can split Ky as a sum of S.I.O.s operating on diz(a), plus a kernel of the form 77(2‘2;6)
acting on 02z - 93z with n € C? allowing us to obtain again the estimate

Ky < CEP(t).
Note that below we will also use a variant of (IV.37), namely
2o (22 —022) = (2, — 24) - 0% — 3(8%2- D32 — 022 - 37). (IV.38)
The term K3 is a sum of
4 7 _ L i
b=z | gt [t _if)|2 " FaP2vanara | 00
plus the following term:
Ly :/TF Qo 3| |4 H(92w)do
Za
We can integrate by parts on L3 with respect to 3 since 92w’ = —05(93w’). This calculation

gives a S.I.O. acting on 92w which can be estimated as before.
Next in L4 we write

L4:/ Qo a2721\(85@)d04

- |ZOJ,4

and decompose further

=M_1+ S+ M,
for S(t) given by (IV.35). In M_; we find a commutator that allows us to obtain
M_, < CEP(¢).

Using (IV.17) for M; we have

g 8 Z-
M, = _2/ H(Q% . |3 )64(c]za|))da_N1+N2+N3+N4,

—r |
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where . N .
N1:2/ H(Q?0%" 22y q2BR, - %% 44
Z,

— EA |za

N2:2/ H(Q% ‘9‘Z |3 2)Q*9ABR - 29,

EN

z\r?,:4/7r H(Q% a‘ P )QVQ t2BR- "*-da

. | a!

and Ny is given by the rest of the terms which can be controlled easily by the estimates from
Section IV.D.1 for the Birkhoff-Rott integral.
Regarding N a straightforward calculation gives

N; < CEP(t),
and analogously for N3
N3 < CEP(t).

Again, in Ny we consider the most singular terms given by

g 4 4_4/
01:/ (Q28zz Zo‘ PV/ 8z Oa?')" w'dBda,

—r |2al? IEEET

T 4, . L 2 T _ L
Op = — / H(Q%M)AQW / M@_zg.<a§,z_a§zf>w'dadﬁ,

—T |Za|3

s 4, . L
O3 = 2/ H(Q2aaaz %a )QQZ—Q - BR(z,03w)da.
2 z

—r |

Using the decomposition (IV.36) we can easily estimate Oy as in our discussion of K.
In O3 we find

T Y A 1
% - BR(z,0%w) = Za / (2= 2 = zaf) oru'dp.

2t ) . |z — 2|
Above we can integrate by parts as in our discussion of L3. We find that
O3 < CEP(t).

Next we split O; into a S.I.O. acting on (922)*, which can be estimated as before, plus
the term

(
P = / i H(ona ata ) Q2w A((842) ) de

—r |2a |Zal? “
Then the following estimate for the commutator

Za

|Za|3

Za

1Q%w %5 - A(822)") = MQ*wi 5 - (9a2))llz2 < CEP(1)

’Za|3
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yields

where _ 5 N
R [ @0, (@h 5(0k) o
Using that i i
) H f(a)Ag(e)da = — ﬂ f(a)dag(a)da.
We can write
R= /_7; Q%W@CY(Q%)WM + /_7; Q%0 8’ a‘ga Q*w0, (W)da

and a straightforward integration by parts let us control R. This calculation allows us to get
P, < CEP(t).
We can easily show that
Ky < CEP(t)
because we can bound Q3¢ BRV(Q in L. So finally we have controlled J; in the following
manner:
J1 < CEP(t) + S.

To finish the proof let us observe that the term J can be estimated integrating by parts,
using the identity 03z - 9pz = —3022 - 022 to treat its most singular component. We have
obtained

2
/ @0 84 - Dp208cda = 3/ L604(@2083;2 - 022)03 cda
T T

| a|2 ‘Za|2

and this yields the desired control. ]
IV.D.9 Energy estimates for w
In this section we show the following result.

Lemma IV.11 Let z(a,t) and w(a,t) be a solution of (1.19-1.20). Then, the following a
priori estimate holds:

T

D olpaty < CE7), (1V.39)

for k>4, where C' and p are constants that depend only on k.
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Proof: We will discuss the case k = 4, leaving the other cases to the reader. Formula (IV.28)
shows easily that

4 J
Gl < (\F(z)ll%oo(t) 230 (8) + ol 6) + il (0 +§m(qﬁ)(t)>

which together with (IV.29) yields

d
—llwll () < CE (1),

IV.D.10 Finding the Rayleigh-Taylor function in the equation for 0,¢;.

In this section we get the R-T function in the evolution equation for d,¢;.

Lemma IV.12 Let z(a,t) and w(a,t) be a solution of (1.19-1.20). Then, the following
identity holds:

oL
ot = NICE — —p0 — QP20 20 (IV..40)
|24 |2a
where NICFE satisfies
A0 1p)d*2(NICE)da < CEP(t) (IV.41)
and
||NICE|| gr—2 < CEP(t) (IV.42)

for k> 4, where C' and p are constants that depend only on k.

Proof: We will give the proof for £k = 4. From now on, when we show that a term f satisfies

™
MO0 fda < CEP(1) and||f] 2 < CEP()
—T
we say that this term is “NICE”. Then, f becomes part of NICE and by abuse of notation
we denote f by NICE. Notice that, whenever we can estimate the L2 norm of A/ 202 f by
CEP(t), then f is NICE.
We use (IV.22) to compute

Pat = — B(t)pa — Da ( i <¢2>a> —(QZ(BRt'iaJFM))a

2|za| @ EN |24l
(3a)

w Za Qa 2 3 2
+(QQit— ) — (2¢BR- —QQs) — | —=¢|2al|] — | —|BR|*Qa

EX o |24 a Q a |za a
—(clzal)at -
—_——

(3b)
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Expanding (3) = (3a) + (3b):

(3) =(3a) + (3b) = — (QQBRt : Z) — (clza])at

- (@nr), - @nre () = (1B - @8R )
:—Q?B&(éﬂ) —(|za\B<t>>t+<Q2BR>a-<|jﬁ> 2AQQUBR). -
We use that
() _eaia o () _ e e
|ZO¢‘ o ‘Zoc|2 ’Za|’ |Za‘ t ‘Zoz|2 |Za‘
to find

_ _834(302) ( Qa ) 2 Lzaa ZJ‘
S N - P
) (%) (©)
1
F@BR 2 2QueR), - - (@) (9o, )
(13) (7) (®) (©)
Za_ _ ([ Qa2 ) _<QS 2 >
<2CBR | aQQa>a (Q | zal ) |Za||BR] Qo a (IV.43)

(10) (11) (12)

The term (|z4|B(t)): depends only on ¢ so it is going to be part of NICE.

(4) = —B(t)pq is NICE (at the level of ¢,).

A

2|z B |2l @

(5) = -

The first term is at the level of ¢, so it is NICE. The second one is the transport term which
appears in (IV.54).

Qa 2> Q20 2Quppa (%)
6 - _
©)= (m@ 2@ T e TG Ul

Above we find the first term at the level of z, so it is NICE. The second term is at the level
of ¢4 so it is NICE. We write the last one as

S CONRERERRE P
Q<Iza! e \VeE +QVQ PAE

The first term is at the level of z, so it is NICE. For the second term we have used that
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<Za> _ oo fa Za
|za a |ZOz|2 |24 |

Finally:
2 1
2 1 Raa " R
6) = NICE + V@ -z, .
(6) 0 PAE
2o Za Qt Za
(7) =2(QQ¢BR), - m = 2Q.Q:BR - ’7 +2Q (|Z> BR - zo +2QQ:BR, - ﬁ
The first term is at the level of z,, z:, BR ~ z, so it is NICE. We use that
@ @ e @ 1
o B O Zd_ (v(). ) - V@) aa ()
|za |za |za EX ¢ |2 t
Using equation (IV.21)
Za t Rat
— = = B(t
PRE (t)
and
<Za> _ Fotfa Fa
|zal ¢ |20,|? EN
we find that
L
Qra . <V2Q(z) : ZO‘) +VQ(z) - 220l 0
EX |2al |2al (IV.44)
+VQ(z) - %B(t}.

That yields

(7) = 2(QQtBR)az—a =NICE +2QBR- 24 2 - (V2Q(z) Z“)

|za EX

~
NICE (at the level of z4,z¢,BR)

| Zat " Zx Za
+2QBR - 2,VQ(z) - 2 +2QBR - z,VQ(2)

“ ‘Zoc|3

B(t)

Izl

NICE (at the level of zq,2¢,BR)

+200:BR, - j—a

EX

Finally:

(7) = 2QQ:BR)aT;

EX

oL
— NICE +2QBR- 2, VQ(z) - 71 2oL e +2QQtBRa.z7a.

“ |Z01’3 ‘ a|
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= (@2} (grwgr - 2

|2l EM

=-2QVQ - zanPQ_l(z) G Q%z, - (VngQ_l(z) 20‘)

|2l . EX
~

~
NICE (at the level of zq) NICE (at the level of zq)

L
— Q*VgPy | (2) - 2y S,

which means

ZL
© = (@) _nice - @wgr (o) s e

EX |Za|3

Next

(9) = (QQt‘ ,) - Qe +Q|Q‘”,w+czczt( |)

NICE (at the level of za,zt)

We use (IV.44) to deal with % We find that

= (QaqZ;) =N0B +Quvar) 5 8 rae ()

For the next term

(10) = — (2cBR- o

EX

Q%) —2¢BR - B ’Q <2cBR ; |> QQ.

«

NICE as before

—2¢BR - 2,QVQ(z) - 2 iz“’“ |§ —92¢BR- |a|Qza.(V2Q(z)).za

NICE as before

Therefore

(10) = — (2CBR- Z“Q%)

|2al

— NICE — <2cBR ) QQa

«@ ‘Oé’

L
—2¢BR - 2,QVQ - z+ faa " Za

“ |Za‘3
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Next

L
(11) = - <%a 2|Za\> = —(*|2al) Qo ¢ |Z°‘|QVQ() sk 2o %

“Q Q |2al?
20 (V2Q(2) - 2a) a2
Q | Oé| + 55 Q2 |ZCV’

The fact that the last two terms are NICE, allows us to find that

Qa Qa Oé|2 aa ‘i_
)= (Gl ) =NICE — @), G - “GEvae)

Finally:

(12) = - <rBR| Qu (IBRP)aQ

|2l

) _ 3Q%Q:;|BR?  @°
o |za ‘ Zal

NICE

i
@ BRP: - (V2Q() - ) —QUBRIEVQ(:) - 2200

E ‘Za|5

NICE

which implies that

(12) - - <‘ "BRIQQO(> = NICE — @(‘BR‘Q)Q Q3|BR‘ VQ( ) 1 ?aa " ZJ_

o 3
Ra Ra

We gather all the formulas from (4) to (12), keeping term (13) unchanged. They yield:

Yot =NICE — P |cpaa
2 1 ”aa " Z 2 1 Raa” Z 2 1 Raa " Zo%
+ Q VQ( ) 2o | ‘3 _Q BRy -z 2o | ’3 _Q ng ( ) Za ’Z |3
(16a) (150) (15b)

1
) +2QBR - 2,VQ(z) - 2+t |§

+QUVQ(2) - 2k 2L "f;, +QQt( .

|20/

(18a) (14a) (18b)

€L

+QQ2BR, - 72— (2B ) QQu-2BR-2,QVQ(:) -5 2
(14b) (17a) (16b)
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Q 2 Za 2 Zaa * ZJ_ QS
~(@fzal)a % - ‘Q’ VQ(e) e - L (BRPG,
(17) (160) (17¢)

1 L
~Q*|BRI’VQ(z) - 2+ 2220 {(Q?BR), - 2t 2t "

fa ‘a|3 “ ‘zap

(16d)

We compute

(14) = (t4a) + (148) = Q@ (1) +QQ2BR. - 2

|2al

5 Ot z< w ) Qtorpp . Zo
=29 gy ), T Q@ P
% Qt 2 w Qt 2 Fa
= 280 =2 Qg ~ 25 (QaBE: ‘a|+2 ! (|20l B(1)).

The last formula allows us to conclude that (14)=NICE.
We reorganize gathering
(15) = (15a) + (15b),

(16) = (16a) + (16b) + (16¢) + (164d),
(17) = (17a) + (17b) + (17¢c)

and
(18) = (18a) + (18b)
as follows:
L
¢at =NICE — ‘Zi'%a —QX(BR, - z- + VgPy\(2) - zi)%
(15)
21, 12 2 1
3 5 C*zal BR-z, ¢ ) | Zaa * 2o
~Q* (|BRP? + +2 — 2 ) vQ(r) -
Q <| | Q4 ¢ Q2 Q4 Q(Z) ZOé ‘ZO(’3

(16)

1 L
QBRI+ (Qu 20BR - 2)VQ(:) -y

(18)

(QUBAD | (b (oepr. ) o).

(17)

48



We add and subtract terms in order to find the R-T condition. We recall here that

1 w ¥ 1
<B]%1JL + 7BR ) Za + 2‘2@’2 (Zat + ‘Z’a’zaa> * 2

|2al

w
+Q‘BR+ o ‘2 VQ(Z) 2k 4+ VgPyN(2) - 2t
Oé
Then, we find
Yot =NICE — 2 p0q
|2al
oL
—%f(@mH—BR)- + ”2GM+99%Q-¢+VM§%@¢§>%“?
|24/ 2|za |zl |24/

z
(QZBR) J_ ot 3 + Q2 ( ? BR,, - Z + 3 <Zat + S020404) : Zi_) 3
‘ 2| a| EM |2l

|2 |20l

(19)

| zal? BR - z, Zoor " 2
—Q3<BR2+ + 2¢ —)VQ -
| | Q4 Q2 Q4 ( ) | a‘g
J_Zozt

+(Qw +2QBR - 2,)VQ(2) - 2 > |3

(B ) )

Line (19) can be written as

1 2

Zat - 24 Zao * 2 Q“w z z

(19) =(Q*BR)q - 2t 9020 4 Q*BRy - 2 0020 (s e | - 2p e
|24l 2al  |2al 2|zq] | 2a|

L L 2
(QZBR) J_Zat Za (QQBR)Q.ZJ_iZaa Za + Qw <Zat-zjé‘—|—‘;02aa'2’é_> Zaa * Rq

20 l? 2ol lzal* 2|20l al
1
© Zaa - 2y
—2QQ4BR -z
@ “ a’ |Za‘3
1 2 1
(Q2BR) 24713 Zat'ZoLé—F 1.4 —Zaa " Z + Q 572 13 | Rat " 2 +izaa Zl chz'zal
| Zal EX 2|2al? |2al EX

| P Zaa %
e ’Zoc‘?’

1 2w
= (zat z + izaa z ) <(QQBR)C, z + 2?2’ |2zaa . zi)
o

-zl |24l

—2QQ.BR -~

1
1 P Zaa - 2g

“ |zl ’ZozP

—2QQ.BR - 2
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We expand z,; to find

(19) =

2
<(Q23R)a L, Qe zé)

ENE Tzl
1 P Raa 'Zé_
_2QQ0!BR'ZOLW ‘Z ’3 '
(63 (63
We denote 02
w
D(a) = (@Q"BR)a 7 + 5 —g7a " 7
O[

We claim that
D(a) = AN(a) + |z H(Oap)

where

IAN|| ;s < CEP(2).

That means
(D(a))* = NICE.

Thus
oL
(19) = NICE — 2QQuBR - -4 2202 "a
|20l [2al
We write
1 2 1 (20 = 24) * Za o
—_—— —
part of AN, at the level of z4
part of AN, we use (IV.38)
2 1 (z — Z/)  Ra / N,/
part of AN, we use (IV.36) and (IV.37)
2
+ Q’BR(z,wa) - 72 +2ﬁ2 (Tz Zow " Za
o
AN + 2 H(wa)
Therefore

D(a) = AN + |24 |Q?H (<2|°:|) ) R

Q*w Q*w 1
+ ‘Za| <<2‘Za’ . + 2‘ a,QZaa Za

= AN+ [za|H (9atp) + H ((cl2al*)a) + 575

= AN + |24|H(¢a) — H (Q*BR)4 - 24) + =
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We have

7\L
(@2BR)a - 24 =2QQuBR - 24 +Q2 —PV / a),|22%'d5
AN
1 (z— 2tz
_N2- A et o SV A ) /
QWPV/ P (z—=2") (20 — 2,)W'dp

AN, we use that (z—2/)L-za=(2—2"—B24)+ 2a
/)L

el [
2T

/
|z — 2/|2 Wadf

AN, we use that (z—2')1-zq=(2—2'—B24)t 20

For the second term on the right one finds

2 )L 2 4., a4 Ll
2 ( Q PV / —,2 W) = Q—PV / Gaza = 0aZ)" 70, 145
|2 = 2] |2 = 2|
2 za—z’L 2 —z&L-za
+§T‘_PV/(‘Z,‘;L<J dg - 64z+§PV/(’_Z)I|28§w’dB

(20 — 24)"  2a 3 3
— 7_‘_P‘// W(z — Z/) . (8az — aazl)w/dﬁ + l.O.t.,

where in l.o.t. we gather the terms of lower order. Then, all the terms above can be estimated
in L? but the first one on the right. That is equal to

plus a commutator which can be estimated in L?. This means that

(Q’BR)a - 20 = AN + H<Q2Z o w).

|2al
Taking Hilbert transforms:
1

1 23 2
— AN+ = 2°aa  ~o
> T2 P

Using that 21, - Z4 = —Zaa - 22 We complete the proof of (IV.46). Thus (19) yields

—H ((Q°BR)q - za) = AN — e <Q2 P

o1



¢at =NICE — 200
E

|za

w _
—Q? (<BRt + SDBRQ) kg PN <zat + wzaa) 2R VP2 2
(0%

|4l

~@" (1mre T 2

L
+(Qw+2QBR - 2,)VQ(2) - 2 ZT; ;a

) <Q3(|BRI2)a . (|zal)a . <20BR'ZQ> Q> Qa
|Za| Q |zOé| «a

(20)

02 Za2 BRZa 2 zaa'Z(J),_
= 90) VQ(2) - 2t

~20QuBR- 2 e
(07

| |zl

(21)
For (20) we write

122 = QYBR> + 2|20 |* + 2Q%*cBR - 2,

2 _ @IBRP | ¢zl %
= = + +2QcBR - =
Q|za| |Za‘ Q Q |Za‘
Now
(‘Zt|2)a
20) = NICE — ’
(20) Ol Qu
which means
(20) 4 (21) = NICE — (‘Z”Q)QQ — 200 BR.,L ¢ ZaaZa
Q|ZOé| “ “ ¢ ‘Za| |Za’3
We write
1
Z z
Fat = (Zo‘t : Za) ﬁ + (Zat . Zi_) ‘Z§|2
only depends on t
2 1 1 Zi‘
= B(t) z+(@QBRz + ctaa 2) 10
o
See (IV.21)
L 1
Z ' 1 *a
( )Za + & |Za‘2 ‘Za|zaa Za ‘Za|2

as in (IV.45)
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Writing z; = Q?BR + cz, we compute

1
ot 2 = Q°BR - 2, B(t)+ DQ*BR- ‘ZQP
———— Za

NICE
NICE because D is nice
P 12 Zé 2
— T %aa 2 @ BR - 5 + cB(t)|zal” .
|Zoé‘ |Zo¢‘ ——

NICE

To simplify we write

_ ¥ 12 Zo%
Zat 2t = NICE — —— 240 - 2, Q°BR - 5
|2l |24l

Setting the above formula in the expression of (20)+(21) allows us to find
(20) + (21) = NICE .
This yields

Pat =NICE — i’@aa

|za

L
— Q2 ((BRt + SOBRQ> + ﬁ <zat + @zw) + VgP21(z)> pLFaa’ Za

| 2a| EM |Za‘3
2| za|? BR -z, ¢°

ot
G - ) VA

1
—|—(Qw+2QBR.za)VQ(z)'Zalzat~2a‘

-Q? (IBRI2 +

ot =NICE — ‘Z—‘p’%a — Q%
(0%

w
— 2
2|Za’2 “

(22)

+Q*|BR+

A2 |za|? BR -z, ¢° | Zaa zé
oL —2c o —i—Q4>VQ(z).za PAE

(23)

+@Q° <—!BRI2 —

L
+(Qw +2QBR - 2,)VQ(2) - z+ ZT; F)a :

(24)

Expanding
©? w? Alza|*  we

QY 4l Q@2
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we find

2 BR -z we Zoo * 2T
2 — 3 B - Zg, w ) o . 1 ~aa [e
(22) +(23) =Q <2|Za’2 +BR -z PRE c o Q2> VQ(z) -z, P
Writing
Zat - zé = (QQBR)Q . zé + CZoe - zof
we obtain that
(Q’BR),, - 22
(24) = (Qw + 2QBR - 2,) VQ(2) - z+ e a
1 Raa* ZJ_
+ (Qw +2QBR - z,) VQ(2) - z; ¢ P |3°‘
Thus
3 w? w | Zaa - zof
(22) +(23) +(24) = Q@ 2[20 |2 +BR'ZO‘W VQ(?) -z, ENE
QBR o 1
+(Qw+2QBR - 2,) VQ(2) - 2+ (@ ® )|3 “a
_ L _ Q*w 2002+  (Q*BR), - 22
=QVQ(2) 2y (w+2BR - z4) <2|za\2 BRE ERE
= QVQ(2) - 2+ (w+2BR - z,) D(a)

|2a|3

= NICE.

Finally, we obtain

1
z - Z

ot = NICE — 20, — Q2020 2,
|24/ EN

O

Corollary IV.13 If we disregard the condition on the H*=2 norm for the definition of the
NICE terms, imposing only the first condition, then

L
ot = NICE — Q%222 |
|zal

IV.D.11 Higher order derivatives of o
In this section we deal with the highest order derivative of the R-T function. We show that
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Lemma IV.14 Let z(a,t) and w(a,t) be a solution of (1.19-1.20). Then, the following

identity holds:
Oy 1 (Q%0) = ANN + |20 | H(95 " o1) + ¢ H (9hp)

where ANN satisfies
|ANN] 2 < CEP(t)

for k>4, where C' and p are constants that depend only on k.

Proof: We show the proof for £ = 4. From now on, if a term f satisfies

[fllr2 < CEP(t)

(IV.48)

(IV.49)

we say that this term becomes part of ANN. By abuse of notation we will denote f by

ANN. We recall

2
Q% =Q° (BRt + -2 BR > s 2?2 °|JQ (zat n |‘p|zW> s

| 2o Ro

+ Q’

VQ . zé + Q2VgP2_l

BR+ —7 | ‘2

this term is in H3 so its third derivative is in ANN

this term is also in H3

1))

We write
Q*w ( P ) L Q%w ( 2 L
55 | Rat + 7o 7%aa | 2 = (Q°BR), - Z + CZaa - Z + —2Z2aa " 25
2|Za’2 |za “ 2|Za‘2 | a|
_ @ - <(Q2BR)a Zy + <c+
2|Za‘ | Oc‘
Q2 2 QQW 1
= B aa - %o
3z (@ B 20 5 a2
Q*w
= ——D(a).

Above we use (IV.45) and (IV.46) to find

2’2a‘2 2|za|

where AN is as in (IV.47). The remaining terms in Q% are
Q%
|20l

We take 3 derivatives and consider the most dangerous characters:

L=Q?BR; - z+ + BR, -z

93 (L) = My + My + M3 + ANN,

95

2w 2(,0
L <Zat + &Zaa> : Zi = AN+ Q H((Pa)’
o

(IV.50)



where )
Q ©

" el

M, = Q*BR(2,03w,) - 2 BR(z,0Mw) - 2+,

1 [T (032 —032]) - 2
2 [ a”®t «
My =@ 271'/ |z — 2|2 w'ap
Q%*p 1 /” (082 = 0a2) 20
— d
+ |2a| 27 |z — 2/|2 wdp,
2 T (2= 2 2z
My=- / (|Z_Z)/|4(z ) (032 — 2w dB
2 T (o  Za
S oDy - ot

Here we point out that in order to deal with BR; in the less singular terms we proceed using
estimate (IV.30). In My we find

sz 3 QQQOW 4
M,y = 2|Za|2A(8azt “Za) + 2]za|3A(8°‘Z - Za) + ANN.
For the second term we use the usual trick
Béz CZo = —3622 - Zaa-

For the first term we recall that
1

|Za’2 =A(t) = 24 2at = §A/(t) = (20 2at)a =0

= Zaa * Zat + Za * Zaat = 0 = Zaaa * Zat + 2200 * Zaat T Za * Zaaat = 0

= 2o * Zaaat = —2Zaa * Zaat — Zaaa * Rat-
This allows us to control Ms. For M3 we find
Q*w
|2a|?

1

so it can be estimated as M. There remains M;. Using that (z — 2')* -2 = (2 — /) - 24
we find

Mz =" A(zo - 032) — ST A(20 - 022) + ANN

Q*p
2’%&‘

2
M, = Q H(3w:) +

H(92w) + ANN. (IV.51)

We compute

%2 H(Dw;) = <a3 (Q; >t)+ANN

= H(93(|2al#)e) + H(93(|2alc)s) + ANN
= |za H(O31) + H(020:(—(Q*BR)a - 2a)) + ANN. (IV.52)
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We compute the most singular term in

3L
BRO(—(Q*BR)s - 2) = — L / Gz = 0ax)" 20 gy

27 |z — 2'|?

Q2 — 1. Za,
+ — /7T (‘),‘4(2' —2) (D32 — D32\ dB

s Z—Z

extra cancelation in (z—2/)1-2qa=(2—2'—248)1 24

2 T _ N1
_@py / G =2)" Zags 145 4 ANN.
27 x|z =2)?

extra cancelation as above

This shows that

Q%w
- 2[zaf?

0201(—(Q*BR)y - 24) = A(&2 2t - z4) + ANN.,

That gives

aza 2 _ A QQW 3L A
a t(_(Q BR)OZ'ZOé) = - 2|Z |28azt cZa | NN,

which implies

Q*w
2‘Za|2

Q w
2|20/?

Plugging the above formula in (IV.52) we find that

H(920,(—(Q?BR)a - 20)) = Oa ( 932 a) +ANN = — Da (a 2z ) + ANN.

2
%H(@iwt) = |24|H (02 p¢) — C‘Q u|)28 (832t z ) + ANN
Q%w Q%w
= |2 H(92 ) — 22 ( 3(Q*BR) - » ) 2 a’2 (c@éz . zé)
+ ANN.
As we did before, we expand 0, (92 (Q%*BR) - 1) to find
3 ()2 1 4 1 2z = 037) 20
0a0(05(Q°BR) - z;,) =2QVQ(2) - 0,2BR - z;, + PV/ P Z,|2 w'dp

_Q2 (2 =2 za . 4 ad N,
71_PV/|Z_ZI|4 (z—2")- (0,2 — 02" )w'dp
2 )
+QPV/(| Z),|2 94w'dB + ANN.

z

Therefore, we can use (IV.36),(IV.37) and (IV.37) to show that the most dangerous term is
given by QQ%H (04w). Tt implies

0u(OM(Q*BR) - =) = Q*L H(0kw) + ANN
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and therefore
Q* Q%w
2

2|2q|?

Q*w @

H(0Pwy) = |20l H(03 ;) — AR - H(0hw) - O (af;z-z;)+ANN.

We use the above formula and expand ¢ to find

2
M = Q H(93w;) + 2C|2‘P|H(a w) + ANN
_ 3 . g YR QQW 4
= Izl H(@%p1) = 5 cH(0h) = 5" —5¢0n (a 2z )+ANN
2 2
_ 3 4 (QwY)) Quw 4
= |2al H(83 1) — clzal H (a (2‘ a|>> PO (a 2z >+ANN

Q*w

= |eal H(33p0) = clzalH (93) — clzal H(Obclzal)) — 5= —5c0a (047 -2 ) + ANN.

We will show that

QQ
—c|za| H(@E (c|za\))—2|z 5¢0a (842 p ) ANN. (IV.53)
It yields
2
& () + ;fﬁma w) = zal H(801) — clzal H (947) + ANN

that together with (IV.50) allows us to obtain (IV.48). We have

2,
—c|zal H(92(c]2al)) — Cﬁ 5C0a (982 25) = —cH(OA(clzal?) - Cﬁ “TQca (8= -22)
Q2
= cH(3}((Q*BR)a - 2a)) — P ’208 (agz : zg) .

We repeat the calculation for dealing with the most dangerous terms in

302 4,1 wQ?
0o((Q°BR)o - 2a) = A | 052 .zazy z + ANN.

o

We recognized as before terms in ANN using that (z —2')* -z, gives an extra cancellation.
We find that

H(@2(Q*BR)a - 20)) — 2?2 S con (012 )

2 2
=cH (A (83%‘-% we >) Q7w ——— 0, (842' z )—i—ANN

2|Za‘2 2|ZO¢‘2

2 2
— <a§zL.za W@ )— @ o (842 P >+ANN

2|Za|2 2|z04|2

Using that 922+ - 2, = —9%2 - 2 we are done proving (IV.53). O
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IV.D.12 Energy estimates for ¢

In this section we prove the following result.

Lemma IV.15 Let z(a,t) and w(a,t) be a solution of (1.19-1.20). Then, the following a
priori estimate holds:

||<P|!Hk_ 1 (1) < =S(t) + CE(t) (IV.54)

for k>4, where C and p are constants that depend only on k.

Proof: We shall present the details in the case k = 4, leaving the other cases to the reader.
Using the estimates obtained before one has

d
Zllel3a(6) < CEP(0)

Developing the derivative using Lemma V.12, we get that:

GINP@ IR0 =2 [ M@ eida (1v.55)
T
:Il + IQ + 13,
where
I = 2/TA(a§<p)ag(NICE)da, — —2/A 3 0)02( | |cpaa)d

:—2//\ 30)02(Q% fan % =)da.

|2al?

We use (IV.41) to control I;. The most singular term in I is the one given by

2 [ L A@ReOkeda =2 [ A0ke) [0 2(0ke) - A (00ke)| da
T |20l T |20l
+ [ Tt 2k )P
T [Ra

Using the commutator estimate

gAY 2(Baf) — A2 (900 )2 < gl 1 F ]| 12 (IV..56)

we can bound Is. In I3 we split further considering the most singular terms

1
5= 2 [ M@)@0%aa (e
T

|Za|3

o Oz zt

J2:—2/A83¢Qa o "a dq,
T ( ) |Za’3

99



1
Zaa * Rq

Ja= -2 [ MG (Q%) da.
T
The term J; can be estimated as before. Recalling (IV.35) we see that Jo = —S(t). It remains
to control J3 in order to find (IV.54).
We decompose J3 = K7 + K9 where

|20 |3

2 2 Zaa'zé'
Ky =2 H 30)02(Q%0)Da, (|z|3 )da
and
32 Zoza'zj_
Q—Q/H )05 (Q%0) 2 dov.
‘Za’3

Inequality (IV.31) for k = 4 allows us to obtain
K, < CEP(t).

To finish the proof we use formula (IV.48) for k =4 to find K9 = Ly + Lo + L3 where

Zaa - 2o
L= 2/H o ©)ANN da,
ENE
oL
Lo —2/H 3 0)|2a H(O2 )Zo“z ;a da,

aoc'zj_
L3—2/H 30)pH (92 p) E lgada.
(64

The term L; can be easily estimated using (IV.49). For Ls we substitute the expression
(IV.54) for 3¢, to get Lo = My + My + Ms:

1
Zoo * 2y

do.
|2a |3 °

—2/H 3 0)| 20| H(O2(NICE))

oL
My — —2/H B0)|za  H(2(FPo0)) 200" 20 g,
EN |4l

1
Zoo " 2y

Ll
My = =2 [ H@0E0)| 0l HORQP0 ) e
T

E
By equation (IV.41), Mj is bounded. My is bounded knowing that we have room for half

derivative in the term which is not the third factor. Finally we can bound Mj in virtue of
Lemma IV.8. To finish, in L3 we integrate by parts to find

|2a|3

L
/|H 3020, ( sz ‘ja )da < CEP(t)

using Sobolev embedding. O
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BT S
m(Q20)(t) & m(d)(®)’

Lemma IV.16 Let z(«a,t) and w(a,t) be a solution of (1.19-1.20). Then, the following a
priori estimate holds:

IV.D.13 Energy estimates for

d w - .
dt( o+ Z - ) < CEP(1) (IV.57)
=

for k>4, where C' and p are constants that depend only on k.

Proof: Inequalities (IV.27) and (IV.32) show that (Q%c) € C([0, T] x [~7, 7]) for some T and
therefore m(Q?c)(t) is a Lipschitz function differentiable almost everywhere by Rademacher’s
theorem. Let

m(Q%)(t) = min (Q%0)(a,t) = (Q%)(a, 1),

a€[—m,m)

We can calculate the derivative of m(Q%a)(t), to obtain

(m(Q%0))'(t) = (Q®0)i(eu, 1)

for almost every ¢t. Then it follows that:
dt \m(Q*0) (m (Q2 ))? ( )
almost everywhere. By using the previous a priori estimates for the L*> bounds, we get to

d EN
it (i) 1 = €0

On the other hand, we can apply the same argument to Denoting again by «; the

1
m(q')(t)
point where the minimum is attained we have that:

d < 1 () = ~zt(ast) - (2o, t) — a)

7) =

dt \m(q' (m(q"))3(t)

which again can be easily bounded and we get (IV.57), as desired.

IV.E Proof of short-time existence (Theorem 1.7)

To conclude the proof of the local existence, we shall use the previous a priori estimates. We
now introduce a regularized version of the evolution equation which is well-posed for short
time independently of the sign condition on o(a,t) at t = 0. But for o(«,0) > 0, we shall
find a time of existence uniformly in the regularization, allowing us to take the limit.
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Now, let 259 (a, t) be a solution of the following system (compare with (IV.20)):

zf’é’“(a, t) = ¢s * ¢ * <Q2(z5’5’“)BR(z€’5’“, we";’“)) (o, t) + ¢y * (c‘s"s’” (¢u * Bazs"s’“>) (o, t),
(IV.58)

0., ZE0: 2( &0,
w;:,é,u _ | R ’ ¢5 » ¢6 ” ( Q (Z ) [—ZBR(ZE’&“,ME’J“M),: . 22,6,/1

Q2(Z€76uu) |aaz€’6"u'(a7 t)|
€,0,14 €,0,1 0,10, E,0,\ (2 (gpg,§7u)2
—2Q(z""")Q(z ol BR(25%", w )* = Oa W
0,
=0 2 /7T S0 2 5 5 Z
- v = ! (Q(Z€7 uu') BR(ZE7 uu"wea HU/)) . dﬁ
Q25512 | g |ZE,5,/L|2
406,(5,MQ(Z6,(5,M)aBR(Z&‘,(S,M’ we,é,u) . Zg&u
Q=)
WO\ 2 [ 5 E:0: 4|2 0,
_2(06 M)z FQ(25)a — 9209, gP—l(Za,&M)
Q(za,é,u)i’: 2
2]8(125’5’“(04 t)] o 5 WO QQ(zs,é,u)ws,&u 5 5
e A d 051 €,0,14 _ O 250 L G, E0H
Q2(Z€’6’/J‘) Q(Z ) tQ(’Z ) ‘8QZ€’6"LL| 2|8a26’5’/”' 3 az o tZ
2’80[2/6’67“(04 t)’ cs S5 w576uu' Q2(z€767#)w576’# S S
—7 * * 73“8 577/“ — a 57711/,86577/1‘
Q2250 @5 95 x | Q)0 Q2 )‘8(12,6,5,#‘ 2|0 2= 0|3 a? alOtZ
|0, 2876,u| P
- QEWA(% * @y =),

(IV.59)

2591 (e, 0) = 20(a) and w*(av,0) = wo(e) for € > 0,8 > 0, > 0, s and ¢, even mollifiers,
and

T 9 €,0,14
) = 5T / éd?ii - % 05 * (D5(QA(5) () BR(=0#, " 04)) (8))dB

a 9 £,0,1
-/ M s % 95 % (95(Q (M) (B BR(=,w704)) (8))dB,

Q2 (Za,d,,u)ws,é,u

_ CE"S’“
2|0 280k | ’

0,1 __
POt =

L [T 9az"%(a,t)
B = o / TOar (D 0o (Q*(22"#)BR(2*F, w>")) (@, t)da,

T 9 €,0,14
o = gy xsx (U5 [ P G BRGSO ) 3)as

— * * ¢ M . 2 26’6"“' z€,5,u ws,&,p,
v e 05 (| Bmn - Ou(@ B BRI ()3
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We start proving the following lemma:

Lemma IV.17 Let 2% (a,t) € HY(T), w*%(a,t) € H*(T), o> (a,t) € H3(T). Then
WSO, t) € H3(T).

Proof: We can write w®%* as:

2|0 24|
5767“ — Oéi 57&# 575»/1'
WS = Q2= (ap +C ) .

Taking three derivatives yields

PBwH = SAFE + g(z( ZE 6”)| 3o
= SAFE — gg( Z:;:J b5 * G5 x O (@jj; ( a(Q2(z575’“)BR(z5757M,waﬁ»u))))
= SAFE - 2(3( Z:;:J G5 * ps * (gj;izz’ ' (QZ(zE"S’“)aiBR(zE"S’“,wfv‘sv“))>
= SAFE — 22( Z:;ﬂ(ﬁ * g * (éj;jz’ . (Q2(2:575,M)BR(25,5,M’agwe,&#))>

where SAFE means bounded in L?. Using the representation

€,0,4
BR(=0, gy — SAFE 4 L (0aZ )

3, &0,
2 |Dg 2502 H(950™")

we get that

2|00 25 0H|

,0, (8 Za&u) €,0, aoézsﬁw
3w = SAFE — Q2 H(93woomy. o2

(o] 677
2 |Dg 2502 |0 20|

=0

G5 * G5 * <Q2( S0y =

and we are done. We should remark that the lemma holds independently of §, y and e. [
We define a distance between data (z,w) and (z,w) by taking

d((z,w),(z,w)) = ||z = zllgs + |w — wllg2 + | — @l g3

where ¢ and ¢ arise from (z,w) and (z,w) respectively by (IV.18). Let XX denote the
resulting metric space. The proof of Lemma IV.17 gives also the following

Corollary IV.18 The map (z,w) +— w is Lipschitz from any ball in X X into H3(T).

We note that throughout this section we will repeatedly use the following commutator
estimate for convolutions:

165 % (Dafg) — 905 * (Oaf)ll L2 < Cl|OagllLo=lfll L2, (Iv.60)
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where the constant C' is independent of §, f and g. We can now operate to get the following
expression for ¢=%H:

cou Q(Ze,é,u)atQ(Za,é,u)ws,d,,u B Q2(26,5,u)w5,5,u Q2(za,§,u)atwa,6,u

o 9. 2500 . 5.5 &0 — 9,50
t(p |8Q,ZE’6’M 2|8a2,’8767p’|3 az t 042 + 2‘8aza757u| T
. QZ(ZE@M) 0,1, E,0,L £,0,
= 6505+ (qsmaga gy [2BRE 05
30,10)2
5 5 5 5 (=)
—2Q(z""MQ(27"")a| BR(zH, W) — 0, O(e0m)2
Q(z=%H)
10t
G 7 cinpess i,
+ _ = ' (Q(Z€7 7,“') BR(Z€7 7/1’&)57 uu')) . dﬁ
Q25512 | B |ZZ,5,u|2
B 468757MQ(28757M)QBR(28767M,w8757u) . 22’6“u
Q)
B )2 €012 0,
_2(08 #) ’ZO& ‘ Q(Zs “)Oé — 20, gP—l(zs,&M)
Q(ZE76’M)3 2
Ny 2( 8,0, EO
£,0, €,0, w* Q (z )w €,0, €,0,
+ @5 * 5 * (Q(z ")0iQ(= M)|8az€’5’“ N 2[00 25003 Do 250 - 0o 0p 2=

— Ny * by % p5OH) — 9,CEO.

The RHS of the evolution equations for z5%# and =% are Lipschitz in the spaces H*(T)
and H3+%(T) since they are mollified. For the case of w®%* (Lipschitz in the space H?(T))
we use that for ¢ small enough ¢ * ¢ is close to the identity and the a priori bounds. In all
of the cases we have taken advantage of Lemma IV.17. Therefore we can solve (IV.58-1V.59)
for short time, thanks to Picard’s theorem.

Now, we can perform energy estimates as in the a priori case to get uniform bounds in
and we can let p go to zero. The energy estimates that we can get are the following:

4
d 01|12 0 2 0,12 0,12
- (\\f’ s+ IFEEP N Eoe oo™ U3 + 165120y +D ey | ©

4 J
1
0, 0, 0, 0,
< C(e,9) (Hf s+ IF ) Toe + [l |7 + [le° ”HiIH%JanW(ql)) (t).
=0

We should note that for the new system without the ¢, mollifier, the length of the tangent
vector |0,25°| is now constant in space and depends only on time. Lemma IV.17 still applies
and we can still perform energy estimates as in the a priori case. The only difference relies
on the fact that we should have to move the mollifiers and apply the estimate (IV.60). We
should also remark that because of the dissipative term e A¢®? it is enough to use the following
estimate
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e
3G = [ A0k da < SIAGS DI + CENOT I

and hence require only that 0;0=° € H3(T) (instead of the H 3+%(']I‘) that was required
before) except for the transport term that can be estimated as in subsection IV.D.12. The es-
timations are performed following exactly the same steps of subsection IV.D. More precisely,
we can get the following energy estimates:

4
d 2 £,0\112 £,0 (|12 £,0 (12 1
dt(uz M 1 16 g 3 iy ) ©

4 J
1
5
2+ [l ”Hﬁf + Z mg(;(ql)> (t)
1=0

< C(e) <||Z€6||H4 +IF ) e + [l

Under these conditions, we can let § go to zero.
Finally, let 2°(ca, t) be a solution of the following system (compare with (IV.20)):

25 (a,t) = Q*(2°)(a, t) BR(2%, w®) (i, t) + ¢ (v, 1)Dn2 (a1, 1), (IV.61)
wi = — 2BR(2°,w); - 25, — 2Q(2°)Q(2°)u| BR(2%, W) | — )
C€|Z<Ex|2 " €\2 e & Z/% 465@( ) ( 5 E ) (ax
+ s | @G PBREE ) EUE e (IV.62)
2(c)?|26 /> Q(2%)a 1 e 02| | -
— L — 20, (gP2 (z )) — 25QQ(Z8)A§0 ,

2%(a,0) = zp() and w®(«, 0) = wp(«) for € > 0, where

)= 2T [ 220 )f 05(Q2 (") (B)BR(=*,05)(8))d3

2w ) L1055
[T 0E0) o BRG o
| e Q) BRE w) (8)ds,

2 1 T 80( € 7t g g £
o = Q2|59 Z)s| ol B0 = [ @;(m'aamz )BR(=*,w)) 0, 1)da
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Proceeding as in section IV.C (compare with equation (IV.43)) we find

e __ 15 5 83((906)2) aOtQ(ZE) £\2
onst == B0t~ SaP )+ (G0 )
2,6 .91, e
— QU OBR( ) - k= B2 (10,14 (0)
a@a €. aJ_ € aa €
+00(QUABR( ) - 02T 4 20,(Q)0Q(F)BR( ) - (5
aa(gp_l(zs)) w®
o £\2 2 € €
o (@2 0 1o, (007
. 5 e , € aaza 5 € . 80462(28) £)2 €
Oa (20 BR(z°,w%) |0aZE|Q(Z )0, Q (2 )> Oa <Q(z5) (c°)*10a2%]
€)3
— . (%22‘ \BR(zE,wS)PaaQ(zS)) — eADayt
(IV.63)
We also define (compare with equation (IV.2))
= (0:BR(2°,w°) + 7 DaBR(2%,w°)) - 01 2° + 1782(5 2 + 7 D22°) - L 2°
|00 2| 210a2°| |00z
c 2
+ Q(z°) | BR(z%,w") + 2|8w e 00| (VQ(29)) - 832" + g(V Py (%)) - 032

Remark IV.19 The system (IV.61-1V.62) is analogous to the system considered in [13,
Section 8. We point out an unfortunate typographical error in that section; the Laplacian
should have been written as the square root of the Laplacian.

For this e-system (IV.61-IV.62) we now know that there is local-existence for initial
data satisfying F(zo)(a, ) < oo even if 0°(a,0) does not have the proper sign. In the
following we shall show briefly how to obtain a solution of the regularized system with
25 € C([0,T%], HY), ¢° € C([0,T%), H*"3),w® € C([0,T¢], H*2) for k > 4.

The next step is to integrate the system during a time 7" independent of . We will show
that for this system we have

pn E(t) < CEP(t), (IV.64)

where E(t) is given by the analogous formula (IV.23) for the e-system, and C' and p are
constants independent of e.

In the following we shall see what is the impact of the € system on the a priori estimates
and check that there is no practical impact for sufficiently small €. To do that, we will show
the corresponding uniform estimates for k£ = 4 and leave to the reader the remaining easier
cases. Let us consider the one corresponding to I3 in section IV.D.12, we have

T 1
15:—2 7/& 3 € 2 2 £ 02 e . 1 e '
’ /W T p A Gart ()UQ ()0 05" - 0,7 da
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Proceeding in the same way as before, we can perform the same splittings and get uniform
bounds such that I§ = —S5° + M§ 4+ “bounded terms” where S® corresponds to S in (IV.35),

| “bounded terms”| < CEP(t),

and

m 82 5.81_ €
M = 9z / WH(@igoa)H(Aagcpe)da.
(0%

—T

Then we can write M} as follows

T 2,691 ¢
M = _25/ A3 (Wmaﬁiwe))&(ﬂ@i@e)d%

—T

and therefore, for small ¢
Mj < HA%Q?;@EH%Q + “bounded terms”,

which gives

d e
B = CEM(1) — 5IIA(3§¢)H%2-

This finally shows (IV.64) and therefore
E(t) < (Ct(1 —p) + E'7P(0))V/(=P),

Now we are in position to extend the time of existence T so long as the above estimate works
and obtain a time 7" dependent only on the initial data (arc-chord, Rayleigh-Taylor, distance
to the points ¢°,. .., ¢* and Sobolev norms of z,w, and ). We can let € tend to 0, and get
a solution of the original system. This concludes the proof.
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