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#### Abstract

In this paper we prove that the Bernstein-Sato polynomial of any free divisor for which the $\mathscr{D}[s]$-module $\mathscr{D}[s] h^{s}$ admits a Spencer logarithmic resolution satisfies the symmetry property $b(-s-2)= \pm b(s)$. This applies in particular to locally quasi-homogeneous free divisors (for instance, to free hyperplane arrangements), or more generally, to free divisors of linear Jacobian type. We also prove that the Bernstein-Sato polynomial of an integrable logarithmic connection $\mathscr{E}$ and of its dual $\mathscr{E}^{*}$ with respect to a free divisor of linear Jacobian type are related by the equality $b_{\delta}(s)=$ $\pm b_{8} *(-s-2)$. Our results are based on the behaviour of the modules $\mathscr{D}[s] h^{s}$ and $\mathscr{D}[s] \mathscr{E}[s] h^{s}$ under duality.
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## Introduction

In 16 Granger and Schulze proved that the Bernstein-Sato polynomial of any reductive prehomogeneous determinant or of any regular special linear free divisor satisfies the equality $b(-s-2)= \pm b(s)$. Their proof is based on Sato's fundamental theorem for irreducible reductive prehomogeneous spaces. This symmetry property has been also checked for many other examples of linear (see for instance [16] and [32]) and non-linear free divisors (e.g. quasi-homogeneous plane curves and the examples in [27). In this paper we prove the above symmetry property for free divisors for which the $\mathscr{D}[s]$-module $\mathscr{D}[s] h^{s}$ admits a logarithmic Spencer resolution (see Theorem (4.1) for a precise statement). This hypothesis holds for any free divisor of linear Jacobian type, and so for any locally quasi-homogeneous free divisor (for instance, free hyperplane arrangements or discriminants of stable maps [22, Corollary 6.13] in Mather's "nice dimensions" [24]; "nice dimensions" are those dimensions of source and target manifolds for which stable proper mappings are dense in the proper mappings).

[^0]The main ingredient of the proof is the explicit description of the $\mathscr{D}[s]$-dual of $\mathscr{D}[s] h^{s}$ by means of the logarithmic duality formula in [7, 8].

Let us mention that for any quasi-homogeneous germ $h:\left(\mathbb{C}^{d}, 0\right) \rightarrow(\mathbb{C}, 0)$ with isolated singularity, its reduced Bernstein-Sato polynomial $\widetilde{b}(s)=\frac{b(s)}{s+1}$ satisfies the equality $\widetilde{b}(s)= \pm \widetilde{b}(-s-d)$. This result and ours suggest that both are extremal cases of a whole family of "pure" cases where symmetry properties occur with other intermediate shiftings (see Question (6.2). One can expect even that in the "non-pure" cases, the factors of the Bernstein-Sato polynomial which break the symmetry appear as minimal polynomials of the action of $s$ on other $\mathscr{D}[s]$-modules attached to our singularity (see for instance the examples in [28, §3]), possibly related with the microlocal structure.

Let us now comment on the content of the paper.
In section $\S 1$ we recall the different conditions and hypotheses on free divisors we will use throughout the paper. In section $\S 2$ we recall the logarithmic Bernstein construction and we study the hypotheses we will need later to prove our main results. In section $\S 3$ we apply the duality formula in [8] to describe the $\mathscr{D}[s]$-dual of $\mathscr{D}[s] h^{\varphi(s)}$, where $\varphi$ is a $\mathbb{C}$-algebra automorphism of $\mathbb{C}[s]$, under the hypotheses studied in section $\S 2$. In section $\S 4$ we prove the symmetry property $b(-s-2)= \pm b(s)$ under the above hypotheses. The idea of the proof is the following: once we know that the $\mathscr{D}[s]$-dual of $\mathscr{D}[s] h^{s}$ (resp. of $\mathscr{D}[s] h^{s+1}$ ) is concentrated in degree 0 and is isomorphic to $\mathscr{D}[s] h^{-s-1}$ (resp. to $\mathscr{D}[s] h^{-s-2}$ ), we can compute the $\mathscr{D}[s]$-dual of the exact sequence

$$
0 \rightarrow \mathscr{D}[s] h^{s+1} \rightarrow \mathscr{D}[s] h^{s} \rightarrow \mathscr{Q}:=\left(\mathscr{D}[s] h^{s}\right) /\left(\mathscr{D}[s] h^{s+1}\right) \rightarrow 0
$$

and deduce that the $\mathscr{D}[s]$-dual of $\mathscr{Q}$ is concentrated in degree 1 and is isomorphic to $\mathscr{D}[s] h^{-s-2} / \mathscr{D}[s] h^{-s-1}$. From here the symmetry property comes up. At the end of the section we give some applications to the logarithmic comparison problem and a characterization of the logarithmic comparison theorem for Koszul free divisors. In section $\S 5$ we generalize the above results to the case of integrable logarithmic connections with respect to free divisors of linear Jacobian type. In section $\S 6$ we have included some open questions dealing with the relationship between the results of [16] and ours, and with the symmetry properties of (reduced) Bernstein-Sato polynomials in the non-free case. Finally, and for the ease of the reader, we have included an Appendix A with a detailed proof of the duality formula (A.32) and the needed notions and results about Lie-Rinehart algebras. This material includes a simple proof of the associativity law (see Theorem (A.11) and Corollary (A.14) ), the original proof in 8 being unpleasant.

I would like to thank Francisco Castro, Michel Granger and Mathias Schulze for useful discussions and comments. I would also like to thank the referees for their comments.

## 1 Notations and linearity conditions

In this paper $X$ will denote a complex manifold of pure dimension $d, D \subset X$ a hypersurface (= divisor), $\mathcal{O}_{X}[\star D]$ the sheaf of meromorphic functions along $D$,
$\mathcal{O}_{X}(D)$ the sheaf of meromorphic functions along $D$ with poles of order $\leq 1$ and $\mathscr{D}_{X}$ the sheaf of linear differential operators with coefficients in $\mathcal{O}_{X}$. On $\mathscr{D}_{X}[s]$ we will consider two filtrations: the one induced by the usual order filtration $\mathscr{D}_{X}[s]^{i}=\mathscr{D}_{X}^{i}[s]$, and the total order filtration $F_{T}^{i} \mathscr{D}_{X}[s]=\oplus_{p+q=i} \mathscr{D}_{X}^{p} s^{q}, i \geq 0$. The associated graded rings to both filtrations are isomorphic to $\left(\operatorname{gr} \mathscr{D}_{X}\right)[s]$, but the corresponding gradings on the last sheaf are different.

We will also denote by $\mathscr{J}_{D} \subset \mathcal{O}_{X}$ the Jacobian ideal of $D \subset X$, i.e. the coherent ideal of $\mathcal{O}_{X}$ whose stalk at any $p \in X$ is the ideal generated by $h, h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}$, where $h \in \mathcal{O}_{X, p}$ is any reduced local equation of $D$ at $p$ and $x_{1}, \ldots, x_{d} \in \mathcal{O}_{X, p}$ is a system of local coordinates centered at $p$.

We recall that $D$ is a free divisor, in the sense of K. Saito [31, if the coherent $\mathcal{O}_{X}$-module $\mathscr{D} \operatorname{er}_{\mathbb{C}}(-\log D)$ of logarithmic vector fields with respect to $D$ is locally free (of rank $d$ ). In such a case we will denote by $\mathscr{V}_{X}=$ $\mathcal{O}_{X}\left[\mathscr{D e r}_{\mathbb{C}}(-\log D)\right] \subset \mathscr{D}_{X}$ the sheaf of logarithmic differential operators with respect to $D$ [4].
(1.1) Definition. (Cf. [37, §7.2]) Let $A$ be a commutative ring and $I \subset A$ an ideal. We say that I is of linear type if the canonical (surjective) map of graded $A$-algebras $\operatorname{Sym}_{A}(I) \rightarrow \operatorname{Rees}(I)$ is an isomorphism.

In the above definition, if $I=\left(a_{1}, \ldots, a_{r}\right)$ and $\left(s_{i 1}, \ldots, s_{i r}\right), i \in L$, is a system of generators of the syzygies of $a_{1}, \ldots, a_{r}$, to say that the ideal $I$ is of linear type is equivalent to saying that any homogeneous polynomial $F\left(\xi_{1}, \ldots, \xi_{r}\right) \in A[\xi]$ such that $F\left(a_{1}, \ldots, a_{r}\right)=0$ is a linear combination with coefficients in $A[\xi]$ of the linear forms $s_{i 1} \xi_{1}+\cdots+s_{i r} \xi_{r}, i \in L$.
(1.2) Example. (26, Théorème 1]; see also [6, Proposition 2.4]) An ideal generated by a regular sequence is of linear type.
(1.3) Definition. (See [9, Definitions 1.11, 1.14].) (a) We say that the divisor $D$ is of linear Jacobian type at $p \in D$ if $\mathscr{J}_{D, p} \subset \mathcal{O}_{X, p}$ is of linear type. We say that $D$ is of linear Jacobian type if is so at any $p \in D$.
(b) We say that the divisor $D$ is of differential linear type at $p \in D$ if for some (and hence for any) reduced local equation $h \in \mathcal{O}_{X, p}$ of $D$ at $p$, the ideal $\operatorname{ann}_{\mathscr{D}_{X, p}[s]} h^{s}$ is generated by order 1 operators (with respect to the usual or to the total order filtration). We say that $D$ is of differential linear type if it is so at any $p \in D$.

The following Proposition is proven in [9, Proposition 1.15].
(1.4) Proposition. Any divisor of linear Jacobian type is of differential linear type.
(1.5) Definition. (a) We say that the divisor $D$ is strongly Euler homogeneous if for any $p \in D$ and for some (and hence for any) reduced local equation $h \in \mathcal{O}_{X, p}$ of $D$ at $p$ there is a germ of vector field $\chi$ at $p$ vanishing at $p$ such that $\chi(h)=h$.
(b) We say that the divisor $D$ is locally quasi-homogeneous if for any $p \in D$ there is a system of local coordinates $x=\left(x_{1}, \ldots, x_{d}\right)$ centered at $p$ such that the germ $(D, p)$ has a reduced weighted homogeneous defining equation (with strictly positive weights) with respect to $x$.

The following theorem has been proven in [6, Theorem 5.6].
(1.6) Theorem. Any locally quasi-homogeneous free divisor is of linear Jacobian type.

We do not know any example of a free divisor of linear Jacobian type which is not locally quasi-homogeneous.
(1.7) Remark. There is also the notion of Euler homogeneity. Namely, we say that the divisor $D$ is Euler homogeneous at a point $p \in D$ if there is a reduced local equation $h \in \mathcal{O}_{X, p}$ of $D$ at $p$ and a germ of vector field $\chi$ at $p$ (not necessarily vanishing at $p$ ) such that $\chi(h)=h$. In that case we also say that $h$ is Euler homogeneous. It is clear that if $D$ is Euler homogeneous at $p$, then it is also Euler homogeneous at any point $q \in D$ close enough to $p$. Notice that not any local reduced equation of an Euler homogeneous divisor is Euler homogeneous. Notice also that for any divisor $D \subset X$, which might not be Euler homogeneous, the divisor $D^{\prime}=D \times \mathbb{C} \subset X^{\prime}=X \times \mathbb{C}$ is always Euler homogeneous. Nevertheless, a divisor $D \subset X$ is strongly Euler homogeneous if and only if $D^{\prime}=D \times \mathbb{C} \subset X^{\prime}=X \times \mathbb{C}$ is strongly Euler homogeneous. Let us also notice that a divisor $D \subset X$ is of linear Jacobian type at $p \in D$ if and only $D^{\prime}=D \times \mathbb{C} \subset X^{\prime}=X \times \mathbb{C}$ is of linear Jacobian type at $(p, 0) \in D^{\prime}$.
(1.8) Example. Any smooth hypersurface is of linear Jacobian type. More generally, any quasi-homogeneous (with strictly positive weights) isolated singularity is of linear Jacobian type, since any reduced equation $h$ belongs to the ideal generated by the partial derivatives and so the Jacobian ideal is generated by the regular sequence $h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}$ (see Example (1.2).
(1.9) Proposition. If the divisor $D$ is of linear Jacobian type, then it is strongly Euler homogeneous.

Proof. Let $h \in \mathcal{O}_{X, p}$ be a reduced local equation of ( $D, p$ ) and $x=\left(x_{1}, \ldots, x_{d}\right)$ a system of local coordinates centered at $p$. We recall the argument in (9, Remark 1.26 (a)] for the ease of the reader. Since $h$ belongs to the integral closure of the ideal $I=\left(h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}\right)$ (cf. [33, §0.5, 1]), there is a homogeneous polynomial $F \in \mathcal{O}_{X, p}\left[s, \xi_{1}, \ldots, \xi_{d}\right]$ of degree $m>0$ such that $F\left(h, h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}\right)=0$ and $F(s, 0, \ldots, 0)=s^{m}$. Let

$$
\delta_{i}=\sum_{j=1}^{d} a_{i j} \frac{\partial}{\partial x_{j}}, \quad 1 \leq i \leq n
$$

be a system of generators of $\operatorname{Der}(-\log D)_{p}$ and let us write $\delta_{i}(h)=\alpha_{i} h$. In other words, $\left(-\alpha_{i}, a_{i 1}, \ldots, a_{i d}\right), 1 \leq i \leq n$, is a system of generators of the syzygies of $h, h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}$. From our hypothesis, the polynomial $F$ must be a linear combination of the polynomials

$$
-\alpha_{i} s+a_{i 1} \xi_{1}+\cdots+a_{i d} \xi_{d}, \quad 1 \leq i \leq m
$$

with coefficients in $\mathcal{O}_{X, p}[s, \xi]$. Putting $\xi_{1}=\cdots=\xi_{d}=0$ we deduce that at least one of the $\alpha_{i}$ must be a unit, i.e. $h \in\left(h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}\right)$ and $h$ is Euler homogeneous.

Once we know that $h$ is Euler homogeneous, let us prove that $h$ is strongly Euler homogeneous by induction on the ambient dimension $d$. The case $d=1$ is
obvious. For $d>1$, if the Euler vector field $\chi(\chi(h)=h)$ does not vanish at $p$, we can integrate it and prove that $(D, X, p) \simeq\left(D^{\prime} \times \mathbb{C}, \mathbb{C}^{d-1} \times \mathbb{C},(0,0)\right)$, where $\left(D^{\prime}, 0\right) \subset\left(\mathbb{C}^{d-1}, 0\right)$ is a germ of a divisor. First, we deduce that $D^{\prime}$ is of linear Jacobian type, and second, from the induction hypothesis, that $D^{\prime}$ is strongly Euler homogeneous and so $D$ is strongly Euler homogeneous too (see Remark (1.7).
Q.E.D.

Let us recall that a free divisor $D$ is said to be $\operatorname{Koszul}([4$, Definition 4.1.1]) at $p \in D$ if for some (and hence any) basis $\delta_{1}, \ldots, \delta_{d}$ of $\mathscr{D e r}_{\mathbb{C}}(-\log D)_{p}$, the sequence $\sigma\left(\delta_{1}\right), \ldots, \sigma\left(\delta_{d}\right)$ is regular in $\operatorname{gr} \mathscr{D}_{X, p}$. It turns out that this property is equivalent to being holonomic in the sense of Saito [15, Theorem 7.4].

The following definition is inspired by [16, Definition 7.1], which only applies to the case of linear free divisors (see also Proposition 7.2 and the subsequent remark in [16].
(1.10) Definition. Assume that $D$ is a free divisor. We say that $D$ is strongly Koszul at $p \in D$ if for some (and hence any) basis $\delta_{1}, \ldots, \delta_{d}$ of $\mathscr{D e r}_{\mathbb{C}}(-\log D)_{p}$ and for some (and hence any) reduced equation $h \in \mathcal{O}_{X, p}$ of $(D, p)$, the sequence

$$
h, \sigma\left(\delta_{1}\right)-\alpha_{1} s, \ldots, \sigma\left(\delta_{d}\right)-\alpha_{d} s, \quad \text { with } \quad \delta_{i}(h)=\alpha_{i} h,
$$

is regular in $\operatorname{gr} \mathscr{D}_{X, p}[s]$ (since the sequence is formed by homogeneous elements, its regularity does not depend on the order).
(1.11) Proposition. Assume that $D$ is a free divisor and $p \in D$. The following properties are equivalent:
(a) $D$ is of linear Jacobian type at $p$.
(b) $D$ is strongly Koszul at $p$.

Proof. Let $x_{1}, \ldots, x_{d} \in \mathcal{O}:=\mathcal{O}_{X, p}$ be a system of local coordinates centered at $p, h \in \mathcal{O}$ a reduced local equation of $D$ at $p$ and $J=\mathscr{J}_{D, p}=\left(h, h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}\right)$. Let $\left\{\delta_{i}=\sum_{j=1}^{d} a_{i j} \frac{\partial}{\partial x_{j}}\right\}_{1 \leq i \leq d}$ be a basis of $\mathscr{D} \operatorname{er}(-\log D)_{p}$, and let us write $\delta_{i}(h)=\alpha_{i} h$ and $\sigma_{i}:=\sigma\left(\delta_{i}\right)=\sum_{j=1}^{d} a_{i j} \xi_{j} \in \operatorname{gr} \mathscr{D}_{X, p}=\mathcal{O}[\xi]$. The family $\left\{\left(-\alpha_{i}, a_{i 1}, \ldots, a_{i d}\right)\right\}_{1 \leq i \leq d}$ is a basis of the syzygies of $h, h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}$.
(a) $\Rightarrow$ (b): From Proposition (1.9) we know that $h$ is Euler homogeneous, i.e. $h \in\left(h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}\right)$, and we can take $\alpha_{1}=\cdots=\alpha_{d-1}=0$ and $\alpha_{d}=1$. In other words, $\left.\left\{\left(a_{i 1}, \ldots, a_{i d}\right)\right\}_{1 \leq i \leq d-1}\right)$ is a basis of the syzygies of $h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}$.

Let $\varphi: \mathcal{O}[\xi] \rightarrow \operatorname{Rees}(J)=\mathcal{O}\left[h_{x_{1}}^{\prime} t, \ldots, h_{x_{d}}^{\prime} t\right]$ be the surjective map of $\mathcal{O}$ algebras defined by $\varphi\left(\xi_{i}\right)=h_{x_{i}}^{\prime} t$. Since $J$ is an ideal of linear type, the kernel of $\varphi$ is generated by the $\sigma_{i}, 1 \leq i \leq d-1$. So

$$
\operatorname{dim}\left(\frac{\mathcal{O}[\xi]}{\left(\sigma_{1}, \ldots, \sigma_{d-1}\right)}\right)=\operatorname{dim} \operatorname{Rees}(J)=d+1
$$

and $\sigma_{1}, \ldots, \sigma_{d-1}$ is a regular sequence in $\mathcal{O}[\xi]$.
On the other hand, since $\operatorname{ker} \varphi=\left(\sigma_{1}, \ldots, \sigma_{d-1}\right)$ is a prime ideal and $h \notin$ $\operatorname{ker} \varphi$, we deduce that $h, \sigma_{1}, \ldots, \sigma_{d-1}$ is also a regular sequence in $\mathcal{O}[\xi]$ and, indeed $h, \sigma_{1}, \ldots, \sigma_{d-1}, \sigma_{d}-s$ is a regular sequence in $\mathcal{O}[\xi, s]=\operatorname{gr} \mathscr{D}_{X, p}[s]$ and $D$ is strongly Koszul at $p$.
(b) $\Rightarrow(\mathrm{a})$ : Assume that $X$ is a small enough open neighborhood of $p, \mathscr{K}^{(1)}=$ $\left(\sigma_{1}-\alpha_{1} s, \ldots, \sigma_{d}-\alpha_{d} s\right) \subset \mathcal{O}_{X}\left[s, \xi_{1}, \ldots, \xi_{d}\right]$ and let $\mathscr{K}$ be the kernel of the canonical graded surjective map

$$
\begin{equation*}
\Phi: \mathcal{O}_{X}\left[s, \xi_{1}, \ldots, \xi_{d}\right] \rightarrow \operatorname{Rees}\left(\mathscr{J}_{D}\right), \quad s \mapsto h t, \xi_{i} \mapsto h_{x_{i}}^{\prime} t . \tag{1}
\end{equation*}
$$

The homogeneous components of $\mathscr{K}^{(1)}$ and $\mathscr{K}$ are coherent $\mathcal{O}_{X}$-modules. Since $D$ is of linear Jacobian type at any smooth point, we deduce that $\mathscr{K} / \mathscr{K}^{(1)}$ is supported by the singular locus of $D$. In particular, for any homogeneous polynomial $F \in \mathscr{K}_{p}$ there is an $N>0$ such that $h^{N} F \in \mathscr{K}_{p}^{(1)}$, but $h, \sigma_{1}-$ $\alpha_{1} s, \ldots, \sigma_{d}-\alpha_{d} s$ is a regular sequence and so $F \in \mathscr{K}_{p}^{(1)}$. We deduce that $\mathscr{K}_{p}=\mathscr{K}_{p}^{(1)}$ and $D$ is of linear Jacobian type at $p$.
Q.E.D.
(1.12) Corollary. Assume that $D$ is a free divisor and $p \in D$. The following properties are equivalent:
(a) $D$ is strongly Koszul at $p$.
(b) $D$ is Euler homogeneous at $p$ and for any reduced Euler homogeneous equation $h \in \mathcal{O}_{X, p}$ of $(D, p)$ and any basis $\delta_{1}, \ldots, \delta_{d}$ of $\mathscr{D e r}_{\mathbb{C}}(-\log D)_{p}$ with $\delta_{1}(h)=\cdots=\delta_{d-1}(h)=0$ and $\delta_{d}(h)=h$, the sequence $h, \sigma\left(\delta_{1}\right), \ldots, \sigma\left(\delta_{d-1}\right)$ is regular in $\operatorname{gr} \mathscr{D}_{X, p}$.
(c) There is a reduced equation $h \in \mathcal{O}_{X, p}$ of $(D, p)$ and a basis $\delta_{1}, \ldots, \delta_{d}$ of $\operatorname{Der}_{\mathbb{C}}(-\log D)_{p}$ with $\delta_{1}(h)=\cdots=\delta_{d-1}(h)=0$ and $\delta_{d}(h)=h$ such that the sequence $h, \sigma\left(\delta_{1}\right), \ldots, \sigma\left(\delta_{d-1}\right)$ is regular in $\operatorname{gr} \mathscr{D}_{X, p}$.

Proof. It is a straightforward consequence of Propositions (1.11) and (1.9) Q.E.D.

Let us notice that property (c) in the above corollary appeared as condition (c') in [35, Corollary 1.8].

The following notion was introduced in [28, page 257] and was called "(GK)". (1.13) Definition. Assume that $D$ is a free divisor. We say that $D$ is weakly Koszul at $p \in D$ if for some (and hence any) basis $\delta_{1}, \ldots, \delta_{d}$ of $\mathscr{D e r} \mathbb{C}_{\mathbb{C}}(-\log D)_{p}$ and some (and hence any) reduced local equation $h \in \mathcal{O}_{X, p}$ of $(D, p)$, the sequence

$$
\sigma\left(\delta_{1}\right)-\alpha_{1} s, \ldots, \sigma\left(\delta_{d}\right)-\alpha_{d} s, \quad \text { with } \quad \delta_{i}(h)=\alpha_{i} h,
$$

is regular in $\operatorname{gr} \mathscr{D}_{X, p}[s]$. We say that $D$ is weakly Koszul if it is so at any $p \in D$.
(1.14) Proposition. For a free divisor, the following implications hold:
(a) strongly Koszul $\Rightarrow$ Koszul.
(b) Koszul $\Rightarrow$ weakly Koszul.

Proof. The first implication is a consequence of Proposition (1.11) and 9, Proposition 1.27]. The second one comes from [28, Proposition 2.2.14], [9, Proposition 1.22].
Q.E.D.

The example $x_{1} x_{2}\left(x_{1}+x_{2}\right)\left(x_{1}+x_{3} x_{2}\right)=0$ is a weakly Koszul free divisor which is not Koszul [28, Example 3.1] and any non-quasihomogeneous plane curve is a Koszul free divisor non-strongly Koszul (Proposition 2.3.1 in [28]).
(1.15) Remark. Let $D$ be a free divisor and $h \in \mathcal{O}_{X, p}$ a reduced local equation of $(D, p)$. If there is a germ of vector field $\chi$ at $p$ such that $\chi(h)=h$ (i.e. $h$ is Euler homogeneous), then $D$ is weakly Koszul at $p$ if and only if for some (and hence any) basis $\delta_{1}, \ldots, \delta_{d-1}$ of germs of vector fields vanishing on $h$, the sequence $\sigma\left(\delta_{1}\right), \ldots, \sigma\left(\delta_{d-1}\right)$ is regular in $\operatorname{gr} \mathscr{D}_{X, p}$.

## 2 Logarithmic-meromorphic comparison for Bernstein modules

From now on we assume that $h:\left(\mathbb{C}^{d}, 0\right) \rightarrow(\mathbb{C}, 0)$ is a reduced local equation of a germ of a free divisor $(D, 0) \subset\left(\mathbb{C}^{d}, 0\right)$. Let us write for short $\mathcal{O}=\mathcal{O}_{\mathbb{C}^{d}, 0}, \mathscr{D}=$ $\mathscr{D}_{\mathbb{C}^{d}, 0}$ and $\mathscr{V}=\mathscr{V}_{\mathbb{C}^{d}, 0}=\mathscr{O}\left[\mathscr{D} \operatorname{er}_{\mathbb{C}}(-\log D)_{0}\right] \subset \mathscr{D}$. We consider the logarithmic Bernstein module $\mathcal{O}[s] h^{s}$ [9, §1.6], which is a $\mathscr{V}[s]$-submodule of the Bernstein $\mathscr{D}[s]$-module $\mathcal{O}\left[s, h^{-1}\right] h^{s}[2]$. Obviously $\mathcal{O}[s] h^{s}$ is generated by $h^{s}$ over $\mathscr{V}[s]$ and $\operatorname{ann}_{\mathscr{V}[s]} h^{s}$ is the left $\mathscr{V}[s]$-ideal generated by the Lie-Rinehart algebra over $(\mathbb{C}, \mathcal{O})$ (see Appendix A)

$$
\Theta_{h}:=\left\{\delta-\alpha s \mid \delta \in \mathscr{D} e r(-\log D)_{0}, \delta(h)=\alpha h\right\} \subset \mathscr{V}[s]
$$

The following result generalizes [35, Proposition 4.4] to the non-Euler homogeneous case and completes Proposition (1.11).
(2.1) Proposition. With the above hypotheses, the following properties are equivalent:
(a) $(D, 0)$ is of differential linear type and weakly Koszul.
(b) $(D, 0)$ is strongly Koszul (or equivalently, of linear Jacobian type).

Proof. (b) $\Rightarrow$ (a): It is a consequence of Propositions (1.11) (1.4) and (1.14).
(a) $\Rightarrow(\mathrm{b})$ : We follow Torrelli's argument in $3 \Rightarrow 4$ of [35, Proposition 4.4]. Let $\delta_{1}, \ldots, \delta_{d}$ be a basis of $\mathscr{D} \operatorname{er}_{\mathbb{C}}(-\log D)_{0}$ with $\delta_{i}(h)=\alpha_{i} h$ and let us write $K=\operatorname{ann}_{\mathscr{D}[s]} h^{s}$. It is clear that $\Theta_{h}$ is freely generated as $\mathcal{O}$-module by $\delta_{1}-$ $\alpha_{1} s, \ldots, \delta_{d}-\alpha_{d} s$. Since $(D, 0)$ is of differential linear type, we have $K=$ $\mathscr{D}[s] \Theta_{h}$. Since $\sigma\left(\delta_{1}\right)-\alpha_{1} s, \ldots, \sigma\left(\delta_{d}\right)-\alpha_{d} s$ is a regular sequence in $\operatorname{gr} \mathscr{D}[s]=$ $\operatorname{gr}_{F_{T}}(\mathscr{D}[s])$, we deduce that $\sigma_{F_{T}}(K)$ is the ideal of $\operatorname{gr}_{F_{T}}(\mathscr{D}[s])$ generated by $\sigma\left(\delta_{1}\right)-\alpha_{1} s, \ldots, \sigma\left(\delta_{d}\right)-\alpha_{d} s$. We know that the characteristic variety $\widetilde{W}=$ $V\left(\sigma_{F_{T}}(K)\right) \subset \mathbb{C} \times T^{*} \mathbb{C}^{d}$ of $\mathscr{D}[s] h^{s}$ is irreducible of dimension $d+1$ ([20, §5], [38, Proposition 2.3]). In fact $I(\widetilde{W})=\operatorname{ker} \Phi$, where $\Phi$ has been defined in (11). Since $\Phi(h) \neq 0$ we deduce that $\operatorname{dim} V\left(h, \sigma\left(\delta_{1}\right)-\alpha_{1} s, \ldots, \sigma\left(\delta_{d}\right)-\alpha_{d} s\right)=$ $\operatorname{dim}(W \cap V(h))=d$ and so $h, \sigma\left(\delta_{1}\right)-\alpha_{1} s, \ldots, \sigma\left(\delta_{d}\right)-\alpha_{d} s$ is a regular sequence. Q.E.D.

Let us denote by $\operatorname{Sp}_{\dot{\Theta}_{h}, \mathscr{V}[s]}=\mathscr{V}[s] \otimes_{\mathbf{U}\left(\Theta_{h}\right)} \operatorname{Sp}_{\dot{\Theta}_{h}}$, where the complex $\mathrm{Sp}_{\dot{\Theta}_{h}}$ is defined in (A.18). From Proposition 1.21 in [9, we know that $\mathrm{Sp}_{\Theta_{h}, \mathscr{V}[s]}$ becomes
a $\mathscr{V}[s]$-free resolution of $\mathscr{O}[s] h^{s}$ with the augmentation $\varepsilon^{0}: \operatorname{Sp}_{\Theta_{h}, \mathscr{V}[s]}^{0}=\mathscr{V}[s] \rightarrow$ $\mathcal{O}[s] h^{s}, \varepsilon^{0}(P)=P h^{s}$.

The proof of the following proposition is clear.
(2.2) Proposition. Under the above hypotheses, the following properties are equivalent:
(a) The canonical map $\mathscr{D}[s] \stackrel{\mathrm{\otimes}}{\mathscr{V}[s]}\left(\mathcal{O}[s] h^{s}\right) \rightarrow \mathscr{D}[s] h^{s}$ is an isomorphism in the derived category of left $\mathscr{D}[s]$-modules.
(b) The divisor $D$ is of differential linear type at 0 and the complex $\mathscr{D}[s] \otimes_{\mathscr{V}}[s]$ $\mathrm{Sp}_{\dot{\Theta}_{h}, \mathscr{V}[s]}$ is exact in degrees $\neq 0$.
(2.3) Proposition. Any germ of free divisor $(D, 0) \subset\left(\mathbb{C}^{d}, 0\right)$ of differential linear type and weakly Koszul at 0 satisfies the equivalent properties of Proposition (2.2).
Proof. To prove that the complex $\mathscr{D}[s] \otimes_{\mathscr{V}[s]} \mathrm{Sp}_{\Theta_{h}, \mathscr{V}[s]}^{\bullet}$ is exact in degrees $\neq 0$, we filter it in such a way that its graded complex is the Koszul complex associated with the sequence $\sigma\left(\delta_{1}\right)-\alpha_{1} s, \ldots, \sigma\left(\delta_{d}\right)-\alpha_{d} s$ with $\delta_{1}, \ldots, \delta_{d}$ a basis of $\mathscr{D} r_{\mathbb{C}}(-\log D)_{0}$ and $\delta_{i}(h)=\alpha_{i} h$ (see [9, Proposition 1.18]). Q.E.D.

The following corollary is a particular case of [9, Theorem 3.1].
(2.4) Corollary. Under the above hypotheses, if $(D, 0) \subset\left(\mathbb{C}^{d}, 0\right)$ is a germ of a free divisor of linear Jacobian type, then the equivalent properties of Proposition (2.2) hold.
Proof. It is clear from Proposition (2.1)
Q.E.D.
(2.5) Definition. For any polynomial $q(s) \in \mathbb{C}[s]$ we define:
(1) The $q(s)$-Bernstein module as the free $\mathcal{O}\left[s, h^{-1}\right]$-module $\mathcal{O}\left[s, h^{-1}\right] h^{q(s)}$ with basis $h^{q(s)}$ endowed with the left $\mathscr{D}[s]$-module structure given by

$$
\delta \cdot\left(a h^{q(s)}\right)=\left(\delta(a)+q(s) \delta(h) h^{-1} a\right) h^{q(s)}
$$

for any $\delta \in \operatorname{Der}_{\mathbb{C}}(\mathcal{O})$.
(2) The logarithmic $q(s)$-Bernstein module as the left $\mathscr{V}[s]$-submodule $\mathcal{O}[s] h^{q(s)}$ of the $q(s)$-Bernstein module $\mathcal{O}\left[s, h^{-1}\right] h^{q(s)}$.

It is clear that $\mathcal{O}[s] h^{q(s)}$ is generated by $h^{q(s)}$ over $\mathscr{V}[s]$ and ann $_{\mathscr{V}[s]} h^{q(s)}$ is the left $\mathscr{V}[s]$-ideal generated by the $(\mathbb{C}, \mathcal{O})$-Lie-Rinehart algebra

$$
\Theta_{h, q(s)}:=\left\{\delta-\alpha q(s) \mid \delta \in \mathscr{D} e r(-\log D)_{0}, \delta(h)=\alpha h\right\} .
$$

For any $\mathbb{C}$-algebra map $\varphi: \mathbb{C}[s] \rightarrow \mathbb{C}[s]$ let us also call $\varphi$ its trivial extensions to $\mathcal{O}[s], \mathcal{O}\left[s, h^{-1}\right], \mathscr{D}[s]$ and $\mathscr{V}[s]$. For any $q(s) \in \mathbb{C}[s]$ the map

$$
\begin{gathered}
\bar{\varphi}: a h^{q(s)} \in \mathcal{O}\left[s, h^{-1}\right] h^{q(s)} \mapsto \varphi(a) h^{\varphi(q(s))} \in \mathcal{O}\left[s, h^{-1}\right] h^{\varphi(q(s))} \\
\left(\text { resp. } \bar{\varphi}: a h^{q(s)} \in \mathcal{O}[s] h^{q(s)} \mapsto \varphi(a) h^{\varphi(q(s))} \in \mathcal{O}[s] h^{\varphi(q(s))}\right)
\end{gathered}
$$

is linear over $\varphi: \mathscr{D}[s] \rightarrow \mathscr{D}[s]$ (resp. over $\varphi: \mathscr{V}[s] \rightarrow \mathscr{V}[s]$ ):

$$
\bar{\varphi}\left(P(s) h^{q(s)}\right)=\varphi(P(s)) h^{\varphi(q(s))}, \quad P(s) \in \mathscr{D}[s] .
$$

In particular, $\bar{\varphi}\left(\mathscr{D}[s] h^{q(s)}\right) \subset \mathscr{D}[s] h^{\varphi(q(s))}$.
For any left $\mathscr{D}[s]$-module $M$, let us call $\varphi^{*}(M):=\mathscr{D}[s] \otimes_{\varphi} M$ the scalar extension associated with $\varphi: \mathscr{D}[s] \rightarrow \mathscr{D}[s]$. In $\varphi^{*}(M)$ one has $(P \varphi(Q)) \otimes m=$ $P \otimes(Q m)$ for $m \in M$ and $P, Q \in \mathscr{D}[s]$. In a similar way we define $\varphi^{*}(M):=$ $\mathscr{V}[s] \otimes_{\varphi} M$ for any left $\mathscr{V}[s]$-module $M$.

Since $\varphi\left(\Theta_{h, q(s)}\right)=\Theta_{h, \varphi(q(s))}$, the map

$$
\widetilde{\varphi}: \varphi^{*}\left(\mathcal{O}[s] h^{q(s)}\right)=\mathscr{V}[s] \otimes_{\varphi}\left(\mathcal{O}[s] h^{q(s)}\right) \rightarrow \mathcal{O}[s] h^{\varphi(q(s))}
$$

induced by $\bar{\varphi}: \mathcal{O}[s] h^{q(s)} \rightarrow \mathcal{O}[s] h^{\varphi(q(s))}$ is an isomorphism of left $\mathscr{V}[s]$-modules:

$$
\begin{aligned}
\mathscr{V}[s] \otimes_{\varphi}\left(\mathscr{O}[s] h^{q(s)}\right) & \simeq \mathscr{V}[s] \otimes_{\varphi}\left(\mathscr{V}[s] / \mathscr{V}[s] \cdot \Theta_{h, q(s)}\right) \simeq \\
\mathscr{V}[s] / \mathscr{V}[s] \cdot \varphi\left(\Theta_{h, q(s)}\right) & \simeq \mathscr{V}[s] / \mathscr{V}[s] \cdot \Theta_{h, \varphi(q(s))} \simeq \mathscr{O}[s] h^{\varphi(q(s))} .
\end{aligned}
$$

It is clear that $\varphi\left(\operatorname{ann}_{\mathscr{D}[s]} h^{q(s)}\right) \subset \operatorname{ann}_{\mathscr{D}[s]} h^{\varphi(q(s))}$. If moreover $\varphi$ is an automorphism, this inclusion becomes an equality. This shows the following lemma.
(2.6) Lemma. If $\varphi: \mathbb{C}[s] \rightarrow \mathbb{C}[s]$ is an automorphism, then the map

$$
\widetilde{\varphi}: \varphi^{*}\left(\mathscr{D}[s] h^{q(s)}\right):=\mathscr{D}[s] \otimes_{\varphi}\left(\mathscr{D}[s] h^{q(s)}\right) \rightarrow \mathscr{D}[s] h^{\varphi(q(s))}
$$

induced by $\bar{\varphi}: \mathscr{D}[s] h^{q(s)} \rightarrow \mathscr{D}[s] h^{\varphi(q(s))}$ is an isomorphism of left $\mathscr{D}[s]$-modules.
(2.7) Proposition. Assume that $\varphi: \mathbb{C}[s] \rightarrow \mathbb{C}[s]$ is an automorphism of $\mathbb{C}$-algebras. Then, the following properties are equivalent to the properties of Proposition (2.2):
(a') The canonical map $\mathscr{D}[s] \stackrel{\mathrm{Q}}{\mathscr{V}[s]}\left(\mathcal{O}[s] h^{\varphi(s)}\right) \rightarrow \mathscr{D}[s] h^{\varphi(s)}$ is an isomorphism in the derived category of left $\mathscr{D}[s]$-modules.
(b') $\operatorname{ann}_{\mathscr{D}[s]} h^{\varphi(s)}$ is the left $\mathscr{D}[s]$-ideal generated by $\Theta_{h, \varphi(s)}$ and the complex $\mathscr{D}[s] \otimes_{\mathscr{V}[s]} \mathrm{Sp}_{\dot{\Theta}_{h, \varphi(s)}, \mathscr{V}[s]}$ is exact in degrees $\neq 0$, where $\mathrm{Sp}_{\dot{\Theta}_{h, \varphi(s)}, \mathscr{V}[s]}$ is defined in a completely similar way to $\mathrm{Sp}_{\dot{\Theta}_{h}, \mathscr{Y}[s]}$.

Proof. Since $\varphi$ is an automorphism, the functors $\varphi^{*}$ are exact. On the other hand we obviously have $\varphi^{*}\left(\mathscr{D}[s] \otimes_{\mathscr{V}[s]}-\right) \simeq \mathscr{D}[s] \otimes_{\mathscr{V}[s]} \varphi^{*}(-)$ and so

The equivalence between ( $\mathrm{a}^{\prime}$ ) and property (a) in Proposition (2.2) comes from Lemma (2.6). The equivalence between ( $\mathrm{a}^{\prime}$ ) and ( $\mathrm{b}^{\prime}$ ) comes from the fact that $\mathrm{Sp}_{\dot{\Theta}_{h, \varphi(s)}, \mathscr{C}[s]}$ is a free resolution of the left $\mathscr{V}[s]$-module $\mathcal{O}[s] h^{\varphi(s)}$. Let us also notice that $\operatorname{Sp}_{\dot{\Theta}_{h, \varphi(s)}, \mathscr{V}[s]} \simeq \varphi^{*}\left(\operatorname{Sp}_{\dot{\Theta}_{h}, \mathscr{V}[s]}\right)$.
Q.E.D.

## 3 Duality

In this section we first state the duality formula associated with the ring extension $\mathscr{V}[s] \subset \mathscr{D}[s]$, which is a particular case of the duality formula in [8, th. (4.5)]. We refer to Appendix A for the details. As an application, we compute the $\mathscr{D}[s]$-dual of $\mathscr{D}[s] h^{\varphi(s)}$, for $\varphi$ and automorphism of the $\mathbb{C}$-algebra $\mathbb{C}[s]$, under the assumption that the equivalent properties of Proposition (2.2) hold.

We keep the notations of $\S_{2}$. The free $\mathcal{O}$-modules $L=\mathscr{D} \operatorname{er}_{\mathbb{C}}(-\log D)_{0}$ and $L^{\prime}=\operatorname{Der}_{\mathbb{C}}\left(\mathcal{O}_{X}\right)_{0}=\operatorname{Der}_{\mathbb{C}}(\mathcal{O})$ are $(\mathbb{C}, \mathcal{O})$-Lie-Rinehart algebras whose enveloping (or universal) algebras are respectively $\mathscr{V}$ and $\mathscr{D}$ (see Example (A.1)). By the scalar extension $\mathbb{C} \rightarrow \mathbb{C}[s]$ we obtain the $(\mathbb{C}[s], \mathcal{O}[s])$-Lie-Rinehart algebras $\mathscr{L}:=L[s]$ and $\mathscr{L}^{\prime}:=L^{\prime}[s]=\operatorname{Der}_{\mathbb{C}[s]}(\mathcal{O}[s])$, and their enveloping algebras are respectively $\mathscr{V}[s]$ and $\mathscr{D}[s]$. Here, the filtrations in $\mathscr{V}[s]$ and $\mathscr{D}[s]$ are induced by the usual order of differential operators and, in both cases, the 0-step of the filtration is $\mathcal{O}[s]$. If we consider the "total order filtration" in both rings (the total order of $s$ is 1 ), then they appear as the enveloping algebras of the ( $\mathbb{C}, \mathcal{O}$ )-Lie-Rinehart algebras $F^{1} \mathscr{V}=\mathcal{O} \oplus \mathscr{D e r} \mathbb{C}(-\log D)_{0}$ and $F^{1} \mathscr{D}=\mathcal{O} \oplus \operatorname{Der}_{\mathbb{C}}(\mathcal{O})$ respectively.

The rings $\mathscr{V}[s]$ and $\mathscr{D}[s]$ are left and right Noetherian of finite global homological dimension (see Proposition (A.25)

The dualizing modules of $L^{\prime}$ and $L$ (Definition (A.22)) are $\omega_{L^{\prime}}=\bigwedge^{d} \Omega_{\mathbb{C}^{d}, 0}^{1}=$ $\Omega_{\mathbb{C}^{d}, 0}^{d}$ and $\omega_{L}=\bigwedge^{d} \Omega_{\mathbb{C}^{d}, 0}^{1}(-\log D)=\Omega_{\mathbb{C}^{d}, 0}^{d}(-\log D)$. By scalar extension, the dualizing modules of $\mathscr{L}$ and $\mathscr{L}^{\prime}$ are $\omega_{\mathscr{L}}=\omega_{L}[s]$ and $\omega_{\mathscr{L}^{\prime}}=\omega_{L^{\prime}}[s]$.

If $\mathscr{M}$ is a left $\mathscr{D}[s]$-module (resp. a left $\mathscr{V}[s]$-modules) free of finite rank over $\mathcal{O}[s]$, the left $\mathscr{D}[s]$-module (resp. left $\mathscr{V}[s]$-module) $\operatorname{Hom}_{\mathscr{O}[s]}(\mathscr{M}, \mathcal{O}[s])$ (see (A.2) will be denoted by $\mathscr{M}^{*}$.

Let $D_{f}^{b}(\mathscr{V}[s])$ and $D_{f}^{b}(\mathscr{D}[s])$ be respectively the bounded derived categories of left $\mathscr{V}[s]$-modules and of left $\mathscr{D}[s]$-modules with finitely generated cohomologies. The following definition is a particular case of Definition (A.26).
(3.1) Definition. The duality functors $\mathbb{V}: D_{f}^{b}(\mathscr{V}[s]) \rightarrow D_{f}^{b}(\mathscr{V}[s])$ and $\mathbb{D}$ : $D_{f}^{b}(\mathscr{D}[s]) \rightarrow D_{f}^{b}(\mathscr{D}[s])$ are defined by

$$
\mathbb{V}(\mathscr{M})=\left(R \operatorname{Hom}_{\mathscr{V}[s]}(\mathscr{M}, \mathscr{V}[s])[d]\right)^{\text {left }}, \quad \mathbb{D}(\mathscr{M})=\left(R \operatorname{Hom}_{\mathscr{D}[s]}(\mathscr{M}, \mathscr{D}[s])[d]\right)^{\text {left }}
$$

The above functors are contravariant involutive triangulated functors.
(3.2) Remark. Since $\mathbb{C}[s]$ is contained in the center of the rings $\mathscr{V}[s]$ and $\mathscr{D}[s]$, the abelian categories of left (or right) modules over these rings are $\mathbb{C}[s]$-linear, i.e. the set of morphisms between two objects is not only an abelian group, but also a $\mathbb{C}[s]$-module, and the composition of morphisms is $\mathbb{C}[s]$-bilinear. This enriched structure is inherited by the triangulated categories $D_{f}^{b}(\mathscr{V}[s])$ and $D_{f}^{b}(\mathscr{D}[s])$ and functors $\mathbb{V}$ and $\mathbb{D}$ are easily seen to be $\mathbb{C}[s]$-linear.

The following proposition is a particular case of Proposition (A.27)
(3.3) Proposition. Let $\mathscr{M}$ be a left $\mathscr{V}[s]$-module (resp. a left $\mathscr{D}[s]$-module). If $\mathscr{M}$ is free of finite rank over $\mathcal{O}[s]$, we have a canonical $\mathscr{V}[s]$-isomorphism (resp. $\mathscr{D}[s]$-isomorphism $) \mathbb{V}(\mathscr{M}) \simeq \mathscr{M}^{*}\left(\right.$ resp. $\left.\mathbb{D}(\mathscr{M}) \simeq \mathscr{M}^{*}\right)$.

The above proposition gives for $\mathscr{M}=\mathcal{O}[s]$ canonical isomorphisms $\mathbb{V}(\mathcal{O}[s]) \simeq$ $\mathcal{O}[s], \mathbb{D}(\mathcal{O}[s]) \simeq \mathscr{O}[s]$.

Let us write $\mathcal{O}(D)$ for the stalk at the origin of the integrable logarithmic connection $\mathcal{O}_{\mathbb{C}^{d}}(D)$ (see [7, §1.2]).
(3.4) Theorem. For any complex $\mathscr{M}$ in $D_{f}^{b}(\mathscr{V}[s])$ we have a canonical isomorphism in $D_{f}^{b}(\mathscr{D}[s])$

$$
\mathbb{D}\left(\mathscr{D}[s] \otimes_{\mathscr{V}[s]}^{\mathrm{L}} \mathscr{M}\right) \simeq \mathscr{D}[s] \otimes_{\mathscr{V}[s]}^{\mathrm{L}}\left(\mathcal{O}(D)[s] \otimes_{\mathscr{O}[s]} \mathbb{V}(\mathscr{M})\right) .
$$

Proof. It is a particular case of Theorem (A.32). We only need to observe that the relative dualizing module is in this case $\omega_{\mathscr{L}^{\prime} / \mathscr{L}}=\omega_{L^{\prime} / L}[s]=\mathcal{O}(D)[s]$ (see Example (A.29).
Q.E.D.
(3.5) Corollary. For any polynomial $q(s) \in \mathbb{C}[s]$, there is a canonical isomorphism

$$
\mathbb{D}\left(\mathscr{D}[s] \stackrel{\mathrm{Q}}{\mathscr{V}[s]} \mathcal{O}[s] h^{q(s)}\right) \simeq \mathscr{D}[s] \stackrel{\mathrm{\otimes}}{\mathscr{V}[s]} \mathcal{O}[s] h^{-q(s)-1} .
$$

Proof. It is a consequence of the canonical isomorphisms $\mathbb{V}\left(\mathcal{O}[s] h^{q(s)}\right) \simeq$ $\left(\mathcal{O}[s] h^{q(s)}\right)^{*} \simeq \mathcal{O}[s] h^{-q(s)}$ and $\mathcal{O}(D)[s] \otimes_{\mathscr{O}[s]} \mathcal{O}[s] h^{-q(s)} \simeq \mathcal{O}[s] h^{-q(s)-1}$. Q.E.D.
(3.6) Corollary. Under the above hypotheses, assume that our germ $h$ : $\left(\mathbb{C}^{d}, 0\right) \rightarrow(\mathbb{C}, 0)$ satisfies the equivalent properties of Proposition (2.2) and let $\varphi: \mathbb{C}[s] \rightarrow \mathbb{C}[s]$ be an automorphism of $\mathbb{C}$-algebras. Then, there is a canonical isomorphism

$$
\mathbb{D}\left(\mathscr{D}[s] h^{\varphi(s)}\right) \simeq \mathscr{D}[s] h^{-\varphi(s)-1}
$$

Proof. It is a consequence of Corollary (3.5) and Proposition (2.7).
Q.E.D.

## 4 The symmetry of Bernstein-Sato polynomials

In this section we keep the notations of 83 ,
(4.1) Theorem. Let $h:\left(\mathbb{C}^{d}, 0\right) \rightarrow(\mathbb{C}, 0)$ be a non-constant reduced germ of holomorphic function such that the divisor $D=h^{-1}(0)$ is free and satisfies the equivalent properties of Proposition (2.2). Then its Bernstein-Sato polynomial satisfies the equality $b(s)= \pm b(-s-2)$.
Proof. Let us consider the exact sequence of left $\mathscr{D}[s]$-modules

$$
0 \rightarrow \mathscr{D}[s] h^{s+1} \rightarrow \mathscr{D}[s] h^{s} \rightarrow \mathscr{Q}:=\left(\mathscr{D}[s] h^{s}\right) /\left(\mathscr{D}[s] h^{s+1}\right) \rightarrow 0 .
$$

The Bernstein-Sato polynomial $b(s)$ of $h$ is by definition the minimal polynomial of the action of $s$ on $\mathbb{Q}$. By applying the duality functor $\mathbb{D}$ we obtain a triangle

$$
\mathbb{D}(\mathbb{Q}) \rightarrow \mathbb{D}\left(\mathscr{D}[s] h^{s}\right) \rightarrow \mathbb{D}\left(\mathscr{D}[s] h^{s+1}\right) \xrightarrow{+1}
$$

and from Corollary (3.6) we deduce that the second arrow corresponds to the inclusion $\mathscr{D}[s] h^{-s-1} \rightarrow \mathscr{D}[s] h^{-s-2}, \mathbb{D}(\mathscr{Q})$ is concentrated in degree 1 and there is an exact sequence of left $\mathscr{D}[s]$-modules

$$
0 \rightarrow \mathscr{D}[s] h^{-s-1} \rightarrow \mathscr{D}[s] h^{-s-2} \rightarrow \mathbb{D}^{1}(\mathbb{Q}) \rightarrow 0
$$

Let us call $\varphi: \mathbb{C}[s] \rightarrow \mathbb{C}[s]$ the automorphism of $\mathbb{C}$-algebras determined by $\varphi(s)=-s-2$. From Lemma (2.6) we deduce that $\varphi^{*}(\mathbb{Q}) \simeq \mathbb{D}^{1}(\mathbb{Q})$ and so the minimal polynomial of the action of $s$ on $\mathbb{D}^{1}(\mathbb{Q})$ is $\varphi(b(s))=b(-s-2)$.

On the other hand, if we call $\mu_{s}: \mathbb{Q} \rightarrow \mathbb{Q}$ and $\nu_{s}: \mathbb{D}^{1}(\mathbb{Q}) \rightarrow \mathbb{D}^{1}(\mathbb{Q})$ the actions of $s$, we have (see Remark (3.2) $b\left(\nu_{s}\right)=b\left(s \cdot \operatorname{Id}_{\mathbb{D}^{1}(\mathbb{Q})}\right)=b\left(\mathbb{D}^{1}\left(s \cdot \operatorname{Id}_{\mathbb{Q}}\right)\right)=$ $b\left(\mathbb{D}^{1}\left(\mu_{s}\right)\right)=\mathbb{D}^{1}\left(b\left(\mu_{s}\right)\right)=0$. We conclude that $b(s)$ is a multiple of $b(-s-2)$ and so $b(s)= \pm b(-s-2)$.
Q.E.D.
(4.2) Corollary. Let $(D, 0) \subset\left(\mathbb{C}^{d}, 0\right)$ be a germ of a free divisor of linear Jacobian type. Then its Bernstein-Sato polynomial satisfies the equality $b(s)=$ $\pm b(-s-2)$.
(4.3) Corollary. Under the hypotheses of Theorem (4.1) the Bernstein-Sato polynomial of $h$ has no roots less or equal than -2 .
(4.4) Remark. Let us notice that the above corollary implies that -1 is the only integer root of the Bernstein-Sato polynomial of $h$. It applies in particular to the case of (weakly) Koszul free divisors of differential linear type (or equivalently, to free divisors of linear Jacobian type; see Proposition (2.1) and so it answers (partially) the question stated in [35, Remark 4.7].
(4.5) Corollary. Let $D \subset X$ be a free divisor and assume that the equivalent properties of Proposition (2.2) hold for some (and hence any) local reduced equation of $D$ at each point $p \in D$. Then, the canonical map $\mathscr{D}_{X} \stackrel{\mathbf{L}}{\otimes_{V_{X}}} \mathcal{O}_{X}(D) \rightarrow$ $\mathcal{O}_{X}[\star D]$ is an isomorphism and the logarithmic comparison theorem holds.
Proof. The problem being local, we can assume that $p=0 \in \mathbb{C}^{d}$ and $(D, 0) \subset$ $\left(\mathbb{C}^{d}, 0\right)$ is given by a reduced equation $h \in \mathcal{O}$. Since -1 is the smallest integer root of the Bernstein-Sato polynomial of $h$, we deduce that the $\mathscr{D}$-module $\mathcal{O}[\star D]$ is generated by $h^{-1}$ and that ann $n_{\mathscr{D}} h^{-1}$ is obtained from $\mathrm{ann}_{\mathscr{D}[s]} h^{s}$ by specializing $s=-1$ (cf. [34, Proposition 3.1]), and so $\mathrm{ann}_{\mathscr{D}} h^{-1}$ is generated by order 1 differential operators. In other words, the canonical map $\mathscr{D} \otimes_{\mathscr{V}} \mathcal{O}(D) \rightarrow \mathcal{O}[\star D]$ is an isomorphism of left $\mathscr{D}$-modules.

In order to prove that the complex $\mathscr{D} \stackrel{\mathbf{L}}{\otimes_{\mathscr{V}}} \mathcal{O}(D)$ is concentrated in degree 0 , we proceed as in [28, Proposition 2.2.17]. First, since $\mathcal{O}[s] h^{s}$ has no $(s+1)$ torsion, we have

and second

$$
\begin{aligned}
& \mathscr{D} \stackrel{\mathbf{L}}{\otimes_{\mathscr{V}} \mathcal{O}(D)} \simeq \cdots \simeq \mathscr{D} \stackrel{\mathbf{\otimes}}{\mathscr{V}}^{\mathbf{L}}(\mathscr{V}[s] / \mathscr{V}[s](s+1)) \stackrel{\mathbf{\otimes}}{\mathscr{V}}[s]^{\underline{O}[s] h^{s} \simeq}
\end{aligned}
$$

$$
\begin{aligned}
& (\mathscr{D}[s] / \mathscr{D}[s](s+1)) \stackrel{\mathbf{L}}{\mathscr{D}[s]}^{D}[s] h^{s},
\end{aligned}
$$

but $\mathscr{D}[s] h^{s} \subset \mathscr{O}\left[s, h^{-1}\right] h^{s}$ has no $(s+1)$-torsion and so the last complex is concentrated in degree 0 .

The last statement is a consequence of [7, Theorem 4.1].
Q.E.D.
(4.6) Remark. Let us notice that, after Corollary (2.4), the above corollary applies to free divisors of linear Jacobian type, and so to locally quasi-homogeneous free divisors [6, Theorem 5.6]. In particular, it answers the missing point in [9, Remark 1.25] and gives a purely algebraic proof of the logarithmic comparison theorem in 10.

The following result generalizes [16, Theorem 1.6] for any Koszul free divisor, non-necessarily reductive linear, and [28, Proposition 2.3.1] for higher dimension. It also improves [35, Corollary 1.8].
(4.7) Theorem. Let $D \subset X$ be a Koszul free divisor. The following properties are equivalent:
(a) $D$ is strongly Euler homogeneous.
(b) $D$ is of linear Jacobian type.
(c) $D$ is strongly Koszul.
(d) $D$ is of differential linear type.
(e) D satisfies the logarithmic comparison theorem.

Proof. (a) $\Rightarrow$ (b) We adapt the proof for locally quasi-homogeneous free divisors of [6, Theorem 5.6] to the case of strongly Euler homogeneous free divisors. We proceed by induction on $\operatorname{dim} X$. For $\operatorname{dim} X=2$ the result is known (cf. [28, Proposition 2.3.1]). Assume that the result is true whenever the ambient manifold has dimension $d-1$ and assume now that $\operatorname{dim} X=d \geq 3$.

Let $p \in D$ be a point. The question being local, we can assume that $X \subset \mathbb{C}^{d}$ is a small open neighborhood of $p=0 \in D$. Let $h: X \rightarrow \mathbb{C}$ be a reduced equation of $D$ and $\mathscr{J}_{D}=\left(h, h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}\right) \subset \mathcal{O}_{X}$ its Jacobian. Let $\left\{\delta_{i}=\sum_{j=1}^{d} a_{i j} \frac{\partial}{\partial x_{j}}\right\}_{1 \leq i \leq d}$ be a basis of $\Gamma\left(X, \mathscr{D e r}_{\mathbb{C}}(-\log D)\right)$. Since $D$ is strongly Euler homogeneous we can take $\delta_{i}(h)=0$ for all $i=1, \ldots, d-1$, $\delta_{d}(h)=h$ and $a_{d 1}(0)=\cdots=a_{d d}(0)=0$. In particular $h \in\left(h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}\right)$ and $\mathscr{J}_{D}=\left(h_{x_{1}}^{\prime}, \ldots, h_{x_{d}}^{\prime}\right)$.

The kernel of the natural map $\mathscr{D e r}_{\mathbb{C}}\left(\mathcal{O}_{X}\right) \rightarrow \mathscr{J}_{D}$ sending any derivation $\delta$ to $\delta(h)$ coincides with the free $\mathcal{O}_{X}$-submodule $\widetilde{\Theta}_{h} \subset \operatorname{Der}_{\mathbb{C}}(-\log D)$ generated by $\delta_{1}, \ldots, \delta_{d-1}$ and $\mathscr{D e r} \mathbb{C}_{\mathbb{C}}(-\log D)=\widetilde{\Theta}_{h} \oplus \mathcal{O}_{X} \delta_{d}$. Let us call

$$
\widetilde{\Phi}: \operatorname{Sym} \mathscr{D e r}_{\mathbb{C}}\left(\mathcal{O}_{X}\right)=\operatorname{gr} \mathscr{D}_{X}=\mathcal{O}_{X}[\xi] \rightarrow \operatorname{Rees}\left(\mathscr{J}_{D}\right), \quad \widetilde{\Phi}\left(\xi_{j}\right)=h_{x_{j}}^{\prime} t
$$

the induced graded map, which is surjective.
Let us consider the augmented Koszul complex over gr $\mathscr{D}_{X}=\mathscr{O}_{X}[\xi]$ associ-
ated with $\widetilde{\Theta}_{h} \equiv \sigma\left(\widetilde{\Theta}_{h}\right) \subset \operatorname{gr}^{1} \mathscr{D}_{X}$

$$
\begin{gathered}
\mathbf{K}^{\bullet}:=0 \rightarrow \operatorname{gr} \mathscr{D}_{X} \otimes_{{\sigma_{X}}} \bigwedge^{d-1} \widetilde{\Theta}_{h} \xrightarrow{d_{-d+1}} \cdots \xrightarrow{d_{-2}} \operatorname{gr} \mathscr{D}_{X} \otimes_{\mathscr{O}_{X}} \bigwedge^{1} \widetilde{\Theta}_{h} \xrightarrow{d_{-1}} \\
\quad \xrightarrow{d_{-1}} \operatorname{gr} \mathscr{D}_{X} \xrightarrow{d_{0}} \operatorname{Rees}\left(\mathscr{L}_{D}\right) \rightarrow 0, \\
d_{-k}\left(F \otimes\left(\sigma_{1} \wedge \cdots \wedge \sigma_{k}\right)\right)=\sum_{i=1}^{k}(-1)^{i-1} F \sigma_{i} \otimes\left(\sigma_{1} \wedge \cdots \widehat{\sigma}_{i} \cdots \wedge \sigma_{k}\right)
\end{gathered}
$$

with augmentation $d_{0}=\widetilde{\Phi}$. Since $D$ is Koszul, $\sigma\left(\delta_{1}\right), \ldots, \sigma\left(\delta_{d-1}\right)$ is a regular sequence and so $\mathbf{K}^{\bullet}$ is exact in degrees $\leq-1$. It is also exact in degrees $\geq 1$ because $\widetilde{\Phi}$ is surjective.

In order to prove that $D$ is of linear Jacobian type we need to prove that $\mathbf{K}^{\bullet}$ is exact in degree 0 , but for that it is enough to prove the exactness at any point $q \in X-\{0\}$. This reduction is given in [6, Proposition 5.4] and we recall its proof, based on a local cohomology argument.

The complex $\mathbf{K}^{\bullet}$ is graded with $\mathbf{K}_{m}^{-j}=\operatorname{gr}^{m-j} \mathscr{D}_{X} \otimes_{\boldsymbol{O}_{X}} \bigwedge^{j} \widetilde{\Theta}_{h}, j=0, \ldots, d-1$ and $\mathbf{K}_{m}^{1}=\mathscr{L}_{D}^{m} t^{m}$, for $m \geq 0$, and the reduction can be done on each degree. For each $m \geq 0$, let us consider the short sequence of coherent sheaves

$$
\begin{equation*}
0 \rightarrow \operatorname{Im} d_{-1}^{m} \rightarrow \mathbf{K}_{m}^{0}=\operatorname{gr}^{m} \mathscr{D}_{X} \xrightarrow{d_{0}^{m}} \mathbf{K}_{m}^{1}=\mathscr{J}_{D}^{m} t^{m} \rightarrow 0 \tag{2}
\end{equation*}
$$

and assume it is exact on $X-\{0\}$. Since $H_{0}^{i}\left(\mathcal{O}_{X}\right)=0$ for $i \neq d$ and the complex $\mathbf{K}^{\bullet}$ is exact in degrees $\leq-1$, we deduce that $H_{0}^{1}\left(\operatorname{Im} d_{-1}^{m}\right)=0$. On the other hand, the sheaves $\operatorname{Im} d_{-1}^{m}$ and $\mathbf{K}_{m}^{0}$ have no sections supported by the origin because both are subsheaves of locally free $\mathcal{O}_{X}$-modules. By using that $d_{0}^{m}$ is surjective and the long exact sequences associated with local cohomology, we deduce that (2) is exact everywhere (cf. [22, (8.14)]).

Let us now prove that $\mathbf{K}^{\bullet}$ is exact on $X-\{0\}$. The exactness on $X-D$ is clear. Let $q \in D-\{0\}$ be a point. From the Koszul hypothesis we know (cf. [6, Corollary 1.9]) that the zero locus of the symbols $\sigma\left(\delta_{i}\right)=\sum_{j=1}^{d} a_{i j} \xi_{j}$, $i=1, \ldots, d$, in the cotangent bundle $T^{*} X$ has dimension $d$, and so the zero locus of the coefficients $a_{i j}, i, j=1, \ldots, d$, is the origin and there is a logarithmic derivation with respect to $D$ non-vanishing at $q$. We can integrate it and deduce that $(X, D, p)$ is analytically isomorphic to $\left(\mathbb{C}^{d-1} \times \mathbb{C}, D^{\prime} \times \mathbb{C},(0,0)\right)$, where $\left(D^{\prime}, 0\right) \subset\left(\mathbb{C}^{d-1}, 0\right)$ is a germ of hypersurface. It is easy to see that $\left(D^{\prime}, 0\right)$ is again a germ of Koszul free divisor (cf. [6, Proposition 1.10]) and strongly Euler homogeneous (cf. Remark (1.7)). By the induction hypothesis, we deduce that $\left(D^{\prime}, 0\right)$ is of linear Jacobian type. So $D$ is of linear Jacobian type at $q$ and $\mathbf{K}^{\bullet}$ is exact in degree 0 at $q$.
Equivalences $(\mathrm{b}) \Leftrightarrow(\mathrm{c}),(\mathrm{c}) \Leftrightarrow(\mathrm{d})$ have been proven respectively in Proposition (1.11) and Proposition (2.1).
$(\mathrm{d}) \Rightarrow(\mathrm{e})$ It is a consequence of Corollary (4.5) and Corollary (2.4)
(e) $\Rightarrow$ (a) We proceed by induction on $\operatorname{dim} X$. If $\operatorname{dim} X=2$ we know from [5] that $D$ is locally quasi-homogeneous and so it is strongly Euler homogeneous. Assume that the implication $(\mathrm{e}) \Rightarrow(\mathrm{a})$ is true whenever the dimension of the
ambient manifold is $d-1$ and assume now that $\operatorname{dim} X=d \geq 3$. From 7, Corollary 4.3] or [12, Criterion 4.1] we deduce that the differential operators annihilating $h^{-1}$, where $h$ is a reduced equation of our divisor $D$, are generated by order one operators, and from [35, Corollary 1.8] we conclude that $D$ is Euler homogeneous. It remains to prove that for any point $p \in D$ there is an Euler vector field with respect to some (and hence, for any) reduced equation of $(D, p)$, vanishing on $p$. Let us take a such reduced equation $h=0$ and an Euler vector field $\chi$ on a neighborhood of $p$ such that $\chi(h)=h$. If $\chi$ vanishes at $p$, we are done. If not, we can integrate $\chi$ and deduce that ( $X, D, p$ ) is analytically isomorphic to $\left(\mathbb{C}^{d-1} \times \mathbb{C}, D^{\prime} \times \mathbb{C},(0,0)\right)$, where $\left(D^{\prime}, 0\right) \subset\left(\mathbb{C}^{d-1}, 0\right)$ is a germ of hypersurface. We deduce as before that $\left(D^{\prime}, 0\right)$ is again a germ of Koszul free divisor, and from Proposition (4.8), $D^{\prime}$ satisfies the logarithmic comparison theorem. By the induction hypothesis, $D^{\prime}$ is strongly Euler homogeneous and so $D$ is also strongly Euler homogeneous.
Q.E.D.

Here we include a well known result, but for which we have not found an explicit statement in the literature.
(4.8) Proposition. Let $D \subset X$ be a divisor. The following properties are equivalent:
(a) The logarithmic comparison theorem holds for $D \subset X$.
(b) The logarithmic comparison theorem holds for $D \times \mathbb{C} \subset X \times \mathbb{C}$.

Proof. Let us call $\widetilde{X}=X \times \mathbb{C}, \pi: \widetilde{X} \rightarrow X$ the projection and $\widetilde{D}=D \times \mathbb{C}=$ $\pi^{-1}(D)$. We proceed as in [10, Lemma 2.2]. There are natural inclusions

$$
\pi^{-1} \Omega_{X}^{\bullet}(\log D) \subset \Omega_{\widetilde{X}}^{\bullet}(\log \widetilde{D}), \pi^{-1} \Omega_{X}^{\bullet}(\star D) \subset \Omega_{\widetilde{X}}^{\bullet}(\star \widetilde{D})
$$

which are quasi-isomorphisms. So, the following properties are equivalent:
(a) The logarithmic comparison theorem holds for $D \subset X$, i.e the inclusion $\Omega_{X}^{\bullet}(\log D) \rightarrow \Omega_{X}^{\bullet}(\star D)$ is a quasi-isomorphism.
(a') The inclusion $\pi^{-1} \Omega_{X}^{\bullet}(\log D) \rightarrow \pi^{-1} \Omega_{X}^{\bullet}(\star D)$ is a quasi-isomorphism.
(b) The logarithmic comparison theorem holds for $D \times \mathbb{C} \subset X \times \mathbb{C}$, i.e. the inclusion $\Omega_{\widetilde{X}}^{\bullet}(\log \widetilde{D}) \rightarrow \Omega_{\widetilde{X}}^{\bullet}(\star \widetilde{D})$ is a quasi-isomorphism.
Q.E.D.

## 5 The case of logarithmic connections

In this section we generalize the preceding results to the case of integrable logarithmic connections. Proofs remain essentially the same and will be only sketched. This generalization is based on [9, Theorem 3.1, Corollary 3.2], and so we will assume that our germ of free divisor $(D, 0) \subset\left(\mathbb{C}^{d}, 0\right)$, with reduced equation $h:\left(\mathbb{C}^{d}, 0\right) \rightarrow(\mathbb{C}, 0)$, is of linear Jacobian type. We keep the notations of $\$ 2$ and $\$ 3$

Let $\mathscr{E}$ be a germ at 0 of integrable logarithmic connection with respect $D$, i.e. $\mathscr{E}$ is a free $\mathscr{O}$-module of finite rank endowed with a left $\mathscr{V}$-module structure. As
explained in [9, §3.1], we consider the logarithmic Bernstein-Kashiwara module $\mathscr{E}[s] h^{s}$ inside the meromorphic connection $\mathscr{E}\left[s, h^{-1}\right] h^{s}$. Corollary 3.2 in [9] tells us that the canonical map
is an isomorphism in $D_{f}^{b}(\mathscr{D}[s])$.
More generally, for any $q(s) \in \mathbb{C}[s]$ we consider the $q(s)$-Bernstein module associated with $\mathscr{E}$
$\mathscr{E}[s] h^{q(s)}:=\mathscr{E}[s] \otimes_{\mathscr{O}[s]} \mathcal{O}[s] h^{q(s)} \subset \mathscr{E}\left[s, h^{-1}\right] h^{q(s)}:=\mathscr{E}\left[s, h^{-1}\right] \otimes_{\mathscr{O}[s]} \mathcal{O}\left[s, h^{-1}\right] h^{q(s)}$
as in Definition (2.5). In the same way as in Lemma (2.6) and Proposition (2.7) we prove that for any automorphism of $\mathbb{C}$-algebras $\varphi: \mathbb{C}[s] \rightarrow \mathbb{C}[s]$ the canonical map

$$
\begin{equation*}
\varphi^{*}\left(\mathscr{D}[s] \mathscr{E}[s] h^{q(s)}\right):=\mathscr{D}[s] \otimes_{\varphi}\left(\mathscr{D}[s] \mathscr{E}[s] h^{s}\right) \rightarrow \mathscr{D}[s] \mathscr{C}[s] h^{\varphi(q(s))} \tag{3}
\end{equation*}
$$

induced by $\bar{\varphi}: \mathcal{O}\left[s, h^{-1}\right] h^{q(s)} \rightarrow \mathcal{O}\left[s, h^{-1}\right] h^{\varphi(q(s))}$ is an isomorphism of left $\mathscr{D}[s]-$ modules. Also, the canonical map

$$
\mathscr{D}[s] \otimes_{\mathscr{V}[s]}^{\mathbf{L}}\left(\mathscr{E}[s] h^{\varphi(s)}\right) \rightarrow \mathscr{D}[s] \mathscr{E}[s] h^{\varphi(s)}
$$

is an isomorphism in the derived category of left $\mathscr{D}[s]$-modules. As in Corollary (3.6) we obtain a canonical isomorphism

$$
\mathbb{D}\left(\mathscr{D}[s] \mathscr{E}[s] h^{\varphi(s)}\right) \simeq \mathscr{D}[s] \mathscr{C}^{*}[s] h^{-\varphi(s)-1}
$$

Recall that the Bernstein-Sato polynomial of $\mathscr{E}$ is defined as the minimal polynomial of the action of $s$ on the quotient $Q_{\mathscr{E}}:=\mathscr{D}[s] \mathscr{C}[s] h^{s} / \mathscr{D}[s] \mathscr{E}[s] h^{s+1}$ and it is denoted by $b_{\mathscr{E}}(s)$ [9, Remark 3.5]. The existence of a non-zero $b_{\mathscr{E}}(s)$ is a straightforward consequence of the existence of non-trivial Bernstein-Sato functional equations with respect to sections of holonomic $\mathscr{D}$-modules ([21, Theorem 2.7]; see also [25]).

Now we are ready to state and prove the announced extension of Theorem (4.1) to the case of arbitrary logarithmic connections.
(5.1) Theorem. Let $(D, 0) \subset\left(\mathbb{C}^{d}, 0\right)$ be a germ of a free divisor of linear Jacobian type with reduced equation $h:\left(\mathbb{C}^{d}, 0\right) \rightarrow(\mathbb{C}, 0)$ and $\mathscr{E}$ a germ at 0 of integrable logarithmic connection with respect to D. Then the Bernstein-Sato polynomials of $\mathscr{E}$ and of its dual $\mathscr{E}^{*}$ are related by the equality

$$
b_{\mathscr{\delta}}(s)= \pm b_{\mathscr{8} *}(-s-2)
$$

Proof. We proceed as in the proof of Theorem (4.1). Let us consider the exact sequence of left $\mathscr{D}[s]$-modules

$$
0 \rightarrow \mathscr{D}[s] \mathscr{E}[s] h^{s+1} \rightarrow \mathscr{D}[s] \mathscr{E}[s] h^{s} \rightarrow \mathbb{Q}_{\mathscr{E}} \rightarrow 0
$$

By applying the duality functor $\mathbb{D}$ we obtain a triangle

$$
\mathbb{D}\left(Q_{\mathscr{E}}\right) \rightarrow \mathbb{D}\left(\mathscr{D}[s] \mathscr{E}[s] h^{s}\right) \rightarrow \mathbb{D}\left(\mathscr{D}[s] \mathscr{E}[s] h^{s+1}\right) \xrightarrow{+1}
$$

in which the second arrow corresponds to the inclusion $\mathscr{D}[s] \mathscr{C}^{*}[s] h^{-s-1} \rightarrow$ $\mathscr{D}[s] \mathscr{E}^{*}[s] h^{-s-2}, \mathbb{D}\left(Q_{\mathscr{E}}\right)$ is concentrated in degree 1 and there is an exact sequence of left $\mathscr{D}[s]$-modules

$$
0 \rightarrow \mathscr{D}[s] \mathscr{E}^{*}[s] h^{-s-1} \rightarrow \mathscr{D}[s] \mathscr{E}^{*}[s] h^{-s-2} \rightarrow \mathbb{D}^{1}\left(Q_{\mathscr{E}}\right) \rightarrow 0
$$

Let $\varphi: \mathbb{C}[s] \rightarrow \mathbb{C}[s]$ be the automorphism of $\mathbb{C}$-algebras determined by $\varphi(s)=$ $-s-2$ and let us consider the exact sequence of left $\mathscr{D}[s]$-modules

$$
0 \rightarrow \mathscr{D}[s] \mathscr{C}^{*}[s] h^{s+1} \rightarrow \mathscr{D}[s] \mathscr{C}^{*}[s] h^{s} \rightarrow \mathscr{Q}_{\mathscr{G}}{ }^{*} \rightarrow 0
$$

From (31) we deduce an isomorphism $\varphi^{*}\left(Q_{\mathscr{E}}{ }^{*}\right) \simeq \mathbb{D}^{1}\left(Q_{\mathscr{E}}\right)$ and so the minimal polynomial of the action of $s$ on $\mathbb{D}^{1}\left(Q_{\mathscr{E}}\right)$ is $\varphi\left(b_{\mathscr{C}^{*}}(s)\right)=b_{\mathscr{E}^{*}}(-s-2)$. On the other hand, the action of $s$ on $\mathbb{D}^{1}\left(Q_{\mathscr{E}}\right)$ is annihilated by $b_{\mathscr{E}}(s)$ and we conclude that $b_{\mathscr{E}}(s)$ is a multiple of $b_{\mathscr{C}^{*}}(-s-2)$.

In a symmetric way we deduce that $b_{\mathscr{E}^{*}}(s)$ is a multiple of $b_{\mathscr{E}}(-s-2)$, or equivalently $b_{\mathscr{C}_{*}}(-s-2)$ is a multiple of $b_{\mathscr{C}}(s)$, and so $b_{\mathscr{E}}(s)= \pm b_{\mathscr{S}^{*}}(-s-2)$. Q.E.D.

## 6 Open questions

The starting point of this paper has been [16] and the observed effect of duality on the Bernstein-Sato polynomial of some examples of integrable logarithmic connections with respect to quasi-homogeneous plane curves [29].

In [16], the authors proved that the Bernstein-Sato polynomial of any regular special linear free divisor (in particular, any reductive linear free divisor), and of any reductive prehomogeneous determinant (these are the non-reduced version of linear free divisors) have the symmetry property $b(s)= \pm b(-s-2)$ (see Theorems 3.5 and 5.5 and the definition of the involved notions in [16]). These results and our theorem (4.1) overlap, but they are logically independent. On one hand, the results in [16] only apply to invariants of some prehomogeneous vector spaces. On the other hand, our theorem (4.1) cannot cover either the case of non-reduced reductive prehomogeneous determinants, since it only applies to reduced equations, or the case of reductive linear free divisor, since there are examples of such divisors which are not of differential linear type. Namely, D. Andres and J. Martín-Morales have recently studied the example $D=\{h=$ $0\} \subset M_{3,4}=\mathbb{C}^{3 \times 4}$ in [15, Proposition 7.12] by using the techniques in [1] and have found differential operators of order 2 annihilating $h^{s}$ which are not in $\operatorname{ann}_{\mathscr{O}[s]}^{(1)} h^{s}=\mathscr{D}[s] \operatorname{ann}_{\mathscr{V}[s]} h^{s}$.

All the examples of free divisors given in [27] are of linear Jacobian type and so they are covered by Theorem (4.1)
(6.1) Question. Is there a common generalization of Theorem (4.1) and Theorems 3.5 and 5.5 in [16]?
(6.2) Question. The reduced Bernstein-Sato polynomial $\widetilde{b}(s)=\frac{b(s)}{s+1}$ of any quasi-homogeneous polynomial $h: \mathbb{C}^{d} \rightarrow \mathbb{C}$ with an isolated singularity at the origin satisfies the symmetry $\widetilde{b}(s)= \pm \widetilde{b}(-s-d)$. This is a consequence of a celebrated result of Malgrange [23], namely that the roots of $\widetilde{b}(s)$ for any isolated singularity are the eigenvalues of the connection on the saturated Brieskorn lattice which equals the usual one precisely in the quasi-homogeneous case. In this case the spectrum and the roots of $\widetilde{b}(s)$ are (up to an overall shift) the same, hence the symmetry of the spectrum gives the symmetry of the roots of $\widetilde{b}(s)$.

In the non-quasi-homogeneous isolated singularity case, the spectrum is different from the roots of $\widetilde{b}(s)$, so that the symmetry of the spectrum does not imply the symmetry of the roots of $\widetilde{b}(s)$.

Let us notice that in the quasi-homogeneous isolated singularity case, the roots of $\widetilde{b}(s)$ can be explicitly listed in terms of the weights of variables (cf. [38, Corollary 3.9]) and the symmetry can be checked directly. Also, R. Arcadias and the author observed that this symmetry can be obtained by using D-module duality theory.

The intersection of Theorem (4.1) and the symmetry property for quasihomogeneous isolated singularities is the case of quasi-homogeneous plane curves. Quasi-homogeneous isolated singularities are of linear Jacobian type and their Jacobian ideal are a complete intersection, and so Cohen-Macaulay. On the other hand, the Jacobian ideal of a singular free divisor is also Cohen-Macaulay of codimension 2.

By means of M. Saito's formula for the reduced $b$-function of the ThomSebastiani join of two germs, we can give, for any $e=2, \ldots, d$, non-trivial examples of irreducible germs $h:\left(\mathbb{C}^{d}, 0\right) \rightarrow(\mathbb{C}, 0)$ such that the following properties hold: (a) the Jacobian ideal $J$ is of linear type; (b) $J$ is Cohen-Macaulay; and (c) the equality $\widetilde{b}_{h}(s)= \pm \widetilde{b}_{h}(-s-e)$ holds for $e=$ codimension of the singular locus of $\{h=0\}$. Nevertheless, $(\mathrm{a})+(\mathrm{b}) \nRightarrow(\mathrm{c})$ as shown in Example (6.3)

The question of finding general criteria on $h$ implying property (c) and extending the known extreme cases of quasi-homogeneous isolated singularities $(e=d)$ and free divisors of linear Jacobian type $(e=2)$ seems interesting and remains open.

I owe Kari Vilonen the suggestion of checking the following example.
(6.3) Example. Let $X$ be the vector space of square $n \times n$ complex matrices and $h=\operatorname{det}: X \rightarrow \mathbb{C}$. It is well known that the Bernstein-Sato polynomial of $h$ is given by $b_{h}(s)=(s+1)(s+2) \cdots(s+n)$ and so $\widetilde{b}_{h}(s)=(s+2) \cdots(s+n)$. The Jacobian ideal $J$ of $h$ is generated by all the $(n-1) \times(n-1)$ minors of the generic matrix $\left(x_{i j}\right)$. In particular the singular locus of $D=h^{-1}(0)$ consists of matrices of rank $\leq n-2, \operatorname{dim} D^{\operatorname{sing}}=n^{2}-4$ and $e=\operatorname{codim} D^{\operatorname{sing}}=4$. We know that $J$ is of linear type [19] and Cohen-Macaulay [3, page 25]. However, the equality $\widetilde{b}_{h}(-s-4)= \pm \widetilde{b}_{h}(s)$ only holds for $n=2$.
(6.4) Question. Corollary (4.2) applies to locally quasi-homogeneous free divisors after [6, Theorem 5.6]), in particular to free hyperplane arrangements. However, the Bernstein-Sato polynomial of a non-free hyperplane arrangement does not satisfy in general the symmetry $b(s)= \pm b(-s-2)$. For instance, for
$h=x_{1} x_{2} x_{3}\left(x_{1}+x_{2}+x_{3}\right)=0$ we have $b_{h}(s)=(s+1)^{3}(s+3 / 2)(s+3 / 4)(s+$ $5 / 4)$, and $b_{h}(s) \neq \pm b_{h}(-s-2)$. In fact, this symmetry property fails in many other examples of non-free hyperpane arrangements. Can we characterize the hyperplane arrangements whose Bernstein-Sato polynomial satisfy the above symmetry property?

## Appendix A

This appendix contains some basic notions and results about Lie-Rinehart algebras and their modules, a simple proof of the associativity law in 8 (see Theorem (A.11) and a detailed proof of the duality theorem in 8 (see Theorem (A.32). To be brief, we have included only the statements and results strictly needed for the proof of the cited results and of Propositions (A.15) and (A.16) There are variants of all these results which are left up to the reader (see Remark (A.17)).

Let $k \rightarrow A$ be a homomorphism of commutative rings. Let us denote by $\operatorname{Der}_{k}(A)$ the $A$-module of $k$-linear derivations $\lambda: A \rightarrow A$, which is a left sub- $A$ module of $\operatorname{End}_{k}(A)$ closed by the bracket $[-,-]$.

A Lie-Rinehart algebra over $(k, A)$ (or a $(k, A)$-Lie algebra in [30]) is an $A$-module $L$ endowed with a $k$-Lie algebra structure and an $A$-linear map $\rho$ : $L \rightarrow \operatorname{Der}_{k}(A)$, called anchor map, which is also a morphism of Lie algebras and satisfies

$$
\left[\lambda, a \lambda^{\prime}\right]=a\left[\lambda, \lambda^{\prime}\right]+\rho(\lambda)(a) \lambda^{\prime}
$$

for $\lambda, \lambda^{\prime} \in L$ and $a \in A$. To simplify, we write $\lambda(a):=\rho(\lambda)(a)$ for $\lambda \in L$ and $a \in A$.

Let $(L, \rho),\left(L^{\prime}, \rho^{\prime}\right)$ be two Lie-Rinehart algebras over $(k, A)$. A map of LieRinehart algebras $f: L \rightarrow L^{\prime}$ is an $A$-linear map which is also a $k$-Lie algebra map and such that $\rho^{\prime} \circ f=\rho$.

It is clear that $\operatorname{Der}_{k}(A)$ is a Lie-Rinehart algebra over $(k, A)$ with the identity as anchor map, and that for any Lie-Rinehart algebra $(L, \rho), \rho$ is a map of LieRinehart algebras.

Let $L$ be a Lie-Rinehart algebra over $(k, A)$. A left $L$-module is an $A$-module $M$ endowed with a $k$-bilinear action $(\lambda, m) \in L \times M \rightarrow \lambda m \in M$ such that

$$
(a \lambda) m=a(\lambda m),\left[\lambda, \lambda^{\prime}\right] m=\lambda\left(\lambda^{\prime} m\right)-\lambda^{\prime}(\lambda m), \lambda(a m)=a(\lambda m)+\lambda(a) m
$$

for all $a \in A, \lambda, \lambda^{\prime} \in L$ and $m \in M$.
The $A$-module $A$ becomes a left $L$-module with the action $(\lambda, a) \in L \times A \mapsto$ $\lambda(a) \in A$.

A right $L$-module is an $A$-module $Q$, where the multiplication by elements of $A$ is written on the right, endowed with a $k$-bilinear action $(q, \lambda) \in Q \times L \rightarrow$ $q \lambda \in Q$ such that

$$
q(a \lambda)=(q a) \lambda, q\left[\lambda, \lambda^{\prime}\right]=(q \lambda) \lambda^{\prime}-\left(q \lambda^{\prime}\right) \lambda,(q a) \lambda=(q \lambda) a-q \lambda(a)
$$

for all $a \in A, \lambda, \lambda^{\prime} \in L$ and $q \in Q$.

Let $L$ be a Lie-Rinehart algebra over $(k, A)$ and $U=\mathbf{U}(L)$ its enveloping (or universal) algebra (see [30]). It is endowed with an injective ring map $A \simeq$ $U_{0} \hookrightarrow U$ with $k \rightarrow U$ central, and a left $A$-linear map $L \rightarrow U$. Moreover, $U$ is generated as a ring by $A$ and the image of $L$, and it carries a canonical filtration $\left(U_{r}\right)_{r \geq 0}\left(U_{r}\right.$ is generated as left or right $A$-module by all products of elements of $L$ of length $\leq r$ ) such that $\operatorname{gr} U$ is a commutative $A$-algebra.

From the universal property of $U$ (see [17, pgs. 63-64]) we have the following: If $M$ is an $A$-module, to give a left $L$-module structure on $M$ is equivalent to extending its $A$-module structure to a left $U$-module structure. Similarly, if $Q$ is an $A$-module, to give a right $L$-module structure on $Q$ is equivalent to extending its $A$-module structure to a right $U$-module structure.

The surjection $p \in U \mapsto p \cdot 1 \in A$ induces a canonical isomorphism of left $U$-modules $U / U \cdot L \simeq A$.
(A.1) Example. (a) If $X$ is a complex smooth manifold, $p \in X, k=\mathbb{C}$ and $A=\mathcal{O}_{X, p}$ is the ring of germs at $p$ of holomorphic functions, then the enveloping algebra of the Lie-Rinehart algebra $\operatorname{Der}_{\mathbb{C}}\left(\mathcal{O}_{X, p}\right)$ is the ring $\mathscr{D}_{X, p}$ of germs at $p$ of linear differential operators with holomorphic coefficients in $X$.
(b) If $X$ is a complex smooth manifold, $D \subset X$ is a free divisor, $p \in D$, $k=\mathbb{C}, A=\mathcal{O}_{X, p}$ and $L=\mathscr{D} \operatorname{er}(-\log D)_{p}$ is the Lie-Rinehart algebra of germs of logarithmic vector fields with respect to $D$, then the enveloping algebra of $L$ is the ring of germs of logarithmic differential operators $\mathscr{D}_{X, p}(-\log D)$, which coincides with the subring of $\mathscr{D}_{X, p}$ generated by $\mathscr{O}_{X, p}$ and $\mathscr{D} \operatorname{er}(-\log D)_{p}$ (see (4) prop. 2.2.5]).
(A.2) Internal operations: In what follows, $M, M_{1}, M_{2}, \ldots$ will denote left $U$-modules and $Q, Q_{1}, Q_{2}, \ldots$ right $U$-modules. It is well known that the $A$ modules $M_{1} \otimes_{A} M_{2}, \operatorname{Hom}_{A}\left(M_{1}, M_{2}\right)$ and $\operatorname{Hom}_{A}\left(Q_{1}, Q_{2}\right)\left(\right.$ resp. $Q_{1} \otimes_{A} M_{1}$ and $\left.\operatorname{Hom}_{A}\left(M_{1}, Q_{1}\right)\right)$ have natural left (resp. right) $U$-module structures (cf. [18, §2]).
(A.3) The natural $A$-linear maps $M_{1} \otimes_{A} M_{2} \simeq M_{2} \otimes_{A} M_{1}, A \otimes_{A} M_{2} \simeq M_{2} \simeq$ $\operatorname{Hom}_{A}\left(A, M_{2}\right),\left[M_{1} \otimes_{A} M_{2}\right] \otimes_{A} M_{3} \simeq M_{1} \otimes_{A}\left[M_{2} \otimes_{A} M_{3}\right]$ are left $U$-linear, and the natural $A$-linear maps $Q_{1} \otimes_{A} A \simeq Q_{1} \simeq \operatorname{Hom}_{A}\left(A, Q_{1}\right),\left[Q_{1} \otimes_{A} M_{1}\right] \otimes_{A} M_{2} \simeq$ $Q_{1} \otimes_{A}\left[M_{1} \otimes_{A} M_{2}\right]$ are right $U$-linear.

The proof of the following lemmas is straightforward.
(A.4) Lemma. The natural isomorphisms of $A$-modules

$$
\begin{align*}
\operatorname{Hom}_{A}\left(M_{1} \otimes_{A} M_{2}, M_{3}\right) & \simeq \operatorname{Hom}_{A}\left(M_{1}, \operatorname{Hom}_{A}\left(M_{2}, M_{3}\right)\right),  \tag{4}\\
\operatorname{Hom}_{A}\left(Q_{1} \otimes_{A} M_{1}, Q_{2}\right) & \simeq \operatorname{Hom}_{A}\left(M_{1}, \operatorname{Hom}_{A}\left(Q_{1}, Q_{2}\right)\right) \tag{5}
\end{align*}
$$

are left $U$-linear.
(A.5) Lemma. The natural A-linear map $Q_{1} \otimes_{A} \operatorname{Hom}_{A}\left(Q_{1}, Q_{2}\right) \rightarrow Q_{2}$ is right $U$-linear. Moreover, it is an isomorphisms if $Q_{1}$ is a free $A$-module of rank 1.

If $M_{1}$ is a projective $A$-module of finite rank, we denote $M_{1}^{*}=\operatorname{Hom}_{A}\left(M_{1}, A\right)$.
(A.6) Lemma. Assume that $M_{1}$ is a projective A-module of finite rank. Then, the natural map $M_{1}^{*} \otimes_{A} M_{2} \rightarrow \operatorname{Hom}_{A}\left(M_{1}, M_{2}\right)$ is an isomorphism of left $U$ modules.
(A.7) Lemma. The natural A-linear map $M_{1} \rightarrow \operatorname{Hom}_{A}\left(Q_{1}, Q_{1} \otimes_{A} M_{1}\right)$ is left $U$-linear. Moreover, it is an isomorphism if $Q_{1}$ is a free $A$-module of rank 1.
(A.8) Lemma. For any left $U$-modules $M$ and $M^{\prime}$ (resp. for any right $U$ modules $Q$ and $Q^{\prime}$ ), a map $h \in \operatorname{Hom}_{A}\left(M, M^{\prime}\right)$ (resp. $\left.h \in \operatorname{Hom}_{A}\left(Q, Q^{\prime}\right)\right)$ is $U$-linear if and only if $\lambda h=0$ for all $\lambda \in L$. Consequently there are canonical isomorphisms $\operatorname{Hom}_{U}\left(M, M^{\prime}\right) \simeq \operatorname{Hom}_{U}\left(A, \operatorname{Hom}_{A}\left(M, M^{\prime}\right)\right), \operatorname{Hom}_{U}\left(Q, Q^{\prime}\right) \simeq$ $\operatorname{Hom}_{U}\left(A, \operatorname{Hom}_{A}\left(Q, Q^{\prime}\right)\right)$.
(A.9) Lemma. The U-linear isomorphism (4) in Lemma (A.4) and Lemma (A.8) induce a $k$-linear isomorphism

$$
\beta: \operatorname{Hom}_{U}\left(M_{1} \otimes_{A} M_{2}, M_{3}\right) \rightarrow \operatorname{Hom}_{U}\left(M_{1}, \operatorname{Hom}_{A}\left(M_{2}, M_{3}\right)\right) .
$$

(A.10) Lemma. The U-linear isomorphism (5) in Lemma (A.4) and Lemma (A.8) induce a k-linear isomorphism

$$
\gamma: \operatorname{Hom}_{U}\left(Q_{1} \otimes_{A} M_{1}, Q_{2}\right) \xrightarrow{\simeq} \operatorname{Hom}_{U}\left(M_{1}, \operatorname{Hom}_{A}\left(Q_{1}, Q_{2}\right)\right) .
$$

Assume now that $L_{0} \rightarrow L$ is a map of Lie-Rinehart algebras over $(k, A)$, which induces a ring map $U_{0}=\mathbf{U}\left(L_{0}\right) \rightarrow U=\mathbf{U}(L)$ between their enveloping algebras.

Given a right $U$-module $Q$ and a left $U_{0}$-module $M_{0}$, we know that $Q \otimes_{A} M_{0}$ and $Q \otimes_{A}\left[U \otimes_{U_{0}} M_{0}\right]$ have natural right module structures over $U_{0}$ and $U$, respectively, and that the map

$$
\sigma: Q \otimes_{A} M_{0} \rightarrow Q \otimes_{A}\left[U \otimes_{U_{0}} M_{0}\right], \quad \sigma(q \otimes m)=q \otimes[1 \otimes m]
$$

is $U_{0}$-linear.
The following theorem gives the associativity law needed in the proof of the duality theorem (A.32) The proof we give here simplifies the original proof in 8.
(A.11) Theorem. The $U$-linear map

$$
\tau:\left[Q \otimes_{A} M_{0}\right] \otimes_{U_{0}} U \rightarrow Q \otimes_{A}\left[U \otimes_{U_{0}} M_{0}\right]
$$

induced by $\sigma$ is an isomorphism of right $U$-modules.
Proof. It is enough to prove that for any right $U$-module $Q^{\prime}$, the induced map

$$
\tau^{*}: \operatorname{Hom}_{U}\left(Q \otimes_{A}\left[U \otimes_{U_{0}} M_{0}\right], Q^{\prime}\right) \rightarrow \operatorname{Hom}_{U}\left(\left[Q \otimes_{A} M_{0}\right] \otimes_{U_{0}} U, Q^{\prime}\right)
$$

is an isomorphism, and for that we consider the following commutative diagram

$$
\begin{array}{cc}
\operatorname{Hom}_{U}\left(\left[Q \otimes_{A} M_{0}\right] \otimes_{U_{0}} U, Q^{\prime}\right) & \stackrel{\tau^{*}}{ } \\
\operatorname{Hom}_{U}\left(Q \otimes_{A}\left[U \otimes_{U_{0}} M_{0}\right], Q^{\prime}\right) \\
\gamma \downarrow \simeq \text { by (A.10) } \\
\operatorname{Hom}_{U_{0}}\left(Q \otimes_{A} M_{0}, Q^{\prime}\right) & \operatorname{Hom}_{U}\left(U \otimes_{U_{0}} M_{0}, \operatorname{Hom}_{A}\left(Q, Q^{\prime}\right)\right) \\
\simeq \text { by }(\mathrm{A} .10) \mid \gamma_{0} & \simeq \downarrow \alpha_{2}^{*} \\
\operatorname{Hom}_{U_{0}}\left(M_{0}, \operatorname{Hom}_{A}\left(Q, Q^{\prime}\right)\right) & \simeq \\
\operatorname{Hom}_{U_{0}}\left(M_{0}, \operatorname{Hom}_{A}\left(Q, Q^{\prime}\right)\right)
\end{array}
$$

where $\alpha_{1}: Q \otimes_{A} M_{0} \rightarrow\left[Q \otimes_{A} M_{0}\right] \otimes_{U_{0}} U$ is the natural (right) $U_{0}$-linear map defined by $\alpha_{1}(\xi)=\xi \otimes 1$ for $\xi \in Q \otimes_{A} M_{0}$ and $\alpha_{2}: M_{0} \rightarrow U \otimes_{U_{0}} M_{0}$ is the natural (left) $U_{0}$-linear map defined by $\alpha_{2}(m)=1 \otimes m$ for $m \in M_{0}$. Q.E.D.

Let us notice that $Q \otimes_{A} U$ has two right $U$-module structures: the first one comes by scalar extension $A \rightarrow U$ from the $A$-module structure on $Q$ (we forget here the right $U$-module structure on $Q$ ):

$$
(q \otimes p) \circ p^{\prime}:=q \otimes\left(p p^{\prime}\right), \quad q \in Q, p, p^{\prime} \in U
$$

and the second one comes by (A.2) from the right $U$-module structure on $Q$ and the left $U$-module structure on $U$ :

$$
\begin{array}{ll}
(q \otimes p) \star a:=(q a) \otimes p=q \otimes(a p), & q \in Q, p \in U, a \in A \\
(q \otimes p) \star \lambda:=(q \lambda) \otimes p-q \otimes(\lambda p), & q \in Q, p \in U, \lambda \in L .
\end{array}
$$

It is clear that $(\xi \circ p) \star a=(\xi \star a) \circ p,(\xi \circ p) \star \lambda=(\xi \star \lambda) \circ p$ for any $\xi \in Q \otimes_{A} U$, $p \in U, a \in A$ and $\lambda \in L$, and so $(\xi \circ p) \star p^{\prime}=\left(\xi \star p^{\prime}\right) \circ p$ for any $\xi \in Q \otimes_{A} U$, $p, p^{\prime} \in U$.

Let us also notice that both structures induce by scalar restriction two different $A$-module structures on $Q \otimes_{A} U$ : for the first one $(q \otimes p) \circ a=q \otimes(p a)$, and for the second one $(q \otimes p) \star a=(q a) \otimes p=q \otimes(a p)$.
(A.12) Corollary. Under the above conditions, there is a unique $U$-linear map $\tau:\left(Q \otimes_{A} U, \circ\right) \rightarrow\left(Q \otimes_{A} U, \star\right)$ such that $\tau(q \otimes 1)=q \otimes 1$ for all $q \in Q$. Moreover, $\tau$ is an isomorphism, $\tau(\xi \star p)=\tau(\xi) \circ p$ for all $\xi \in Q \otimes_{A} U$ and for all $p \in U$, and $\tau$ is involutive.
Proof. Let us consider the $A$-linear map $\sigma: Q \rightarrow Q \otimes_{A} U$ defined by $\sigma(q)=$ $q \otimes 1$, where we consider on $Q \otimes_{A} U$ the $A$-module structure induced by the second right $U$-module structure. The map $\sigma$ induces a map of right $U$-modules

$$
\tau:\left(Q \otimes_{A} U, \circ\right) \rightarrow\left(Q \otimes_{A} U, \star\right)
$$

with $\tau(q \otimes p)=(q \otimes 1) \star p$. By applying Theorem (A.11) to $L_{0}=0, U_{0}=A$ and $M_{0}=A$ we deduce that $\tau$ is an isomorphism.

For any $q \in Q$ and any $a \in A$ we have $\tau(q \otimes a)=\tau((q \otimes 1) \circ a)=(q \otimes 1) \star a=$ $q \otimes a$, and so $\tau^{2}(q \otimes a)=q \otimes a$.

Let $\left(U_{r}\right)_{r \geq 0}$ be the canonical filtration on $U: U_{r}$ is the left (or right) $A$ module generated by $A$ and $L^{r}$. Let $\left(\Gamma_{r}\right)_{r \geq 0}$ be the filtration on $Q \otimes_{A} U$ induced by $\left(Q \otimes_{A} U_{r}\right)_{r \geq 0}$. It is clear that $\Gamma_{r} \circ U_{s} \subset \Gamma_{r+s}$.

It is not difficult to prove that $\tau(\xi \star p)=\tau(\xi) \circ p$ by induction on $\operatorname{deg} \xi+\operatorname{deg} p$. The involutivity of $\tau$ comes from the fact that $\tau^{2}(q \otimes p)=\tau((q \otimes 1) \star q)=$ $(q \otimes 1) \circ p=q \otimes p$.
Q.E.D.
(A.13) Corollary. If $M$ is a free left $U$-module and $Q$ is a right $U$-module which is free over $A$, then $Q \otimes_{A} M$ is a free right $U$-module.
Proof. Since $M$ is free, $M \simeq \oplus_{i \in I} U$ for some set $I$, and $Q \otimes_{A} M \simeq \oplus_{i \in I}\left(Q \otimes_{A}\right.$ $U, \star)$, but $\left(Q \otimes_{A} U, \star\right) \simeq\left(Q \otimes_{A} U, \circ\right)$ is a free right $U$-module because $Q$ is a free $A$-module.
Q.E.D.
(A.14) Corollary. Assume that $Q$ is a right $U$-module which is free over $A$. Then, for any upper bounded complex $M_{0}^{\bullet}$ of left $U_{0}$-modules there is a canonical isomorphism

$$
\tau:\left[Q \otimes_{A} M_{0}^{\bullet}\right] \stackrel{\mathbf{L}}{\otimes_{U_{0}}} U \rightarrow Q \otimes_{A}\left[U \stackrel{\left.\stackrel{\mathbf{L}}{\otimes_{U_{0}}} M_{0}^{\bullet}\right]}{ }\right.
$$

in the upper bounded derived category of right $U$-modules.
Proof. Let $L^{\bullet} \rightarrow M_{0}^{\bullet}$ be a free resolution. Since $Q$ is a free $A$-module, we have an isomorphism $Q \otimes_{A} L^{\bullet} \xrightarrow{\simeq} Q \otimes_{A} M_{0}^{\bullet}$ in the upper bounded derived category of right $U_{0}$-modules, and we can apply Corollary (A.13) to deduce that $Q \otimes_{A} L^{\bullet}$ is an upper bounded complex of free right $U_{0}$-modules. So we have

$$
\left[Q \otimes_{A} M_{0}^{\bullet}\right] \stackrel{\mathbf{L}}{\otimes_{U_{0}}} U \simeq\left[Q \otimes_{A} L^{\bullet}\right] \stackrel{\mathbf{L}}{\otimes_{U_{0}}} U \simeq\left[Q \otimes_{A} L^{\bullet}\right] \otimes_{U_{0}} U
$$

and $Q \otimes_{A}\left[U \stackrel{\mathbf{L}}{\otimes_{U_{0}}} M_{0}\right] \simeq Q \otimes_{A}\left[U \otimes_{U_{0}} L^{\bullet}\right]$. To conclude, we apply Theorem (A.11)
Q.E.D.

Let $M$ be a left $U$-module and $N_{0}$ an $A$-module. The module $U \otimes_{A} N_{0}$ is, by scalar extension, a left $U$-module: $p(q \otimes n)=(p q) \otimes n, p, q \in U, n \in N$. Let us denote by $\left[U \otimes_{A} N_{0}\right] \otimes_{A}^{\prime} M$ the tensor product with respect to the $A$-module structure on $U \otimes_{A} N_{0}$ induced by its left $U$-module structure:

$$
a\left([q \otimes n] \otimes^{\prime} m\right)=(a[q \otimes n]) \otimes^{\prime} m=[(a q) \otimes n] \otimes^{\prime} m=[q \otimes n] \otimes^{\prime}(a m)
$$

for $a \in A, q \in U, n \in N_{0}, m \in M$. It has a left $U$-module structure given by (A.2)
$\lambda\left([q \otimes n] \otimes^{\prime} m\right)=[(\lambda q) \otimes n] \otimes^{\prime} m+[q \otimes n] \otimes^{\prime}(\lambda m), \quad \lambda \in L, q \in U, n \in N_{0}, m \in M$.
The map

$$
\sigma^{\prime}: N_{0} \otimes_{A} M \rightarrow\left[U \otimes_{A} N_{0}\right] \otimes_{A}^{\prime} M, \quad \sigma^{\prime}(n \otimes m)=[1 \otimes n] \otimes^{\prime} m
$$

is $A$-linear and induces a $U$-linear map $\tau^{\prime}: U \otimes_{A}\left[N_{0} \otimes_{A} M\right] \rightarrow\left[U \otimes_{A} N_{0}\right] \otimes_{A}^{\prime} M$ with $\tau^{\prime}(p \otimes[n \otimes m])=p \cdot \sigma^{\prime}(n \otimes m)$.
(A.15) Proposition. Under the above hypotheses, the map

$$
\tau^{\prime}: U \otimes_{A}\left[N_{0} \otimes_{A} M\right] \rightarrow\left[U \otimes_{A} N_{0}\right] \otimes_{A}^{\prime} M
$$

is an isomorphism of left $U$-modules.
Proof. It can be done in a completely similar way to the proof of theorem (A.11) but we use lemma (A.9) instead of lemma (A.10)
Q.E.D.

In the special case where $N_{0}=A$, we obtain a reacher statement. The left $U$-modules $U \otimes_{A} M$ and $U \otimes_{A}^{\prime} M$ are endowed with compatible right $U$-module structures (A.2)

$$
\begin{gathered}
(q \otimes m) a=q \otimes(a m)=(q a) \otimes m, \quad(q \otimes m) \lambda=(q \lambda) \otimes m-q \otimes(\lambda m) \\
\left(q \otimes^{\prime} m\right) p=(q p) \otimes^{\prime} m \quad\left(\text { remember that }(a q) \otimes^{\prime} m=q \otimes^{\prime}(a m)\right)
\end{gathered}
$$

for $a \in A, \lambda \in L, p, q \in U, m \in M$.
(A.16) Proposition. The left $U$-linear map $\tau^{\prime}: U \otimes_{A} M \rightarrow U \otimes_{A}^{\prime} M$ defined by $\tau^{\prime}(p \otimes m)=p \cdot\left(1 \otimes^{\prime} m\right)$ is also right $U$-linear and so it is an isomorphism of ( $U ; U$ )-bimodules.
Proof. The fact that $\tau^{\prime}$ is an isomorphism of left $U$-modules comes from Proposition (A.15) The fact that $\tau^{\prime}$ is right $U$-linear can be proven in a similar way to Corollary (A.12).
Q.E.D.
(A.17) Remark. Proposition (A.15) is a particular case of a second associativity law $U \otimes_{U_{0}}\left[N_{0} \otimes_{A} M\right] \simeq\left[U \otimes_{U_{0}} N_{0}\right] \otimes_{A}^{\prime} M$ with $L_{0}=0$ and $U_{0}=A$. Actually, there is a third associativity law $\left[Q_{0} \otimes_{A} M\right] \otimes_{U_{0}} U \simeq\left[Q_{0} \otimes_{U_{0}} U\right] \otimes_{A} M$. Both laws and their corresponding corollaries can be proved in a similar way to Theorem (A.11). For that one needs some variants of Lemmas (A.4) - (A.10). We do not need these results in this paper and we skip their proof.

From now on, we assume that $L$ is a Lie-Rinehart algebra over $(k, A)$ which is a free $A$-module of rank $d$. By the Poincaré-Birkhoff-Witt theorem 30, th. 3.1] we know that $\operatorname{Sym} L \simeq \operatorname{gr} U$.

Let us denote $\Omega_{L}=L^{*}=\operatorname{Hom}_{A}(L, A), \Omega_{L}^{n}=\bigwedge^{n} \Omega_{L} \equiv \operatorname{Hom}_{A}\left(\bigwedge^{n} L, A\right)$ for $n=0, \ldots, d$, and $\omega_{L}=\Omega_{L}^{d}$.
(A.18) For each left $U$-module $E$ we define the Cartan-Eilenberg-Chevalley-Rinehart-Spencer $\operatorname{Sp}_{L}^{\bullet}(E)$ complex associated with $E$ as [9, 1.1.2]:

$$
\operatorname{Sp}_{L}^{-n}(E)=U \otimes_{A} \bigwedge^{n} L \otimes_{A} E, \quad n=0, \ldots, d
$$

where the left $U$-module structure comes exclusively from the first factor $U$ of the tensor product, the differential $d^{-n}: \operatorname{Sp}_{L}^{-n}(E) \rightarrow \mathrm{Sp}_{L}^{-n+1}(E)$ is given by:

$$
\begin{gathered}
d^{-1}(P \otimes \lambda \otimes e)=(P \lambda) \otimes e-P \otimes(\lambda e) \\
d^{-n}\left(P \otimes\left(\lambda_{1} \wedge \cdots \wedge \lambda_{n}\right) \otimes e\right)=\sum_{i=1}^{n}(-1)^{i-1} P \lambda_{i} \otimes\left(\lambda_{1} \wedge \cdots \widehat{\lambda_{i}} \cdots \wedge \lambda_{n}\right) \otimes e \\
-\sum_{i=1}^{n}(-1)^{i-1} P \otimes\left(\lambda_{1} \wedge \cdots \widehat{\lambda_{i}} \cdots \wedge \lambda_{n}\right) \otimes\left(\lambda_{i} e\right) \\
+\sum_{1 \leq i<j \leq n}(-1)^{i+j} P \otimes\left(\left[\lambda_{i}, \lambda_{j}\right] \wedge \lambda_{1} \wedge \cdots \widehat{\lambda_{i}} \cdots \widehat{\lambda_{j}} \cdots \wedge \lambda_{n}\right) \otimes e, 2 \leq n \leq d
\end{gathered}
$$

and the augmentation is $P \otimes e \in U \otimes_{A} E=\operatorname{Sp}_{L}^{0}(E) \mapsto d^{0}(P \otimes e):=P \cdot e \in E$.
In the case $E=A$ the above complex coincides with the complex defined in [30, §4], which will be simply denoted by $\mathrm{Sp}_{L}^{\bullet}$.

Let us denote by $\widetilde{\mathrm{Sp}_{L}^{\bullet}}$ and $\widetilde{\mathrm{Sp}_{L}^{\bullet}}(E)$ the augmented complexes $\mathrm{Sp}_{L}^{\bullet} \rightarrow A$ and $\mathrm{Sp}_{L}^{\bullet}(E) \rightarrow E$ respectively.

We quote the following result (cf. [9, Proposition 1.7]):
(A.19) Proposition. Under the above hypotheses, if $E$ is free over $A$, then $\operatorname{Sp}_{L}^{\bullet}(E)$ is a free resolution of the $U$-module $E$.

For any left $U$-module $M$, the complex $\operatorname{Hom}_{U}\left(\operatorname{Sp}_{L}^{\bullet}, M\right)$ is canonically isomorphic to the "de Rham" complex $\Omega_{L}^{\bullet}(M)$, where $\Omega_{L}^{n}(M):=\operatorname{Hom}_{A}\left(\bigwedge^{n} L, M\right) \equiv$
$\operatorname{Hom}_{A}\left(\bigwedge^{n} L, A\right) \otimes_{A} M=\Omega_{L}^{n} \otimes_{A} M, n=0, \ldots, d$, and the differential $d:$ $\Omega_{L}^{n-1}(M) \rightarrow \Omega_{L}^{n}(M)$ is given by

$$
\begin{aligned}
& \left.(d \alpha)\left(\lambda_{1} \wedge \cdots \wedge \lambda_{n}\right)\right)=\sum_{i=1}^{n}(-1)^{i-1} \lambda_{i} \alpha\left(\lambda_{1} \wedge \cdots \widehat{\lambda_{i}} \cdots \wedge \lambda_{n}\right) \\
& +\sum_{1 \leq i<j \leq n}(-1)^{i+j} \alpha\left(\left[\lambda_{i}, \lambda_{j}\right] \wedge \lambda_{1} \wedge \cdots \widehat{\lambda_{i}} \cdots \widehat{\lambda_{j}} \cdots \wedge \lambda_{n}\right)
\end{aligned}
$$

For any $\lambda \in L$ and any $n$ we have the Lie derivative $L_{\lambda}: \Omega_{L}^{n}(M) \rightarrow \Omega_{L}^{n}(M)$ (cf. 30], prop. 6.3) defined by

$$
\left(L_{\lambda} \alpha\right)\left(\lambda_{1} \wedge \cdots \wedge \lambda_{n}\right)=\lambda \cdot \alpha\left(\lambda_{1} \wedge \cdots \wedge \lambda_{n}\right)-\sum_{i=1}^{n} \alpha\left(\lambda_{1} \wedge \cdots \wedge\left[\lambda, \lambda_{i}\right] \wedge \cdots \wedge \lambda_{n}\right)
$$

The proof of the following proposition can be found in [18, prop. 2.8 and th. 2.10 (see also [7] Proposition 3.1]). It is a generalization of the well known corresponding results in $D$-module theory.
(A.20) Proposition. Under the above hypotheses, the following properties hold:
(1) The action $(\alpha, \lambda) \in \omega_{L} \times L \mapsto-L_{\lambda} \alpha \in \omega_{L}$ defines a right $U$-module structure on $\omega_{L}$.
(2) The complex $\Omega_{L}^{\bullet}(U)$ can be augmented through the map $\alpha \otimes p \in \Omega_{L}^{d} \otimes_{A} U \mapsto$ $\alpha p \in \omega_{L}=\Omega_{L}^{d}$ and it becomes a free resolution of the right $U$-module $\omega_{L}$.
(A.21) Corollary. The complex of right $U$-modules $R \operatorname{Hom}_{U}(A, U)$ is concentrated in degree $d$ and its d-cohomology $\operatorname{Ext}_{U}^{d}(A, U)$ is canonically isomorphic to the right $U$-module $\omega_{L}$.
Proof. It is a consequence of the above propositions and the canonical isomorphisms $R \operatorname{Hom}_{U}(A, U) \simeq \operatorname{Hom}_{U}\left(\operatorname{Sp}_{L}^{\bullet}, U\right) \simeq \Omega_{L}^{\bullet}(U)$.
Q.E.D.
(A.22) Definition. The right L-module $\omega_{L}$ is called the dualizing module of the Lie-Rinehart algebra L.
(A.23) Proposition. With the above notations, we have a canonical isomorphism of left $U$-modules $\widetilde{\mathrm{Sp}_{L}^{\bullet}}(E) \simeq \widetilde{\mathrm{Sp}_{L}^{\bullet}} \otimes_{A}^{\prime} E$ where the tensor product $\otimes_{A}^{\prime}$ is taken with respect to the $A$-module structure on each $\mathrm{Sp}_{L}^{-n}$ induced by its left $U$-module structure.

Proof. From Proposition (A.15) there are canonical isomorphisms

$$
\alpha^{-n}: \operatorname{Sp}_{L}^{-n}(E)=U \otimes_{A}\left(\bigwedge^{n} L \otimes_{A} E\right) \simeq\left(U \otimes_{A} \bigwedge^{n} L\right) \otimes_{A}^{\prime} E=\operatorname{Sp}_{L}^{-n} \otimes_{A}^{\prime} E
$$

for $n=0, \ldots, d$. To prove the commutativity of the diagrams

$$
\begin{array}{r}
U \otimes_{A}\left(\bigwedge^{n} L \otimes_{A} E\right) \xrightarrow{\alpha^{-n}}\left(U \otimes_{A} \bigwedge_{\Lambda}^{n} L\right) \otimes_{A}^{\prime} E \\
d^{d^{-n} \downarrow} \downarrow d^{-n} \otimes^{\prime} \mathrm{Id} \\
U \otimes_{A}\left(\begin{array}{|c|}
\wedge-1 \\
\Lambda
\end{array} \otimes_{A} E\right) \xrightarrow{\alpha^{-n+1}}\left(U \otimes_{A} \bigwedge^{n-1} L\right) \otimes_{A}^{\prime} E
\end{array}
$$

it is enough to check that the maps $\left(d^{-n} \otimes^{\prime} \mathrm{Id}\right) \circ \alpha^{-n}$ and $\alpha^{-n+1} \circ d^{-n}$ coincide on elements of the form $1 \otimes\left(\left(\lambda_{1} \wedge \cdots \wedge \lambda_{n}\right) \otimes e\right)$, and this a straightforward computation. The commutativity corresponding to the augmentations

can be checked in a similar way.
Q.E.D.
(A.24) Corollary. Let $E$ be a left $U$-module which is a free $A$-module of finite rank. The complex of right $U$-modules $R \operatorname{Hom}_{U}(E, U)$ is concentrated in degree $d$ and its d-cohomology $\operatorname{Ext}_{U}^{d}(E, U)$ is canonically isomorphic to the right $U$-module $\omega_{L} \otimes_{A} E^{*}$.

Proof. We have canonical $U$-right isomorphisms

$$
\begin{gathered}
R \operatorname{Hom}_{U}(E, U) \stackrel{(A .19)}{\simeq} \operatorname{Hom}_{U}\left(\operatorname{Sp}_{L}^{\bullet}(E), U\right) \stackrel{(A .23)}{\sim} \operatorname{Hom}_{U}\left(\operatorname{Sp}_{L}^{\bullet} \otimes_{A}^{\prime} E, U\right) \stackrel{(A .9)}{\simeq} \\
\operatorname{Hom}_{U}\left(\mathrm{Sp}_{L}^{\bullet}, \operatorname{Hom}_{A}(E, U)\right) \stackrel{(A .6)}{\simeq} \operatorname{Hom}_{U}\left(\mathrm{Sp}_{L}^{\bullet}, E^{*} \otimes_{A} U\right) \stackrel{(A .3)}{\simeq} \\
\operatorname{Hom}_{U}\left(\mathrm{Sp}_{L}^{\bullet}, U \otimes_{A}^{\prime} E^{*}\right) \stackrel{(A .16)}{\simeq} \operatorname{Hom}_{U}\left(\operatorname{Sp}_{L}^{\bullet}, U \otimes_{A} E^{*}\right) \simeq \\
\operatorname{Hom}_{U}\left(\operatorname{Sp}_{L}^{\bullet}, U\right) \otimes_{A} E^{*} \simeq R \operatorname{Hom}_{U}(A, U) \otimes_{A} E^{*} \frac{(A .21)}{\simeq} \omega_{L}[-d] \otimes_{A} E^{*} .
\end{gathered}
$$

Q.E.D.

For any left $U$-module $M$, the $A$-module $\omega_{L} \otimes_{A} M$ has a canonical right $U$-module structure (A.2) and it will be denoted by $M^{\text {right }}$. Similarly, for any right $U$-module $Q$, the $A$-module $\operatorname{Hom}_{A}\left(\omega_{L}, Q\right)$ has a canonical left $U$-module structure (A.2) and it will be denoted by $Q^{\text {left }}$. Since $\omega_{L}$ is a free $A$-module of rank 1 , the canonical maps

$$
M \rightarrow\left(M^{\text {right }}\right)^{\text {left }}, \quad\left(Q^{\text {left }}\right)^{\text {right }} \rightarrow Q
$$

are $U$-linear isomorphisms (see Lemmas (A.7) and (A.5).
Functors $M \mapsto M^{\text {right }}$ and $Q \mapsto Q^{\text {left }}$ form a couple of quasi-inverse exact functors and they establish an equivalence between the category of left $U$-modules and the category of right $U$-modules.
(A.25) Proposition. Assume that $A$ is an equicodimensional Noetherian regular ring. Then, the enveloping algebra $U$ of $L$ is a left and right Noetherian ring of finite global dimension $\leq \operatorname{dim} A+d$.
Proof. By the Poincaré-Birkhof-Witt theorem, we know that gr $U \simeq \operatorname{Sym} L$ is a commutative Noetherian regular ring of pure graded dimension equal to $\operatorname{dim} A+d$. We deduce that $U$ is a ring of "Diff" type of global homological dimension $\leq \operatorname{dim} \operatorname{gr} U$ (cf. [25], 1.1]).
Q.E.D.

From now on we assume that $A$ is an equicodimensional Noetherian regular ring.

Let $D_{f}^{b}(U)$ be the bounded derived category of left $U$-modules with finitely generated cohomologies.
(A.26) Definition. The duality functor $\mathbb{D}_{L}: D_{f}^{b}(U) \rightarrow D_{f}^{b}(U)$ is defined by

$$
\mathbb{D}_{L}(M)=\left(R \operatorname{Hom}_{U}(M, U)[d]\right)^{\text {left }}
$$

It is a contravariant involutive triangulated functor.
The following proposition is a consequence of Corollary (A.24)
(A.27) Proposition. For each left $U$-module $E$ which is a free $A$-module of finite rank we have a canonical isomorphism $\mathbb{D}_{L}(E) \simeq E^{*}$.

Let $L_{0} \rightarrow L$ be a map of Lie-Rinehart algebras over $(k, A)$ and assume that $L_{0}$ and $L$ are free $A$-modules of rank $d_{0}$ and $d$ respectively. Denote by $U_{0} \rightarrow U$ the induced ring map between their enveloping algebras.
(A.28) Definition. The relative dualizing module is by definition $\omega_{L / L_{0}}=$ $\operatorname{Hom}_{A}\left(\omega_{L}, \omega_{L_{0}}\right)$. It has a natural left $U_{0}$-module structure by (A.2).

The relative dualizing module $\omega_{L / L_{0}}$ is a free $A$-module of rank 1 .
(A.29) Example. Let $h:\left(\mathbb{C}^{d}, 0\right) \rightarrow(\mathbb{C}, 0)$ be a reduced equation of a germ of a free divisor $D \subset\left(\mathbb{C}^{d}, 0\right), k=\mathbb{C}, A=\mathcal{O}_{\mathbb{C}^{d}, 0}$ is the ring of germs at the origin of holomorphic functions, $L_{0}=\mathscr{D} \operatorname{er}(-\log D)_{0}$ is the Lie-Rinehart algebra of germs of logarithmic vector fields with respect to $D$ and $L=\operatorname{Der}_{\mathbb{C}}\left(\mathcal{O}_{\mathbb{C}^{d}, 0}\right)$. The dualizing module $\omega_{L}$ is the module of germs of top holomorphic forms $\Omega_{\mathbb{C}^{d}, 0}^{d}$ and the dualizing module $\omega_{L_{0}}$ is the module of germs of top logarithmic forms $\Omega_{\mathbb{C}^{d}, 0}^{d}(-\log D)$, i.e. $\omega_{L_{0}}=\Omega_{\mathbb{C}^{d}, 0}^{d}(D)=(1 / h) \cdot \omega_{L}$. So, the relative dualizing module $\omega_{L / L_{0}}$ is the module $\mathcal{O}_{\mathbb{C}^{d}, 0}(D)=(1 / h) \cdot \mathcal{O}_{\mathbb{C}^{d}, 0}$ of germs of meromorphic functions with poles along $D$ of order at most 1 .

The following lemma is a consequence of Lemma (A.5).
(A.30) Lemma. The canonical map $\omega_{L} \otimes_{A} \omega_{L / L_{0}} \rightarrow \omega_{L_{0}}$ is an isomorphism of right $U_{0}$-modules.
(A.31) Remark. When we take $L=\operatorname{Der}_{k}(A)$ and the map $L_{0} \rightarrow L$ as the anchor map of $L_{0}$, the relative dualizing module $\omega_{\operatorname{Der}_{k}(A) / L_{0}}$ coincides with the $A$-dual of the module $\mathbb{Q}_{L}$ considered in [18, (6.6)].

The following theorem is a slight modification of Theorem 4.5 in 8 (see also [7. Corollary 3.1.2]). The existence of a such result has been suggested by [14, Appendix A, Proposition (A.2)], [36, Proposition 2.2.5] and [11, Theorem 4.3]. A related result is [13, Lemma 4.3.3].
(A.32) Theorem. Under the above hypotheses, for every bounded complex $M$ of left $U_{0}$-modules there is a canonical isomorphism in $D_{f}^{b}(U)$

$$
\mathbb{D}_{L}\left(U \stackrel{\mathbf{L}}{\otimes_{U_{0}}} M\right) \simeq U{\stackrel{\mathrm{~L}}{\Theta_{0}}}\left(\omega_{L / L_{0}}\left[d-d_{0}\right] \otimes_{A} \mathbb{D}_{L_{0}}(M)\right)
$$

Proof. From Corollary (A.14) and Lemma (A.30), there are canonical isomorphisms

$$
\begin{aligned}
& \omega_{L} \otimes_{A}\left(U \stackrel{\mathbf{L}}{\otimes_{U_{0}}}\left(\omega_{L / L_{0}} \otimes_{A} \mathbb{D}_{L_{0}}(M)\right)\right) \simeq \\
& \left(\omega_{L} \otimes_{A}\left(\omega_{L / L_{0}} \otimes_{A} \mathbb{D}_{L_{0}}(M)\right)\right) \stackrel{\stackrel{\mathrm{L}}{\otimes_{U_{0}}} U \simeq}{ } \\
& \left(\left(\omega_{L} \otimes_{A} \omega_{L / L_{0}}\right) \otimes_{A} \mathbb{D}_{L_{0}}(M)\right) \stackrel{\stackrel{\mathbf{L}}{\otimes} U_{U_{0}}}{ } U \simeq\left(\omega_{L_{0}} \otimes_{A} \mathbb{D}_{L_{0}}(M)\right) \stackrel{\stackrel{\mathbf{L}}{\otimes} U_{0} U .}{ } U .
\end{aligned}
$$

By definition of $\mathbb{D}$, we have canonical isomorphisms

$$
\begin{gathered}
\omega_{L} \otimes_{A} \mathbb{D}_{L}\left(U \stackrel{\left.\mathbf{L} \otimes_{U_{0}} M\right) \simeq R \operatorname{Hom}_{U}\left(U \stackrel{\mathbf{L}}{\otimes_{U_{0}}} M, U\right)[d] \simeq}{R \operatorname{Hom}_{U_{0}}(M, U)[d] \simeq\left(R \operatorname{Hom}_{U_{0}}\left(M, U_{0}\right) \stackrel{\mathbf{L}}{\otimes_{U_{0}}} U\right)[d] \simeq}\right. \\
\left(\left(\omega_{L_{0}} \otimes_{A} \mathbb{D}_{L_{0}}(M)\right)\left[-d_{0}\right] \stackrel{\mathbf{L}}{\otimes_{U_{0}}} U\right)[d] \simeq \\
\left(\left(\omega_{L_{0}} \otimes_{A} \mathbb{D}_{L_{0}}(M)\right) \stackrel{\mathbf{L}}{\left.\otimes_{U_{0}} U\right)}\left[d-d_{0}\right] .\right.
\end{gathered}
$$

We conclude by applying the functor $(-)^{\text {left }}$.
Q.E.D.
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